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Abstract

Optical coherence tomography is a non-invasive imaging technique that uses non-ionizing in-
frared radiation to probe few millimeter depth of target at resolution of few micrometers. Here
we expose the theoretical basis to understand the technique. The text covers the two varieties
of OCT — time domain and frequency domain— and discribe three applications of this tech-
nique to dentistry: a) One in the evaluation of crack propagation in fiber reinforced polymers
used for dental restoration; b) The imaging of remains dentin and pulp chamber after dentin
excavation for the purpose of measurement of dentin thickness, and c) a clinical evaluation of
the integrity of dental restoration. In all these applications, OCT has outstanding imaging
results and provides semiquatitative insight into the dental structure.
With the aim of developing optical coherence tomography integrated to a chip, we expose the
theoretical basis of integrated photonics platform. After literature review, we detected that no
integrated spectrometer, and OCT component, with the needed specifications exists. We, then,
developed a spectrometer with the necessary features. This was possible due the creation of
novel spectrometer architecture based on the combination of a ring resonator and a diffraction
grating spectrometer.
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Resumo

Tomografia por coerência óptica (OCT) é uma técnica de imageamento não invasiva que usa
radiação infravermelho para sondar alguns milímetros the profundidade de um alvo com um
resolução de poucos micrômetros. Aqui, nós expomos a base teórica para entender a técnica. O
texto cobre as duas variedades de OCT — domínio temporal e domínio da frequência — e de-
screve três aplicações da técnica em odontologia: a) Um na avalição the propagação rachaduras
em polímeros reforçado com fibra usado em restauração dental; b) O imageamento da sobra de
dentina e cavidade pulpar após excavação da dentina, com o propósito de medir a espessura da
dentina, e c) uma avaliação clínica da integridade de restaurações dentais. Em todas essa apli-
cações, OCT gerou imagens marcantes e forneceu informações semiquatitativas sobre a estrura
dentária.
Com o objetivo de desenvolver um sistema de tomografia óptica integrada em um chip. Nós
expomos a base teórica da plataforma de fotônica integrada. Após uma revisão literária, nós
descobrimos que não existe espectrômetro integrado com a especificações necessárias para uso
em OCT. Nós, então, desenvolvemos um espectrômetro com a características necessárias. Isso
foi possível devido a uma nova arquitetura de espectrômetro baseada na combinação de um
ressoador em anel e um espectrômetro de grade de difração.

v
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1

Introduction

In the middle of 2005, I started working in Prof. Anderson Gomes research group. At the time,
my first assignment was to make improvements to the optical coherence tomography (OCT)
system available, a time domain optical coherence tomography (TDOCT) system. The delay
line was composed by a mirror that was scanned using a DC motor. Each scan would take
about half a minute to complete. A whole image needed 2 hours to be acquired. During the
acquisition time, the lab needed to be in silence. And the final image could only be seen after
the whole acquisition was done. Because of the acquisition time, in vivo imaging was out of
question. It used a table top femtosecond laser as the light source, and therefore, it could not
be moved unless you take the whole laser with you. The system would misalign frequently,
therefore a long trying period was needed to operate the system. Fast forward to today, we
built a spectral radar optical coherence tomography (SROCT) which can aquire an image in
few seconds. Clinical trials have been performed. The system can be transported anywhere in
a car by a single person.

In the broad view, most likely, the lens was the first optical technology applied to the human
being to correct the eye’s focal point. Later the man ingenuity produced a microscope, a tool
used in many fields of the scientific research arena, including, obviously, medicine. Contempo-
rary, with the invention of the laser, physicians gained a new surgical instrument and the fiber
optics led to the manufacture of endoscopes that allows direct observation of internal organs.
Today, it is possible to find several tools applying optical technology in medicine, however OCT
started at as a fiber optics examination technique, based on interference of light. When a light
beam is split into two (one of them called backscattered) and then recombine interference pro-
duces a pattern the intensity of which is determined by the level of light in each beam, and was
called low-coherence interferometry.

Huang and coworkers noticed that using fiber optics as target was a too narrow and they
thought, that the tool could be applied to biological samples analysis, finding the eye retina a
perfect target of analysis. He extended the so called technique of low-coherence reflectometry
to tomographic imaging in biological systems and baptized as Optical Coherence Tomography
(OCT), and since then has been applied to a number of biomedical problems where it is useful
to obtain cross-sectional and three-dimensional images through optically scattering samples. It



2 INTRODUCTION

was initially applied for imaging in the eye and now is a established medical tool for retinal
diagnostic and up to 2010 had around 17000 equipment installed according to Huang1. Recently
a commercial OCT2 has been released for skin’s studies.
Academically, up to now, has been used to dentistry3, neurosurgery4, developmental biology5,
endoscopy6, and research7, pulmonology8, and the engineering of living tissue9. In these areas,
preliminary clinical studies has been made by different research groups. Such a kind of work
is included in the present thesis for dentistry. Applications outside of the biomedical sector
can be found in the literature. Paper characterization10, nondestructive testing of polymer
composites11, and art diagnostics and restoration12.
With the growth of OCT technology, some new questions has been arised. The need for
advanced quantitative analysis of OCT image data is one of them13. In this perspective a
number of models have been developed to understand the high optical scattering properties of
biological tissue14 and has been used for the purpose of extracting scattering parameter values15.

1http://www.coollab.net/fileadmin/coollab_upload/coollab/docs/huang_OCT_history_future.
pdf

2http://www.md-ltd.co.uk/
3Fonsêca, D. D. D., Kyotoku, B. B. C., Maia, A. M. A. & Gomes, A. S. L. In vitro imaging of remaining

dentin and pulp chamber by optical coherence tomography: comparison between 850 and 1280 nm. J. Biomed.
Opt. 14, 024009 (2009).

4Boppart, S. A. Optical coherence tomography: Technology and applications for neuroimaging. Psychophys-
iology 40, 529–541 (2003).

5Boppart, S. A. et al. Noninvasive assessment of the developing Xenopus cardiovascular system using optical
coherence tomography. Proc. Natl. Acad. Sci. USA 94, 4256–61 (1997).

6Tearney, G. J. et al. In vivo endoscopic optical biopsy with optical coherence tomography. Science 276,
2037–2039 (1997).

7Strasswimmer, J., Pierce, M. C., Park, B., Neel, V & Boer, J. F. D. Polarization-sensitive optical coherence
tomography of invasive basal cell carcinoma. J. Biomed. Opt. 9, 292 (2004).

8Yang, Y. et al. Use of optical coherence tomography in delineating airways microstructure: comparison of
OCT images to histopathological sections. Phys Med Biol 49, 1247–55 (2004).

9Dunkers, J, Cicerone, M & Washburn, N Collinear optical coherence and confocal fluorescence microscopies
for tissue engineering. Opt. Express 11, 3074–9 (2003); Mason, C, Markusen, J., Town, M., Dunnill, P & Wang,
R. The potential of optical coherence tomography in the engineering of living tissue Phys Med Biol vol. 49, 1097–
1115 2004; Yang, Y, Wang, R, Guyot, E & Haj. . ., A. E. Application of optical coherence tomography for tissue
engineering. Proceedings of SPIE (2005).

10Alarousu, E, Krehut, L, Prykari, T & Myllyla, R Study on the use of optical coherence tomography in
measurements of paper properties. Meas Sci Technol 16, 1131–1137 (2005).

11Dunkers, J. et al. Optical coherence tomography of glass reinforced polymer composites; Dunkers, J. et al.
The prediction of permeability for an epoxy/E-glass composite using optical coherence tomographic images.
Polym Composite 22, 803–814 (2001).

12Targowski, P et al. Optical coherence tomography in art diagnostics and restoration. Appl Phys A-Mater
92, 1–9 (2008).

13Tomlins, P. & Wang, R. Theory, developments and applications of optical coherence tomography J Phys D
Appl Phys vol. 38, 2519–2535 2005.

14Schmitt, J. M., Knüttel, A, Yadlowsky, M & Eckhaus, M. A. Optical-coherence tomography of a dense
tissue: statistics of attenuation and backscattering. Phys Med Biol 39, 1705–20 (1994); Thrane, L, Yura, H. T.
& Andersen, P. E. Analysis of optical coherence tomography systems based on the extended Huygens-Fresnel
principle. J Opt Soc Am A Opt Image Sci Vis 17, 484–90 (2000); Wang, R Modelling optical properties of soft
tissue by fractal distribution of scatterers. Journal of Modern Optics (2000).

15Levitz, D et al. Determination of optical scattering properties of highly-scattering media in optical coherence

http://www.coollab.net/fileadmin/coollab_upload/coollab/docs/huang_OCT_history_future.pdf
http://www.md-ltd.co.uk/
http://www.coollab.net/fileadmin/coollab_upload/coollab/docs/huang_OCT_history_future.pdf
http://www.coollab.net/fileadmin/coollab_upload/coollab/docs/huang_OCT_history_future.pdf
http://www.md-ltd.co.uk/


INTRODUCTION 3

A method for correcting refractive distortions in OCT images was introduced16. Other studies
the refractive index of tissue layers was measured in vivo by using a combination of OCT
and confocal microscopy17. The noninvasive measurement of tissue refractive index is essential
both to increase the diagnostic power of optical techniques and to aid in the fundamental
understanding of tissue optics.

As one may notice, this is already crowded arena. To go further, we started in 2008 a col-
laboration with Cornell Nanophotonic Group18, leaded by Prof. Michal Lipson, in an effort
to integrate the whole OCT system into a single chip. Her research group develops photon-
ics components and systems integrated in silicon chips. I was suppose to leverage the group
technical knowledge to build the desired device. We quickly learned that no integrated spec-
trometer with the specifications needed to compose a OCT has ever been made. So we set to
design such component. After two years we were able to achieve an integrated spectrometer
with unprecedent resolution and compactness, and this research was an invited paper in the
Conference of Lasers and Electro-Optics (CLEO) and awarded with Honourable Mention in the
Theodore Maiman Student Paper Competition. It is worth to emphasize that our work was
selected from a 944 student paper submissions. The top three semi-finalists presented their
research at CLEO and were judged based on innovation, research excellence and presentation
ability.

This thesis is divided in two parts. The first part, comprised of the first three chapters, con-
cerns only optical coherence tomography. There are two modalities of OCT, time or frequency
domain. And a review of each modality is given in the first two chapters. In its respective
chapter, the implementations of each modality is described. In the third chapter we present
three applications where these OCT systems were used. In the first application we use OCT to
evaluate crack evolution in fiber reinforced polymers after mechanical cycling. The main used
of this material is as a teeth prosthetic. We showed the possibility of OCT to non destruc-
tively evaluate of the prosthetic integrity. In the second application we report the generation
of images of the remaining dentin and pulp chamber of in vitro human teeth. Last, in the
third chapter we report a clinical assessment of dental restoration in humans, where lesions and
failed restorations were succesfully identified where conventional visual and X-ray examination
failed.

tomography images. Opt. Express 12, 249–259 (2004).
16Westphal, V, Rollins, A., Radhakrishnan, S & Izatt, J. Correction of geometric and refractive image distor-

tions in optical coherence tomography applying Fermat’s principle. Opt. Express 10, 397–404 (2002).
17Knuttel, A & Boehlau-Godau, M Spatially confined and temporally resolved refractive index and scattering

evaluation in human skin performed with optical coherence tomography. J. Biomed. Opt. 5, 83–92 (2000);
Tearney, G. J. et al. Determination of the refractive index of highly scattering human tissue by optical coherence
tomography. Opt. Lett. 20, 2258 (1995); Wang, R. K. & Elder, J. B. Propylene glycol as a contrasting agent
for optical coherence tomography to image gastrointestinal tissues. Lasers Surg Med 30, 201–8 (2002).

18http://nanophotonics.ece.cornell.edu

http://nanophotonics.ece.cornell.edu
http://nanophotonics.ece.cornell.edu


4 INTRODUCTION

The second part of the thesis deals with subject needed in the design of spectrometers inte-
grated on silicon chips. Fourth chapter provides a review on chip photonics circuit, laying the
theoretical basis used throughout the remaining of the thesis. In the fifth chapter, the basics
of free space and integrated spectrometers is given, and a first implementation of an integrated
device is described. In the sixth chapter we describe the principle and details of the implemen-
tation of a technique that greatly improves the resolution and compactness of the integrated
spectrometer.



Chapter 1

Time Domain Optical Coherence
Tomography

I can only show you the door. You have
to walk through it.

Morpheus

Superman’s ability to see through walls always fascinated us. We have walked great lengths to
achieve the same ability. Rottingen X-rays, ultrasound, nuclear magnetic resonance, computed
tomography are some of the attempts to do this. Unfortunately any technique has a limited
operational range which it works. X-rays cannot distinguish small density contrast, and is
highly carcinogenic. Ultrasound does not achieve the same resolution possible by X-rays, nor
can it achieve high velocity contrast. Although, in principle the problem could be circunvented,
nuclear magnetic resonance does not work on non hydrogenated targets. Furthermore, its
high maintenance cost restricts its use to high value applications. Here we discuss another
prospective method, called optical coherence tomography. This technique is based on infrared
interferometric measurements. It features, resolution on the order of its probing wavelength,
real-time video imaging capability. The observable depth is limited by the absorption and
scattering of the material being probed, which is typically a few millimeters for biological
samples.

1.1 Theory

In OCT, the kind of interferometry used is the low-coherence type. In this section, we describe
how low-coherence interferometry is used to measure the distance of an object with more than
one reflecting surface.

5
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1.1.1 Michelson interferometer

Reference mirror

Sample mirror

Source

ls

lr

∆l

Detector

Figure 1.1.1: Michelson interferometer

Consider the interferometer shown in figure 1.1.1. To simplify the analysis, ignore the light
polarization and dispersion effects. A light source emits a radiation, whose electric field is
described by Ein (t), upon a beam splitter. This light is divided and a fraction D of its power is
directed to mirror S with reflectivity Rs. The light is reflected and returns to the beam splitter,
where a fraction (1−D) of its power goes to the detector. Similarly, in the other interferometer
arm, (1−D) of the light emitted by the light source is redirected to the mirror Rr, which is
reflected and returns to the beam splitter, where a fraction D of this light is redirected back to
the detector. The electric field at the detector can be described by

Eout =
√
K0Ein (t− τs)−

√
KrEin (t− τr) , (1.1.1)

where Ki = RiD (1−D) is the light power fraction that is shined to the detector and τi is the
time the light takes to go from the beam splitter to the mirror i and back.
The relationship between the output light intensity 〈I〉 and the mean electric field is:

〈I〉 =
〈
|E (t)|2

2η0

〉
, (1.1.2)

where η0 =
√

µ0
ε0

is the free space impedance. Using 1.1.1 and 1.1.2, we get the intensity at the
detector

〈I〉 = 〈IDC〉+
√
KsKr< (Γ (τs,r)) (1.1.3)

where τr,s = τs − τr and < (x) is the real part of x. We define the autocorrelation function for
the electric field as

Γ (τ) = E (t− τ)E∗ (t)
η0

(1.1.4)
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and
〈IDC〉 =

∑
j

Kj 〈I0〉 , (1.1.5)

where 〈I0〉 =
〈
|E0(t)|2

2η0

〉
is the mean light intensity that leaves the source, which in this case is

constant. More specifically, it is of interest that the light source should be stationary in the
wide sense, which means

1. 〈E (t)〉 is independent of t.

2. 〈E (t1)E∗ (t2)〉 depends only on the difference τ = t2 − t1, not the absolute values of t1
and t2.

1.1.2 Optical interferometry with coherent light

Light intensity Light Intensity

∆lc

∆l∆l

(b)(a)

Figure 1.1.2: Light intensity at the interferometer output for input source of (a) coherent light.
(b) light with coherence length ∆lc.

If the light is perfectly coherent (i.e. monochromatic), then its electric field can be described
as Ein (t) = E0e

−i2πνt where ν is the optical frequency and E0 is the field amplitude. Replacing
Ein (t) = E0e

−i2πνt in equation 1.1.4 and using 1.1.3, we get

〈I〉 = 〈IDC〉+ 2 〈I0〉
√
KsKr cos (2πντs,r) , (1.1.6)

or, using λ = c/ν and ∆l = c
2 (τs − τr)

〈I〉 = 〈IDC〉+ 2 〈I0〉
√
KsKr cos

(
2π ∆l
λ/2

)
. (1.1.7)

Equation 1.1.7 says that the light intensity in the detector varies periodically with the interfer-
ometer arm length difference ∆l, with period λ/2. In special, in the case where Ks = Kr we
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get points of zero intensity, as illustrated in 1.1.2(a).

1.1.3 Low-coherence interferometry

In practice, the longitudional coherence of a light source is always limited. In a real case,
overlapped with the rapid intensity oscillation with period λ/2, we will notice a gradual decrease
of oscillation amplitude. The full width a half maximum of the oscillation envelope is called
coherence length ∆lc, which we are going to show to be inversely proportional to the light
source bandwidth.

Consider the interferometer in figure 1.1.1, now illuminated with a low coherence light, whose
spectrum lineshape is described by G (ν). The mean light intensity at the detector can be
described by the equation 1.1.3. According with the Wiener-Khinchin theorem12, the autocor-
relation of the signal and its power spectrum density (PSD) are related by a Fourier transform

G (ν) =
∫ ∞
−∞

Γ (τ) ei2πντdτ (1.1.8)

Γ (τ) =
∫ ∞
−∞

G (ν) e−i2πντdν (1.1.9)

If the light source PSD lineshape is Gaussian

G (ν) = 〈I0〉
∆ν

√
4 ln 2
π

e−4 ln 2( ν−ν0∆ν )2

, (1.1.10)

where ν0 is the central optical frequency, ∆ν is the full width half maximum (FWHM) of the
Gaussian. The autocorrelation of this spectrum is

Γ (τ) = 〈I0〉 e−i2πν0τe− ln 2τ2/∆τ2
c (1.1.11)

where ∆τc = 2 ln 2
π∆ν is called the coherence time, or alternatively using τ = 2∆l

c

Γ (∆l) = 〈I0〉 e−i2π
∆l
λ0/2 e

− ln 2 ∆l2
(∆lc/2)2 (1.1.12)

where ∆lc = 2 ln 2c
π∆ν = 2 ln 2λ2

0
π∆λ is defined as coherence length. λ0 the central wavelength. Replacing

1.1.12 on 1.1.3 we get

〈I〉 = 〈ISD〉+ 2 〈I0〉
√
KsKr cos

(
2π ∆l
λ0/2

)
e
−i2π ∆l

λ0/2 e
− ln 2 ∆l2

(∆lc/2)2 (1.1.13)

1http://en.wikipedia.org/wiki/Wiener-Khinchin_theorem
2Goodman, J Statistical Optics (1985).

http://en.wikipedia.org/wiki/Wiener-Khinchin_theorem
http://en.wikipedia.org/wiki/Wiener-Khinchin_theorem
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Equation 1.1.13 justifies the behavior of the light intensity at the interferometer output de-
scribed in the beginning of section and illustrated in 1.1.2 (b). The cosine is responsible for the
rapid oscillation and the Gaussian modulates the oscillation amplitude, which falls to half at a
distance ∆lc/2. As described earlier, the coherence length is inversely proportional to the light
spectrum. The specific power spectrum lineshape of the source alters the autocorrelation func-
tion, but the fact that the coherence length decreases with the increase of the power spectrum
width of the light source is not altered.

1.1.4 Low coherence interferometry with multi-layer structures

Sample

Reference mirrorDetector

Source

l

l

∆lr

∆lx

Figure 1.1.3: Interferometer with low coher-
ence light source and micro-structured sam-
ple.

τr = ∆l/c

In
te
ns
ity

I

τx = 2∆lxng/c

∆τc

Figure 1.1.4: Intensity at detector as the ref-
erence arm is scanned.

To describe the reconstruction of the longitudional image of a structure, we replace the s mirror
by a sample with dielectric layers. The input beam is focused onto the sample surface, as shown
in figure 1.1.3. We can model the electric field at the interferometer output coming from the
sample arm as

Es (t) =
∑
i

KiE0 (t− τi) , (1.1.14)

where E0 (t) is the light source field and Ki = Ri (1−D)D, D being the beam splitter splitting
ratio, Ri is the reflectivity of the i-th sample interface and τi is the round-trip time from the
beam splitter to the i-th sample interface. The intensity at the detector will then be

〈I〉 =
〈
|Es (t) + Er (t)|2

2η0

〉
= 〈I〉+

∑
i

√
KiKr< [Γ (τr,i)] (1.1.15)

where Er (t) = KrE (t− τr) is the light electric field that comes from the reference mirror and
τr = 2∆l/c. For a sample shown in figure 1.1.3, the intensity as a function of the delay τr, will
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be as shown in the black line in figure 1.1.4, what we call interferogram. In it, we can identify
three packets, each corresponding to a light returning from each of the sample interfaces. The
interval time between packages is equal to the time light takes to go from one interface to the
other and return, τx = ng∆lx/c, where ng is the group index of the material that the light is
propagating at.

An interferogram can be acquired by detecting the output light as the reference mirror is
scanned, and this is denominated A-Scan. The detected electronic signal passes through an
envelope detector circuit. This circuit eliminates the oscillation within the packets, leaving the
envelope of the signal, as shown in red on the graph 1.1.4, to which we call tomogram. An image
is made by translating the beam transversally to the beam direction and taking a tomogram
after a chosen step size.

1.1.5 Detector signal

The mean current generated by the photo-diode can be described as

〈i〉 = eη

ην0
〈P 〉 , (1.1.16)

where 〈P 〉 = A 〈I〉 is the mean light power that hits the detector in the area A, η is the
detector quantum efficiency, e is the electron charge and h is the Planck constant. If we scan
the reference mirror at a velocity ur in the low coherence interferometer described previously,
the current will be

〈i〉 = eη

ην0

[
〈PDC〉+ 2 〈P0〉

√
KsKr cos (2πνrt) e−i2π

∆l
λ0/2 e

− ln 2 u2
rt

2

(∆lc/2)2

]
, (1.1.17)

where νr = ur
λ0/2 . To remove some noise in the detector current, the signal is filtered using an

electronic pass band filter centered at νr with bandwidth B,

B ≈ ur∆ν
c

√
π

ln 2 (1.1.18)

which removes the DC current due to the term 〈PDC〉.

The electric peak current of the interference pattern at ∆l = 0 is

〈i〉 = 2eη
hν0
〈P0〉

√
KrKs. (1.1.19)

Equation 1.1.19 shows that the electric current is proportional to the square root of the light
power fraction that returns form the sample Ks and the reference mirror Ks, which shows a
heterodyne amplification of the signal coming from the sample.
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Figure 1.2.1: Fourier delay line schematics.

1.2 Fourier delay line TDOCT

One of the models of TDOCT built used a Fourier delay line. This delay line allows a high
A-scan frequency. The basic idea consists of adding, to the light beam, a linear phase delay in
the frequency domain, which in the time domain correspond to a temporal delay. This effect is
produced by resolving spatially the light wavelength and adding a different time delay to each
different wavelength by using a lens and a mirror, as shown in figure 1.2.1. The temporal delay
to each optical frequency is3

φ (θ) = 8πνz0θ

c
− 8πf (ν − ν0) θ

aν0
, (1.2.1)

where f is the lens focal length, a is the grating pitch, θ is the angle between the mirror surface
and the lens plan, z0 is the distance between the mirror rotation axis and the trajectory of the
beam central optical frequency ν0. The effect of replacing the standard delay line by a Fourier
delay line can calculated as follows. Considering the incoming beam in the reference arm as
E (t), whose spectrum amplitude is g (ν). Returning from the delay line the returning beam
spectrum amplitude will be

g̃ (ν) = g (ν) eiφ(θ), (1.2.2)

and the electric field will be Ẽ (t). The power intensity of the beam coming from from both
arms of the interferometer, as described at section 1.1.1, will be

〈I〉 =

〈√
K0E0 (t− τs) +

√
KrE0 (t− τr)

〉
2η0

(1.2.3)

= 〈IDC〉+ 〈I0〉
√
KsKr< [Ξ (τ)] , (1.2.4)

3Rollins, A, Yazdanfar, S, Kulkarni, M, Ung-Arunyawee, R & Izatt, J In vivo video rate optical coherence
tomography. Opt. Express 3, 219–229 (1998).
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where τ is the delay due to the path-length difference between the interferometer arms when
φ = 0, and

Ξ (τ) =
〈
E (t) Ẽ∗ (t− τ)

〉
η0, (1.2.5)

is the cross correlation between E (t) and Ẽ (t). According to the cross correlation theorem

Ξ (τ) =
∫ ∞
−∞
〈g (ν) g̃∗ (ν)〉 e−i2πντdν, (1.2.6)

knowing that |g (ν)|2 = G (ν). Using 1.2.2, 1.2.1 and 1.2.4

〈I〉 = 〈IDC〉+ 〈I〉
√
KrKs cos

[
2πν0

(
τ + 4

c
z0θ

)]
Γ
[
τ + 4

(
z0

c
− f

aν0

)
θ

]
(1.2.7)

where Γ (t) is the same as defined before. From the auto-correlation function argument, we
observe that the group delay τg varies linearly with the mirror angle theta

dτg
dθ

= 4
(
z0

c
− f

aν0

)
, (1.2.8)

and the phase delay τf we can obtain from the cosine argument

τf = 4z0

c
θ. (1.2.9)

Varying the group delay τg, by changing θ, we execute an axial scan, while the variation on the
phase delay τf causes an oscillation of any constructive interference. The A-scan is described
by

∆lg = τg
c

ng
= 4
ng

(
z − fλ0

a

)
∆θ. (1.2.10)

During scan the carrier frequency is dependent on the phase delay scan and will be equal

νf = 8πν0z0

c

dθ (t)
dt

, (1.2.11)

which is of interest when choosing the frequency at which the signal will be filtered, the signal
bandwidth will be

B = 2∆ν
√

π

ln 2

(
z0

c
− f

aν0

)
dθ (t)
dt

. (1.2.12)

1.3 Implementation

Figure 1.3.1 shows the schematic of the time domain OCT system operating at the central
wavelength of 1280 nm, maximum average power 5 mW, delivered by a superluminescent diode
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Figure 1.3.2: Fourier delay line setup.

model no. SLD-571, SUPERLUM, Moscow, Russia, with a 64.6-nm bandwidth, which repre-
sents an axial resolution of 11 μm. As with the system in figure 1.1.3, we have a Michelson
interferometer, but in this case the delay line is a Fourier domain delay line4, shown in detail
in figure 1.3.2. The recombined beams are fed into a photodetector and the signal is sent to a
band-pass filter, a transimpedance amplifier and finally to a computer digitalizer, NI PCI-5122.
The galvo motor signal is produced by a signal generator Agilent. The signal generator trigger
signal is also sent to the PC digitalizer. The sample arm is carried by a 1-D linear translation
stage powered by a computer controlled servo DC motor (Z625B, Thorlabs), and is responsible
for beam transversal scan. The galvo scan rate was 100 Hz, while the transversal scanning speed
was 1 mm/s. Envelope detection was performed computationally using a band pass filter.

1.4 Fourier delay line alignment

Refering to figure 1.3.2 a fiber optic coupler facilitated the system alignment since the alignment
of the delay line could be uncoupled from the other arms. The first thing that needs to be done
is to properly align the Fourier delay line (FDL) making sure that the first order diffraction
central wavelength is orthogonal to the grating. This can be done by exploring the fact that
the second order diffraction of the central wavelength must return to the input. Monitoring
the return light using a fiber optic coupler connected to a spectrometer, the grating angle can
be adjusted until the returning wavelength is the central wavelength. The galvo mirror can
then be mounted and aligned such that the diffracted light central wavelength after reflection
on the galvo mirror couples back to the fiber optics. Lens can then be placed and adjusted

4Cense, B. et al. Ultrahigh-resolution high-speed retinal imaging using spectral-domain optical coherence
tomography. Opt. Express (2004).

http://www.thorlabs.com/thorProduct.cfm?partNumber=ST1XY-A
http://en.wikipedia.org/wiki/Mirror_mount
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in the direction transversal to the beam until the the beam couples back to the fiber. Galvo
mirror and lens should be roughly placed on the axial position. Fiber optic coupler should
then be translated vertically by a few millimeters and the mirror M can be placed and aligned
such that the returning beam couples back to fiber. FDL is roughly aligned to be placed in
the interferometer. With a test sample, a polished surface, placed at half the FDL path-length
distance from the sample fiber optic coupler. Setup the OCT interferometer with the output
detector and a test sample and find an interference on a oscilloscope. Lens and galvo mirror
axial rough adjustment will cause severe group velocity dispersion (GVD) therefore do not
expect clear interference signal. Couple the oscilloscope to AC and amplify the as much as
the noise level clearly. After the interference is found, adjust the lens and galvo mirror axial
position until the interference is as sharp as possible. The Fourier delay line is now adjusted.



Chapter 2

Fourier Domain Optical Coherence
Tomography

In 1995, Fercher et al.1 modified Wolf’s solution of the optical inverse scattering problem to
the one-dimensional problem of length measurement. The solution allowed the reconstruction
of the scattering target structure through the Fourier transform of the backscattered light field
for a bounded range of wavelengths. Due to the high frequency of light, it is not possible to
directly measure its field. But using interferometric methods, one can back calculate the field,
except for an ambiguity of π in the field phase. This method is known as Fourier domain optical
coherence tomography (FDOCT). By measuring the contribution of each wavelength separately
a sensitivity higher than with TDOCT can be achieved. This enabled the achievement of clinical
3D imaging with ultra-high resolution and in-vivo.

The first section of this chapter contains a rough picture of how FDOCT works, followed by a
more rigorous modeling and description of two variants of FDOCT. A section on how to deal
with the field phase π ambiguity is also presented. The chapter is completed with details of
one implementation of a FDOCT system.

2.1 Overview of Fourier domain OCT

Before going through a more rigorous derivation, we will show a more intuitive picture on
how frequency domain OCT reconstructs its image. Consider the Michelson interferometer
illustrated on 2.1.1 and described in section 1.1.1. It was shown in section 1.1.1 that the light

1Fercher, A. F, Hitzenberger, C. K, Kamp, G & El-Zaiat, S. Measurement of intraocular distances by
backscattering spectral interferometry. Opt. Commun. 117, 43–48 (1995).

15
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Figure 2.1.1: Michelson interferometer.

intensity in the interferometer output is described by

〈I〉 = 〈I0〉+
√
KrKs

η0
cos (2πντr,s) . (2.1.1)

Notice that the equation has a dual behavior relative to optical frequency ν and the time delay
τ . Usually, it is easier to vary the interferometer arm length keeping the optical frequency
(or wavelength) constant and observe the light intensity at the interferometer output. We will
then see interference fringes as graph on figure 2.1.2. But if we keep the arms length difference
constant and equal ∆l = cτ/2, we can rewrite equation 1.1.7 as

〈I〉 = 〈I0〉+
√
KrKs

η0
cos

(
2π2∆l

c
ν

)
. (2.1.2)

Notice that the oscillation period in inversely proportional to ∆l. Therefore, if we know the
period of the intensity oscillation in optical frequency ∆ν, we can calculate the difference of
optical path-length between the interferometer arms, ∆l = c

2∆ν .

If we put dielectric sample in place of a sample mirror, as show in figure 2.1.3, instead of getting
a simple intensity oscillation, we will obtain a superposition of several senoids described by the
equation below

〈I〉 = 〈I0〉 [1 + Fr,1 cos (2πτr,1ν) + Fr,2 cos (2πτr,2ν) + F1,2 cos (2πτ1,2ν)] . (2.1.3)

The second and the third terms in the brackets are related to the interference between the light
from the reference mirror and the interfaces 1 and 2. The fourth term is due to the interference
of the interfaces 1 and 2 between themselves. As can be seen in figure 2.2.1, it is difficult
to identify the frequencies of each harmonic associated with the interference of light coming
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from two interfaces. However, we can identify the contribution of each harmonic by taking the
Fourier transform of the power spectrum as illustrated in figure 2.2.2.

The presence of the peaks due to the interference between the two interfaces of the sample
are called self-interference, and as can be seen, it creates reconstruction artifacts that obstruct
the reconstructed image. However, note that the distance of the peak is equal to the sample
thickness, and is independent of the distance between the interfaces and the reference distance.
Therefore, if the distance of the sample surface to the reference is greater than the sample
thickness ∆l1,r > ∆l1,2, all peaks after the position ∆l1,2 are free of the these artifacts. In the
following section we will show other methods to suppress these artifacts.

∆ν

Optical frequency (ν)
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t
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(I
)

Figure 2.1.2: Light intensity at the Michel-
son interferometer output as a function of the
source optical frequency. The interferometer
arms length difference can be calculated as
∆l = c

2∆ν .

Detector

Laser
lr

l1 l2

Figure 2.1.3: Michelson interferometer with
semi-transparent sample.

In principle Fourier transform assumes the integration for infinite spectral range. In practice
this is not possible, and this limitation causes the decrease of the precision with which the
oscillation frequencies are estimated and therefore decreasing the resolution to which we can
observe the interface.

In the shown example, the output spectrum in measured by varying the light source wavelength.
This type of operation is called swept source. However, it is possible to use a light source with
broad spectrum, and distinguish the contribution of each optical frequency using a spectrometer
principle as in the spectral radar OCT.
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2.2 Frequency domain OCT

Consider the interferometer depicted in 2.1.3. As explained in the TDOCT chapter the electric
field at the interferometer output can be modeled as

E (t) =
√
KrE0 (t− τ) +

∑
i

√
KiE0 (t− τi) (2.2.1)

where Kj is the fraction of the light power coming from the point j and arriving at the inter-
ferometer output, and τj is the time the light take to go and return from the beam-splitter to
the point j, where j can be r or i. The autocorrelation function of the output light electric
field Γ (τ) = 〈E (t)E∗ (t− τ)〉

Γ (τ) =
[
Kr +

∑
i

Ki

]
Γ0 (τ)+

∑
i

Kr,iΓ0 (τ + ∆τr,i)+
∑
i

Kr,iΓ0 (τ −∆τr,i)+
∑
i 6=j

Ki,jΓ0 (τ −∆τi,j) ,

(2.2.2)
where Ka,b =

√
KaKb, ∆τa,b = τa − τb = 2∆la,b

c
and Γ0 (τ) = 〈E0 (t)E∗0 (t− τ)〉. And a and b

can be either r, i or j.

Before describing Γ, it is worth to recall that Γ0 is a complex function and therefore so is Γ.
However, we are interested on the |Γ|. In section 1.1.3 we discussed the types of |Γ0| and how
they are related to the light source power spectral density. For this section it is just worth
remembering that it is a peak function centered at argument.

The first term of the equation 2.2.2 will give rise to a peak centered at the origin, called the
DC term. The second term is constituted of several peaks each centered at its respective delays
∆τr,i and height proportional to its reflectance. This is the information which we are going to
use in the image reconstruction. The third them as repeated information of the second term
but inverted relative to the origin, called mirror image. The fourth term are self interferences,
due to the interference of backscattered light in the sample only.

The principle of FDOCT is based on calculating the autocorrelation function of the interferom-
eter output light from its power spectrum density. According to the Wiener-Khinchin theorem
the autocorrelation of a function and its power spectral density are related by a Fourier Trans-
form. Therefore, the, power spectral density at the interferometer output is

G (ν) = G0 (ν)
(Kr +

∑
i

Ki

)
+ 2

∑
i

Kr,i cos (2πν∆τr,i) + 2
∑
i 6=j

Ki,j cos (2πν∆τi,j)
 , (2.2.3)

where G0 is the light source PSD. We see that the interferometer output PSD is composed
of interference fringes whose frequencies grows with the delays ∆τa,b, and is modulated by a
envelope equal to the input light PSD.
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Figure 2.2.2: Fourier transform of 〈I〉. Each
peak is due to interference between the light
coming from the combination of any two in-
terfaces.

2.3 Spectral and swept-source OCT

Last section we assumed that the light spectrum of the interferometer output was measured
by sweeping the wavelength while measuring the output light power. This mode of operation
is called swept source optical coherence tomography (SSOCT). It is also possible to obtain the
same spectrum by using a broadband instead of a monochromatic light source and discriminate
the contribution of each wavelength using a spectrometer. This mode of operation is called
SROCT.

2.4 Full range complex imaging reconstruction

The modulus of the autocorrelation of the interferometer output light can be calculated from
the output PSD. But as stated before we are only interested in the second term of the auto-
correlation function.

|Γ2| =
∑
i

Kr,i |Γ0 (τ + ∆τr,i)| , (2.4.1)

Several methods were developed to extract the this term from the autocorrelation function.
Each method having it own virtues and shortcomings in terms of processing power, additional
equipment, sensitivity to sample motion (relevant for in vivo imaging). Here we describe the
method we used, which was the quadrature delayed spectrum.

The method consists of acquiring the imaginary part of the two spectra, with the reference arm
λ0/8 shorter than the other. According with equation 2.2.3, if we add a small temporal delay
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δτ by changing the reference arm length by δL = cδτ/2 the output spectrum will be

Gδ (ν) = G0 (ν)
(Kr +

∑
i

Ki

)
+ 2

∑
i

Kr,i cos (2πν∆τr,i + 2πνδτ) + 2
∑
i 6=j

Ki,j cos (2πν∆τi,j)
 ,

(2.4.2)
if

2πνδτ = −π2 , (2.4.3)

then the output spectrum can be approximated to

Gδ (ν) = G0 (ν)
(Kr +

∑
i

Ki

)
+ 2

∑
i

Kr,i cos (2πν∆τr,i + 2πνδτ) + 2
∑
i 6=j

Ki,j cos (2πν∆τi,j)
 .

(2.4.4)
With the above spectrum at hand it is possible to make the complex Fourier transform. Straight
Fourier transform will conserve the DC level and the auto-correlation terms. These terms can
be eliminated by subtracting a spectrum from another, leaving us with

Γ = |FT [G+ iGδ]− FT [Gδ + iG]|+ |FT [G+ iGδ]| − |FT [Gδ + iG]| . (2.4.5)

The above equation proposed by Gotzinger2 is one used by us to obtain the tomograms in
FDOCT setups.

For the condition 2.4.3, a delay varying linearly with optical frequency needs to be performed.
Although there are ways to do it, we preferred to rely on the fact that optical frequency does
not change much over the spectrum, and approximate 2.4.3 by 2πν0δτ = −π

2 . Due to this
approximation there is a polychromatic phase error3 which we neglected in our device.

2.5 First spectral radar implementation

Two SROCT setups were built. The first version was built only with components available in
the laboratory, while the required parts were acquired to implement the new design.

Figure 2.5.1 shows the setup schematics of the first version of SROCT. A titanium:sapphire
mode-locked optical oscillator, operating at 800 nm with a spectral width of 10 nm and emitting
pulses of 150 fs, was used as the initial system light source. The laser beam was coupled into
2.2 m of a monomode fiber (FS-SN-4224, Thorlabs), leading to a spectral broadening, due to

2Götzinger, E, Pircher, M, Leitgeb, R. A. & Hitzenberger, C. K High speed full range complex spectral
domain optical coherence tomography. Opt. Express 13, 583–594 (2005).

3Leitgeb, R. A., Hitzenberger, C. K, Fercher, A. F & Bajraszewski, T Phase-shifting algorithm to achieve
high-speed long-depth-range probing by frequency-domain optical coherence tomography. Opt. Lett. 28, 2201–
2203 (2003).
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Figure 2.5.1: First spectral radar setup.

dispersive self-phase modulation4. The initial 10 nm spectral width and 500 mW of power was
broadened to 50 nm. Apart from fiber optics for spectral broadening, the setup was built in
free space. On the reference arm, the beam passes through a variable attenuator (VA1), a piece
of glass for dispersion compensation, and is reflected on a mirror fixed to a piezo buzzer as a
translator. In the probe arm, the beam passes through an achromatic lens which focuses the
beam onto the sample which is supported by a computer controlled XYZ translation stage.
The combined light from the sample and reference arms are then focused to a spectrometer
(USB2000, OceanOptics), which measures the light spectrum and sends it to a PC through
USB port.
An axial resolution of 6 μm was achieved where the theoretical value was 5.6μm. With 2
mW of optical power incident on the sample, a system sensibility of 98±5 dB was measured,
following the procedure by Leitgeb5. The data acquisition and image generation were controlled
by a LabView supported software. The quadrature delayed spectrum2.4 technique was used
to eliminate mirror image and DC components, where a piezo was used to add the quadrature
phase shift.
This setup was used in the study of crack propagation in fiber reinforced polymers accounted
in section 3.1.

2.6 Second spectral radar implementation

The schematic setup of the second version of SROCT is shown in figure 2.6.2. The broadband
source is a superluminescent diode Broadband SLD Light source (S840, SUPERLUM) with

4Hsu, I et al. Optical coherence tomography using nonlinear optics in fiber for broadband source generation.
Opt. Commun. 212, 391–396 (2002).

5Leitgeb, R. A., Hitzenberger, C. K & Fercher, A. F Performance of fourier domain vs. time domain optical
coherence tomography. Opt. Express 11, 889–894 (2003).



22 CHAPTER 2. FOURIER DOMAIN OCT

Diffraction
grating

Vertical horizontal
translation mount

Rotation mount
Colimation lens

Linear CCD camera

Focus lens

Figure 2.6.1: Spectrometer schematics.
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Figure 2.6.2: Spectral radar setup.

central wavelength 850 nm and delivering up to 25 mW and with a 49.9-nm bandwidth, which
gives an axial resolution of 6 μm. After traveling through the all-fiber beam splitter, the re-
flected beams from the sample and mirror are recombined and sent through a purpose-designed
spectrometer, subsection 2.6.1. The maximum incident power on the sample was 5 mW. The
output is sent to a personal computer with a LabView-based imaging program.

2.6.1 Spectrometer

In FDOCT a spectrometer with high acquisition rate (tens of thousand spectrums/second) and
high resolution (<100 pm) is necessary. Due to these restrictive features there was no such
device commercially available, leading us to develop our own spectrometer, schematics in figure
2.6.1. For high acquisition rate, a linear CCD camera (SM2-CL-2014, Atmel) was used. This
camera features a line reading rate of 10k lines/s, with each line containing 2048 pixels with bit
depth of 12 bits. The amount of data generated by such configuration is 60 MB/s, which is not
easily handled by most computer-device communication interfaces. This camera transferred
data to the computer through a CameraLink interface. The diffraction grating used was a
1200 lines/mm volume phase holographic transmission grating (Wasatch Photonics), capable
to diffract >0.6 of the incident light to the first order diffraction, enabling us to construct highly
sensitive spectrometer. A resolution of 100 pm was achieved.

2.6.2 Testing

To test the setup, OCT images were obtained from slices of a tooth. Figures 2.6.3(a), 2.6.3(c),
2.6.3(e) and 2.6.3(g) represent OCT images of different samples restored in composite resin,
and 2.6.3(b), 2.6.3(d), 2.6.3(f) and 2.6.3(h), their respective optical microscopy images. In
figures 2.6.3(a) and 2.6.3(b) we can see an example of a well placed and sound restoration,
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Figure 2.6.3: Images of transversal section of teeth. (a),(c),(e) and (g) are OCT images.
(b),(d),(f) and (h) are are micrographs of the respective OCT images. Red bars are 1 mm.

whilst 2.6.3(c)/2.6.3(d) and 2.6.3(e)/2.6.3(f) show the presence of an air bubble (within the
circle) close to the tooth restoration interface, as well as the dentin-enamel junction. The
white appearance of the air bubbles in the optical microscopy images is due to the smear layer
impregnation during the teeth sectioning with diamond wheel. Figures 2.6.3(g) and 2.6.3(h)
show an aesthetic facet, in which it is possible to observe the tooth-restoration limits (arrows),
the dentin-enamel junction and, specially, the use of different shades of composite resin (large
rectangles).
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Chapter 3

Applications in Optical Coherence
Tomography

Several essays were made using the two OCT system previously described. Not being an
exhaustive list we show here three applications made using those systems. The research effort
were all published and were done mainly by Deborah Fonsêca1, Cláudia Mota and Ana Karla
Braz2. Most of the time the OCT systems were stable and easy to use, no direct assistance
from my person was needed.

3.1 Fiber reinforced composite analyses

We used an OCT system to image the sites of fracture initiation and slow crack propagation
in a fiber reinforced composite. Bar specimens (2 × 3 × 25 mm) of fiber reinforced composite
were mechanically and thermally cycled to emulate oral conditions. The interior of the samples
were analyzed prior and after the emulations. We analyzed the specimens that were intact
after the loading cycling. The results demonstrated the capacity of the OCT technique to
generate images of the site fracture initiation, crack propagation, and regions surrounding the
fracture, and that it can be used in the future for quantitative analysis, thus complementing
other existing methods, with the main advantage of being non-destructive and non-invasive.

1Fonsêca, D. D. D., Kyotoku, B. B. C., Maia, A. M. A. & Gomes, A. S. L. In vitro imaging of remaining
dentin and pulp chamber by optical coherence tomography: comparison between 850 and 1280 nm. J. Biomed.
Opt. 14, 024009 (2009).

2Braz, A. K. S., Kyotoku, B. B. C., Braz, R. & Gomes, A. S. L. Evaluation of crack propagation in dental
composites by optical coherence tomography. Dent. Mater. 25, 74–9 (2009).

25
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3.1.1 Motivation

In the oral cavity, prosthetic reconstructions usually suffer from variable temperature and load
conditions. Such thermal and loading cycling may cause fractures during long-term clinical
use3. Fatigue fracture after years in clinical use was found to be a common failure reason. The
longevity of restorations is dependent upon many factors, including operator skill, the materials
and techniques used, the criteria for replacement, patient compliance with oral hygiene advice,
the oral environment and its contribution to the patient’s susceptibility to caries. Relatively
few studies have investigated these factors4. Fatigue in dental restoratives is also influenced by
corrosive water attack at a certain temperature (37°) and by cycling masticatory forces. The
naturally occurring loading of a filling was estimated5 at between 5 and 20 MPa. Contemporary
approaches to fatigue principles consider a fracture process in three phases: crack initiation,
slow crack growth, and fast fracture. The latter phase is very short in duration and thus the
time of crack initiation and of slow crack growth account for the useful fatigue resistance of a
material. Crack initiation nucleates at heterogeneities like surface and subsurface microcracks,
porosities, filler particles, crazes, etc. within the materials.
Cycling loading is able to drive a crack, called slow crack growth. Additional water exposure
causes a variety of weakening effects on resin composites: degradation of the filler-matrix
interface, elation, and swelling or a viscoelastic effect on the matrix which all accelerate slow
crack growth6.

3.1.2 Methods

To assess the possibility of fracture initiation and crack evolution analysis, sample bars of
dimensions 2× 3× 25 mm were prepared. Using a split mold, 1 mm layer of particulate filler
CR (Suprafill 3M/ESPE) was placed into the split mold, then a dental fiber DF (Interlig,
Angelus) was placed. Another layer of CR was applied immediately after polymerization of
DF on the top of the fiber reinforced composite (FRC) substructure, leaving the thickness of
the specimen at 2.00 mm. The light polymerization was performed with a halogen light. figure
3.1.1.a shows a photograph of a section of the FRC where we can see the fiber. The OCT
image, figure 3.1.1.b, confirms the ability to see the substructure of the composite. Because of

3Lassila, L. V. J., Tanner, J., Bell, A.-M. L., Narva, K. & Vallittu, P. K. Flexural properties of fiber reinforced
root canal posts. Dent. Mater. 20, 29–36 (2004); Rantala, L. I., Lastumäki, T. M., Peltomäki, T & Vallittu,
P. K. Fatigue resistance of removable orthodontic appliance reinforced with glass fibre weave. J. Oral Rehabil.
30, 501–6 (2003).

4Burke, F. J., Wilson, N. H., Cheung, S. W. & Mjör, I. A. Influence of patient factors on age of restorations
at failure and reasons for their placement and replacement. J. Dent. 29, 317–24 (2001).

5Braem, M, Lambrechts, P & Vanherle, G Clinical relevance of laboratory fatigue studies. J. Dent. 22, 97–
102 (1994).

6Söderholm, K. J. & Roberts, M. J. Influence of water exposure on the tensile strength of composites. J.
Dent. Res. 69, 1812–6 (1990).
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the refractive index of the resin, the vertical dimensions inside sample needs to be corrected by
a factor of 1.5.

Before the load test, all the specimens were thermally cycled in 1000 cycles between 5 and 55
°C. The thermal cycling consisted of a 5 s transfer between temperature baths. From the OCT
images, no difference in the samples were detected by analyzing the images before and after
the thermal cycles7.

25 mm

Scanned
region

3 mm2 mm

Sample

Force
(c)

Figure 3.1.1: (a) Photograph of a section of the FRC where we can see the dental fiber. (b)
OCT image confirms the ability to see the substructure of the composite, resin boundary is
not shown. Because of the refractive index of the resin the vertical dimensions inside sample
need to be corrected by a factor of 1.5. (c) Three point loading schematics with scanned region
indicated.

For the mechanical cycling, the specimens were tested in three point loading, depicted in figure
3.1.1.c, in a universal testing machine (Kratos Equipamentos Industriais LTDA, SP, Brazil).
The load was applied to standard bar specimens with a loading angle of 90°, a crosshead speed of
3.0 mm/min and the distance between the two supports was 8 mm. Cyclic loading was carried
out to 100 cycles or until the specimens failed. figure 3.1.2 a and b show the OCT images of the
sample, for a particular cycling load of 60 N. The images were taken as schematized in figure
3.1.1. Scanning was not straightforward because the cycling cracked the resin surface leaving
particles that scattered the light obfuscating the region below the point of contact and often
saturating the detector.

There are three characteristics regions surrounding the fracture origin on the fracture surface of
brittle material. The first region is generally a relatively smooth (mirror) region, the second is
a slightly stippled (mist) region and the third is a very coarse (hackle) region. This last region
leads to macroscopic crack branching that is, the bifurcation of the main crack. The formation
of these three regions occurs at a constant characteristic stress intensity factor8.

In figure 3.1.2.a, it is shown the OCT image prior the cycling. A indicates the image of dental
7Kyotoku, B. B. C., Braz, A. K. S., Braz, R. & Gomes, A. S. L. Fiber-reinforced composite analysis using

optical coherence tomography after mechanical and thermal cycling. Proc. SPIE 6425, 64250B (2007).
8Mecholsky, J. J. Fractography: determining the sites of fracture initiation. Dent. Mater. 11, 113–6 (1995).
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Figure 3.1.2: Slow crack growth (a) image is prior the cycling and (b) image after the cycling
of 60 N load. (A) Dental fiber. (B) Distance from the surface of the beam to the top of the
dental fiber. (C) Flaw initiation site. (D) Splinter region. (E) Hackle region.

fiber and B shows the distance from the surface of beam to the top of dental fiber (about 400
μm). On the right hand side, figure 3.1.2.b, shows the results after cycling. We can note the
extension of propagation about 900 μm from the flow initiation site to the end of hackle region.
This result demonstrates the possibility to study how crack initiates and propagates inside the
dental material. It should be pointed out that, at 40 N load (not shown) the crack starts to
form, but the resin is still intact. At 80 N load, the sample was fractured.

3.1.3 Conclusions

In conclusion, we have used the SDOCT technique to generate images of a FRC embedded in
a composite resin. The results demonstrated the capacity of the OCT technique to generate
images of the sites fracture initiation, crack propagation, and, regions surrounding the fracture.
It is known that the penetration depth in real tooth can cover the whole enamel extension9 and
therefore imaging fiber to a 2 mm depth is feasible in real life.

Since fracture is a major reason for clinical failure of dental restoration, and is generally preceded
by slow crack propagation, the method shown here can be used for analysis of in-service failure
of dental materials and, although it was only qualitatively analyzed here, it can be used in the
future for quantitative analysis thus complementing other methods10.

9Melo, L. D., Araujo, R. D., Freitas, A., Zezell, D. & Vieira, N. Evaluation of enamel dental restoration
interface by optical coherence tomography. J. Biomed. Opt. 10, doi:10.1117/1.2141617 (2005).

10Loughran, G. M., Versluis, A. & Douglas, W. H. Evaluation of sub-critical fatigue crack propagation in a
restorative composite. Dent. Mater. 21, 252–61 (2005).

http://dx.doi.org/10.1117/1.2141617
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3.2 In vitro Imaging of remaining dentin and pulp cham-
ber by optical coherence tomography: comparison
between 850 and 1280 nm

Citotoxicity of the dental material, deep cavity preparation, and accidental exposition of pulp
tissue are factors that can be involved with the pulp irritation. The OCT is a new modality of
image capable to diagnose the complex dentin pulp and to produce images through the dentin
substratum, being able to measure with precision the distance between the endings of the cavity
to pulp chamber. OCT provided images into reminiscent dentinal to pulp cavity of about 1000
μm (1280 nm) and 600 μm (850 nm) in depth.

Before any restoring procedure, care must be taken to properly evaluate and protect the dentin
and the pulp against physical, chemical, and bacterial aggressions. The protection strategies
depend basically on the depth of the cavity, the age of the patient, the remaining dentin
thickness, and the indicated restoring material. The depth is determined by the remaining
dentin thickness between cavity floor and the pulp chamber’s ceiling. The remaining dentin
thickness of 500 μm should be enough to protect the pulp tissue against the cytotoxic effects
of dental materials11, and the remaining dentin thickness of 300 μm may provoke a persistent
inflammatory pulpal response.

The OCT is a potential image technique that may contribute to prevent accidental pulp expo-
sures in clinical practice and help pulp protection, by quantitatively determining the remaining
dentin, thus helping to make the excavation procedures more predictable and safe.

During excavation procedures and cavity and crown preparation, the pulp may be accidentally
exposed. Knowledge of the configuration of the pulpal space and the pulp-dentin complex
morphology plays an important role to prevent iatrogenic or so-called accidental exposure of
the pulp. It is often difficult in clinical practice and with conventional image techniques, such
as X-ray, to identify the exact dimensions of the internal tooth anatomy12.

To detect the depth of the dental cavity in relation to the pulpar chamber, the professionals
withhold information collected through the clinical examination—visual and tactile inspec-
tion—and of the radiographic examination. These methods are subjective, which may lead to
the wrong choice for the ideal treatment. Moreover, the radiographic procedure possesses some
limitations for presenting overlapping of anatomical structures, for being a static method and
emitting ionizing radiation.

11Hanks, C, Craig, R, Diehl, M. & Pashley, D. Cytotoxicity of dental composites and other materials in a
new in vitro device. J. Oral Pathol. (1988).

12Mjör, I Pulp-dentin biology in restorative dentistry (2002).
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More recently, besides evaluation of enamel interface restoration13, also early caries diagnostics14

and the analysis of the performance of the dental materials15 have been studied and reported
by our group. In 2006, Kauffman et al. performed the first OCT image of dental pulps using
rat’s teeth16.
This work reports the first research comparing images obtained by OCT of the complex dentin-
pulp of in vitro human teeth, using two different wavelengths in the near infrared, and also using
a conical beam tomography as the gold standard. The results are compared, and the conclusion
that OCT at 1280 nm performs better than at 850 nm is obtained, besides corroborating the
feasibility of OCT for potential clinical use to prevent accidental exposure of the pulp and to
promote preventive restoration treatment.

3.2.1 Materials and methods

The experimental study was carried out in accordance with the ethical guidelines in research
with human participants by Center of Health Sciences, Universidade Federal de Pernambuco,
Brazil.
Higid molar teeth from humans were used in this research. The occlusal surfaces of the teeth
were prepared with a perpendicular carbide bur along the axis of the teeth producing a plane
on that surface, which were subsequently polished manually with a 400, 600, and 1200 sand-
paper sheet. Wear was performed perpendicular to the long axis of teeth and lasted until the
occurrence of minimal cavity pulpal exposure creating a plane on occlusal surface. The wear
stopped until the occurrence of minimal cavity pulpal exposure. In practice, polishing or surface
preparation is not required to obtain the images.
The images of the remaining dentin thickness and pulp chamber were taken by scanning the
occlusal surface in a vestibule-lingual direction. The laser penetrated into the teeth structure
and a tomographic image of the frame, parallel to the axis of teeth was obtained.
After the image construction by OCT 1280 and 850 nm, the teeth were tomographically an-
alyzed using the i-CAT cone beam volumetric tomography (CBVT) imaging system Imaging
Sciences International, LLC, Pennsylvania, which radiates from an X-ray source in a cone shape,
encompassing a large volume with a single rotation about the sample. This tomography system

13Melo, L. D., Araujo, R. D., Freitas, A., Zezell, D. & Vieira, N. Evaluation of enamel dental restoration
interface by optical coherence tomography. J. Biomed. Opt. 10, doi:10.1117/1.2141617 (2005).

14Freitas, A., Zezell, D., Vieira, N., Ribeiro, A. & Gomes, A. S. L. Imaging carious human dental tissue with
optical coherence tomography. J. Appl. Phys. 99, 024906 (2009).

15Braz, A. K. S., Kyotoku, B. B. C., Braz, R. & Gomes, A. S. L. Evaluation of crack propagation in dental
composites by optical coherence tomography. Dent. Mater. 25, 74–9 (2009); Kyotoku, B. B. C., Braz, A. K.
S., Braz, R. & Gomes, A. S. L. Fiber-reinforced composite analysis using optical coherence tomography after
mechanical and thermal cycling. Proc. SPIE 6425, 64250B (2007).

16Kauffman, C et al. Characterization of the dental pulp using optical coherence tomography. Proc. IEEE
(2006).

http://dx.doi.org/10.1117/1.2141617
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is a technology used to analyze both double jaw anatomies in patients by dentistry when more
accuracy is required on complementary exams. The CBVT produces volume imaging in an
easier and faster way than conventional medical computed tomography17. The scan offers times
at 10, 20, and 40 s, with standard reconstruction taking <30 s, providing dentists with near-
instant data for the best possible patient diagnosis, treatment, and surgical predictability. The
pictures obtained are then reconstructed using algorithms to produce three-dimensional images
at high resolution. Using the i-CAT software, it was possible to generate sliced 2-D images
with thickness of 0.12 mm limited by the instrument resolution, eliminating the problem of
superposition, and these images were then compared to the OCT images.

3.2.2 Results

(b)
(a)

PC D

D

PC

Figure 3.2.1: i-CAT cone beam volumetric tomography image of the dentin and pulp chamber
studied: (a) 0.12 mm slice longitudinal of the tooth and (b) zoom 400% at the dentin-pulp
interface.

For comparison purposes, we first show in figures 3.2.1.a and 3.2.1.b images by i-CAT CBVT of
the pulp chamber region studied. The white area is the dentin (D), whereas the pulp chamber
(PC) region is the dark area inside. The square region marked is the zoom region shown in
figure 3.2.1.b. The dimensions in figures 3.2.1.a and 3.2.1.b are shown by the scales. figure
3.2.1 shows a remaining dentin thickness of ∼ 120 μm, which was thick enough to avoid pulpar
exposition.
The OCT images at the wavelengths of 1280 and 850 nm for the zoomed-in region shown in the
i-CAT CBVT image of figure 3.2.1.b are seen in figures 3.2.2.a and 3.2.2.b, respectively, which
also show the structural components of the pulp-dentin complex. The structures in the OCT
images are distinguished due to the different gray levels (or blue levels, in the case of the 850 nm
system), where the contour of the chamber to pulp appears whiter (highest scattered intensities)

17Danforth, R. A. Cone beam volume tomography: a new digital imaging option for dentistry. J Calif Dent
Assoc 31, 814–5 (2003).
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a b0.5 mm 0.5 mm

Figure 3.2.2: OCT images of the Dentin (D) and pulp chamber (PC) corresponding to the
i-CAT CBVT image of fig. 3.2.1.b: (a) OCT at 1280 nm and (b) OCT at 850 nm. The black
transversal region in (a) is an artifact (indicated by the arrow).

and the dentin with the darker level (lowest scattered intensity). Those structures are clearly
delineated due to influence of the structure of the biological components with distinct refractive
indices, which backscatters light in very different ways. No pulp exposition is observed, as
confirmed by the i-CAT CBVT, and comparing figures 3.2.1.b, 3.2.2.a, and 3.2.2.b, it clearly
demonstrates the capacity of quantitative measurement by the OCT with remaining dentin
thickness measured as ∼ 120 μm. Note that the depth dimention in the OCT must be divided
by the refraction index of dentin ∼ 1.518 The black transversal region, indicated by the arrow
in figure 3.2.2.a, is an artifact.

1 mm0.5 mm

Figure 3.2.3: Dentin (D), pulp chamber (PC), and site of the pulpal exposure (PE). Image of
the pulp-dentin complex acquired with (a) i-CAT CBVT , (b) OCT 1280 nm image (c) OCT
850 nm image.

Figure 3.2.3 shows an image where the exposition of the pulp cavity is clearly seen. Figure
3.2.3.a is the i-CAT CBVT image section, figure 3.2.3.b the OCT at 1280 nm, and figure 4(c)
the OCT at 850 nm. Once again, D and PC are clearly delineated in the OCT image. The pulp
exposition site (PE) is seen as a discontinuity at the dentin surface, which is the homogeneous
white line of high intensity. The OCT images shown allow the direct measurement of the
observed region depth.

18Colston, B. W. et al. Imaging of hard-and soft-tissue structure in the oral cavity by optical coherence
tomography. Appl. Opt. 37, 3582–3585 (1998).
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0.5 mm 0.5 mm

Figure 3.2.4: Image of the deeper pulp ceiling visualized by the OCT. (PC) beginning of the
contour of the pulpar ceiling, (D) dentin: (a) 1000 μm visible depth of the pulp cavity at 1280
nm. The black transversal region is an artifact (b) 600 μm visible depth of the pulp cavity at
850 nm.

In order to verify the maximum depth that could be achieved for each OCT system, we carried
out a series of measurements whereby the studied dentin region was being reduced by polish-
ing until the pulp could be identified. The scale shown in figures 3.2.4.a and 3.2.4.b clearly
demonstrate the capacity of quantitative assessment of the OCT, as well as the maximum pen-
etration depth of the radiation inside of the dentin region. Comparing the measurements of
the deeper ceiling of the pulp chamber visualized at the two different wavelengths 1280 and 850
nm, respectively, the remaining measured dentin thickness was ∼ 1000 μm at 1280 nm and 600
μm at 850 nm system. These values had already been corrected for the dentin refractive index
∼ 1.519.
The deeper penetration depth of the light at 1280 nm compared to 850 nm is due to a reduction
of absorption and scattering coefficients of the dentin at 1280 nm20.

500
μm

Figure 3.2.5: OCT image composition showing the dentin (D) and pulp chamber (PC1 and
PC2) with wavelength of 1280 nm. Notice the thin layer of remaining dentin about 260 μm to
PC1 and 600 μm to PC2.

As a final example, figure 3.2.5 shows a composition of three different images from OCT at
1280 nm, taken at the same sample, showing the view of the longitudinal slice detecting cusps

19Colston, B. W. et al. Imaging of hard-and soft-tissue structure in the oral cavity by optical coherence
tomography. Appl. Opt. 37, 3582–3585 (1998).

20Drexler, W. Ultrahigh-resolution optical coherence tomography. J. Biomed. Opt. 9, 47 (2004).
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(C), D, and the vestibular and palatine pulp horn, where it is possible to identify a remaining
thin layer of dentin of roughly 260 and 600 μm (PC1 and PC2) between the cavity floor and
pulp chamber. This is another clear demonstration of the potential of OCT for pulp chamber
assessment.

3.2.3 Conclusion

The OCT clearly demonstrate the capacity of quantitative assessment and penetration of the
radiation on the pulp chamber and the remaining dentin, compared to the scan in i-CAT
CBVT. In accordance with the results presented for the OCTs with a wavelength of 1280 and
850 nm, the two techniques presented effectiveness. Furthermore, our experiment corroborated
the depth of penetration almost two times bigger for 1280 nm OCT. OCT is a non-invasive
and non-destructive technique; as a consequence, it possesses great potential for use routinely
in clinical practice for the diagnosis of the complex dentin pulp, preventing accidental exposure
of the pulp and promoting preventive restoration treatment. For practical use, a hand piece or
an appropriate head for the imaging acquisition is required, which is a technologically solvable
issue.

3.3 Clinical use of optical coherence tomography to eval-
uate the integrity of dental restorations

We have applied Optical Coherence Tomography (OCT) clinically to assess dental restorations
in humans. Twenty patients with resin composite restorations in anterior teeth were selected
and evaluated using a conventional radiographic examination, visual inspection and OCT.
Images were obtained using a home built OCT system operating in the spectral domain, with
an 850 nm superluminescent diode light source. The results were analyzed with respect to
the integrity and marginal adaptation of the restoration. Using appropriate software failed
and failing restorations, including those with lesioned regions, could be located prior to the
placement of a new restoration. Lesions and failed restorations were identified with the OCT
system that could not be seen by conventional visual and X-ray examinations and these were
found to be present on surgical intervention. This in vivo study demonstrates that the OCT
technique has a great potential to be used in clinical practice to assess dental restorations and
prevent recurrent caries.
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3.3.1 Introduction

Dental restorations provide a barrier restricting oral fluids and bacteria from entering the tooth
after the removal of any damaged or missing tissue. An inadequate marginal seal can result in
gap formation that leads to microleakage, which may be responsible for marginal breakdown,
recurrent caries, increased post-operative sensitivity, pulpal inflammation, and staining21.

The success of the restorative treatment depends on the integrity of the tooth-restoration
interface and this particular region is the subject of much research and discussion in the dental
community. Clinically, the most common tools for detection of restorative failures are by
tactile, visual inspection or radiographic examination. However, since initial microleakages can
be clinically and radiographically imperceptible, secondary caries may currently progress before
the problem can be detected by the dental practitioner.

Here we present an in vivo study to detect failures at the enamel-dental restoration interface,
and the integrity of superficial and internal structures of restorations in a clinical setting using
OCT. This study was undertaken with 20 patients attending the Dentistry College of the
Universidade Federal de Pernambuco. The relatively large number of attending patients allowed
us to obtain and analyze the results in a very consistent manner. Results were compared to
conventional radiographs and clinical examination, represented here by photographs.

3.3.2 Material and methods

This study was developed according to the guidelines given by Ethical Committee in Human
Research of the Universidade Federal de Pernambuco, Brazil. Twenty patients with resin com-
posite restorations in upper anterior teeth were selected. These patients were between 18 and
45 years old, both male and female, and had their restorations performed between 1999 and
2009. All the restorations had a superficial satisfactory clinical aspect with no obvious aesthetic
failures such as staining, undesirable shape or obvious missing material.

To perform the OCT examination, a lip retractor was used on the patients, and their heads
were positioned in an appropriate support, in front of the sample arm, seen in figures 3.3.1.a
and 3.3.1.b. The image acquisition time is less than one second (for each image, there was 0.1
second of pre-scan settling time and 80 μs of integration time) but even so the support was
used to minimize movement which would otherwise blur the high optical resolution images. We
analyzed the results with respect to the integrity and marginal adaptation of the restoration
by visual inspection of the images in real time as well as on the images produced from the
subsequent image processing.

21Attar, N., Korkmaz, Y., Ozel, E., Bicer, C. O. & Firatli, E. Microleakage of class V cavities with different
adhesive systems prepared by a diamond instrument and different parameters of Er:YAG laser irradiation.
Photomed. Laser Surg. 26, 585–91 (2008).
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(a) (b) (c)

Figure 3.3.1: (a) SDOCT adapted for clinical essays; (b) Positioning the patient; (c) Sequence
indicating the scan positioning in the patient’s teeth. identifying the tomographic slices.

As comparison criteria to OCT, we employed the diagnostic methods most widely used in
dentistry: a clinical examination composed of visual and/or tactile inspection (shown in this
paper by photographs) and a conventional X-ray. The dental X-Ray equipment used was the
Spectro 70X (Dabi Atlante), operating at 70 kVp head power and a head current of 8 mA. The
radiographic film used was Kodak Dental Intraoral E-Speed Film (Carestream Health), and the
dental developer and fixer, was from the same manufacturer.

During a clinical examination, it is possible to detect changes in resin composite color, polishing
failures, contact point problems and major gaps and fissures; radiographic images can show
excess or lack of restorative material, large areas of demineralization (typically greater than
30% of mineral loss), and gaps or fractures points larger than the minimum detection size
observed by OCT.

To evaluate the presence, or otherwise, of failures in the restorations, three experienced pro-
fessionals, all of them Restorative Dentistry professors, were trained to interpret OCT images.
Each professor was then individually shown the clinical photograph of each restoration in ques-
tion, and requested to complete a form describing what they could see in that patient’s image
in terms of the restoration extension, and if there was any form of failure. In case of detected
failure they were then asked to classify the failure. Then, the radiographic images were shown,
in the same way and, last, the OCT images. To analyze the data a Kappa coefficient test was
applied. Kappa coefficient is a statistical measure of the agreement for qualitative/categorical
items; its aim is not to compare the diagnostic potential between the three techniques employed,
but to compare how the evaluators agree among themselves in each form of diagnostic technique
separately. After the analysis all of the patients that presented failures in their restorations
were recalled to the clinic and had new procedures performed after a discussion with the patient
following the approved clinical procedure.



3.3. CLINICAL USE OF OCT TO EVALUATE DENTAL RESTORATIONS 37

3.3.3 Results

Table 3.1 indicates a comparison between all the methods used in this work for the first three
cases.

Patient # Visual inspec-
tion defect

X-Ray exam
defect

OCT de-
fect

Comment

1 No No No A well placed and sound restoration
2 No No Yes From visual inspection, it is only pos-

sible to observe that the restoration is
not polished

3 No Yes Yes X-ray exam only shows the excess of
restorative material, but is not able to
visualize the failures seen by OCT

Table 3.1: A summary of the preliminary results.

Figure 3.3.2 shows a sequence of examinations of a patient with a well placed and sound
restoration in a central incisor, placed seven years before. Figure 3.3.2.a represents the clinical
examination; 3.3.2.b, the conventional radiograph showing the restoration at the incisal region
in the circle. Arrows in 3.3.2.c indicate the interface between the enamel and the restorative
material, which can be clearly seen.
Figure 3.3.3.a shows a lateral incisor with an aesthetic facet (not polished) over an incisal and
cervical restorations, confirmed by radiography in figure 3.3.3.b, performed two weeks before
the analysis reported here. In the OCT image, figure 3.3.3.b, an air bubble in the restoration
(within the circle) can be seen and the dots indicate the points of microleakage at the enamel-
restoration interface. The small rectangles indicate an extensive space under the restoration,
probably due to resin polymerization contraction during the restorative procedure and the
triangles indicate crack points between resin increments.
Restorations involving medium and incisal regions of a central incisor, performed in 2001 in
another patient are shown in figure 3.3.4, where figure 3.3.4.a shows the clinical photograph
with no sign of failure, and different colors between the resin composite and the dental enamel.
In figure 3.3.4.b, the conventional radiograph, it is possible to observe excess restorative ma-
terial at proximal surfaces; and figure 3.3.4.c shows the OCT image sequence. The arrow here
indicates the well placed enamel-restoration interface. However, several undesirable features
can be identified: air bubble (within the circle); evidence of a gap between the enamel and the
restorative material (identified by the dots); superficial defects and internal fractures in the
resin composite (identified by the triangles).
In some cases, a restoration does not necessarily need to present failures throughout its entire
structure to be considered for replacement and they may well show one part which is well
placed and intact whilst another area has problems. This can also be seen in figures 3.3.4.c
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1 mm

Figure 3.3.2: Well suited restoration of a central incisor. (a) clinical photograph; (b) conven-
tional radiography; (c) sequence of OCT images: arrows indicate the integrity in the enamel-
restoration interface.

and 3.3.5. In the first slice of figure 3.3.4.c, we can see an arrow that indicates the well
placed enamel-restoration interface, but in subsequent slices, we can see some failures, described
previously. The same situation can be seen in figure 3.3.5, with a restoration involving medium
and incisal regions. Arrows indicate the well placed enamel-restoration interface; dots indicate
enamel-restoration microleakages; triangles indicate evidence of superficial fissures at the resin
composite; another feature is the different pseudo color of the resin composite at the incisal
region when compared to medium region, marked with the large rectangles. This can be seen
by OCT because lighter colors of resin have lower refractive indices, and thus this modifies
the scattering in this region. In figure 3.3.6, we can see a sequence of failures over the entire
structure of an incisal restoration (dots), beside the enamel-dentin junction. Finally, in figure
3.3.7, we can observe three different aesthetic facets. In the region indicated by the diamonds,
problems with the cervical adaptation of the restorations are identified in figures 3.3.7.a and
3.3.7.b, whereas a well suited adaptation is seen in figure 3.3.7.c. None of these clinically
important defects, seen by OCT, could be observed in the clinical images and X-rays, even
when they were subsequently examined after the detecting a problem in the OCT data sets.

Table 3.2 shows the Kappa coefficient results for each form of diagnostic examination. It can be
seen that for clinical and radiographic examinations there was a substantial agreement between
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1 mm

Figure 3.3.3: An aesthetic facet over an incisal restoration. (a) clinical photograph; (b) conven-
tional radiography; (c) sequence of OCT images: air bubble (shown within the major circle);
gaps at the interface enamel-restoration (indicated by the dots); small rectangles indicate an
space under the restoration, probably due to polymerization

the evaluators, whilst for the OCT examinations the Kappa index obtained demonstrates perfect
agreement: it means that the OCT images provide more accurate information to diagnostic
than the clinical photographs and the X-ray exam. It was not possible to compare the kinds
of failures seen in each type of examination, as the OCT is able to visualize internal structures
that are impossible to be seen in the clinical inspection or radiographic examination.

3.3.4 Discussion

The improvements in the aesthetic and physical properties of composite resins over the past
ten years have established them as the material of choice for restorations of anterior teeth when

Clinical exam Radiographic OCT
κ 0.732 0.732 1.000

p-value <0.001 <0.001 <0.001
κ 95% range trust Upper 1.000 1.000 1.000

Lower 0.374 0.374 0.642

Table 3.2: Kappa coefficient results.
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1 mm

Figure 3.3.4: Restoration involving medium and incisal regions. (a) clinical photograph;
(b) conventional radiography; (c) sequence of OCT images: arrow indicates the well suited
enamel-restoration interface; within the circle, an air bubble; dots indicate gaps at the enamel-
restoration interface; triangles shows superficial defects and internal fractures at the resin com-
posite; stars indicate imaging artifacts.

used in conjunction with the acid-etch technique and dental bonding systems22. However, their
high aesthetic quality frequently makes it harder to see early signs of failure and due to the
way that these materials behave, compared to traditional amalgam and gold restorations, early
failure is more likely. Failures at the tooth-restoration interface can be associated with several
factors including incorrect restorative technique, the physical properties of the materials used
and, especially, the contraction of the material generated during the polymerization of the
restorative material.

An adequate marginal adaptation and the integrity of the restoration are fundamental to the
success of the dental treatment: failures in the marginal surface cause microleakage and bac-
teria infiltration; loss of integrity can be present in the internal or superficial structure of the
restoration, and reduces the quality of the restoration, leading to early fracture of the restora-
tive treatment. Some defects seen in this study are known to cause a loss of integrity in resin
based composite restorations including air bubbles in the restoration, regions without material
under the restoration (voids), cracks and fissures at the resin composite and gaps. When these

22Garoushi, S. K., Lassila, L. V. J. & Vallittu, P. K. Fatigue strength of fragmented incisal edges restored
with a fiber reinforced restorative material. J. Contemp. Dent. Pract. 8, 9–16 (2007).
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Figure 3.3.5: Restoration involving medium and
incisal regions. Arrows indicate the well suited
enamel-restoration interface; dots, the presence of
gaps; triangles demonstrate superficial fissures at
the resin composite; within the large rectangle, we
can observe a darker region, corresponding to light-
est resin color increment in the incisal part of the
restoration.

1
m
m

Figure 3.3.6: Sequence of an incisal
restoration with defects throughout the
entire structure. Dots indicate gaps be-
tween the restorative material and the
dental enamel; in DEJ, we can observe the
dentin-enamel junction; artifact imaging
indicated by star.

kinds of failures are present and the restorative procedure is not adequate, a new treatment
should be discussed with the patient.

The current methods clinically used to diagnosis are not able to visualize micrometric structures.
In the radiographic examination, for example, an early enamel caries lesion is visible only after
approximately 30%–40% mineral loss23. This deficiency makes it difficult to diagnose early
recurrent caries, when an earlier diagnosis means an easier and less traumatic treatment, leaving
more enamel present in the tooth after treatment.

The Kappa coefficient was applied to analyze the agreement index of the diagnosis of the profes-
sionals selected for each examination modality separately, and the OCT method demonstrated
perfect agreement between the evaluators, while there was a substantial agreement for the clin-
ical and radiographic examinations. This indicates that OCT, besides being a good tool for
diagnosis can be consistently interpreted by well trained dentists. However, it was not possible
to use a statistical test to compare the clinical, X-ray and OCT examinations simultaneously.
The first method (clinical observation) is only able to see defects at external surfaces; radio-
graphic methods image across the tooth, but the resulting image inherently overlays the buccal
and lingual 14 surfaces making it difficult to detect and determine internal problems. OCT can
produce two dimensional and cross-sectional images, allowing the observer to see external and
internal details, without overlap of structures, being able to accurately locate the visualized

23White, S & Pharoah, M. Oral radiology: principles and interpretation. lavoisier.fr (2000).
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Figure 3.3.7: Three different aesthetic facets. Diamonds indicate problems with cervical adap-
tation of the restorations in a) and b), and a well suited adaptation in c).

structures. Thus teeth were visualized in different forms in each type of examination, but many
of the minor defects (air bubbles, for example) only can be seen by OCT. However, all defects
detected by clinical and X-ray examinations were also detected using the OCT protocol.

This study demonstrates that OCT is a powerful tool for the early detection of failures on
restorations, through visualization of microleakages, internal fractures, superficial cracks and
fissures, tooth demineralization under the restorative material and cervical adaptation of the
restorations. Incipient lesions can be precisely located, their depth may be measured and
their proximity to the dentin-enamel junction may be determined. The sensitivity of the OCT
technique is sufficient such that details, including the use of different colors of resin composite
used to increase the esthetic aspect of a restoration, can be identified due to the slightly different
scattering properties (see figure 3.3.5.

As dentists are used to dental radiographs for diagnostic purposes, OCT imaging, which shows
similar dental morphology, could be readily adopted24 and, ideally, the number of conventional
X-ray investigations would be reduced in order to minimize the patients exposure to ionizing
radiation25.

However, it is necessary to recognize some limitations of OCT: the system has a small depth
penetration, (1-3 mm in teeth), which is, however, adequate for enamel and even dentin visual-
ization. This is partly because we chose to use light at 850nm in order to increase the contrast
between areas with only slightly different scattering properties. The use of longer wavelength
sources (around 1300nm), with some slight loss of contrast, and hence sensitivity, may provide
the best compromise between depth of imaging and sensitivity to minor alterations in struc-

24Choo-Smith, L.-P., Dong, C. C. S., Cleghorn, B. & Hewko, M. Shedding new light on early caries detection.
J. Can. Dent. Assoc. 74, 913–8 (2008).

25Brandenburg, R, Haller, B & Hauger, C Real-time in vivo imaging of dental tissue by means of optical
coherence tomography (OCT). Opt. Commun. (2003).
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ture. Furthermore, our current system does not allow to use the technique on every tooth, just
incisors and canines. Thus for this first stage of our studies applying OCT in vivo, we only
assessed anterior teeth, for two reasons: incisors and canines are the teeth that require better
esthetic restorative procedures, and the unavailability of a handpiece probe, presently under
development, to reach the posterior dentition.
Some difficulties were found during the data collection of this study: the major of them was to
control the production of saliva and subsequent patient movement, which tended to produce
image artifacts. Thus was minimized by careful explanation to the patient and the use of
the stabilization bar. A further complication was to undertake the examinations in patients
presenting a maxillary overjet (an orthodontic condition in which the third incisor is ahead of
the cervical third in the upper incisors, and thus the teeth appear to be inclined horizontally)
– this problem was solved by requesting the patient to bow their head slightly but, in a long
term, the solution is in the development of a handpiece probe.
Further clinical studies covering cervical adaptation of aesthetics-facets and fixed crowns are
currently underway. The high sensitivity of OCT to minor defects also opens up a further
clinical question over which minor defects will progress to server complications and which may
stay at the minor level. The development of such revised treatment protocols is beyond the
scope of the present study but it is an area that will need to be investigated as OCT moves
towards a standard diagnostic instrument in clinical practice, as is the case with any new
technological advance.

3.3.5 Conclusion

Compared to conventional radiography, OCT is a powerful tool for investigation of failures at
the tooth-restoration interface. OCT is able to precisely visualize external and internal micro-
metric structures, not perceived by clinical examination or conventional radiography, proving
its superiority as a technique for early diagnosis of restoration failures and prevention of recur-
rent caries. However, because of the low penetration depth of OCT, conventional radiography
imaging may not be totally substituted. This was a qualitative study applying OCT in dental
clinics; we used conventional X-Ray, the most widely used modality of imaging for diagnostic
assessment in dental clinics, and the clinical examination as the comparison for our study. We
analyzed the differences between the modalities of exams mentioned above and the advantages
and limitations of conventional radiography and OCT examinations. Besides other applica-
tions of the OCT technique in vivo, further complementary studies are under-way to determine
dental composites failures in a quantitative manner, as well as their size or extent.
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Chapter 4

Photonic Integrated Circuits

It is unnecessary to emphasize the importance of electronic integrated circuits in the present
world, but it is worth to investigate if it is possible to create the same structure in different
fields. In this investigation one can notice the two crucial feature of the success. The use of
massively parallel device patterning enabled by photolithography and the search to decrease
device size to its physical limits.

Three ramifications using the micro-fabrication process have come of age in the last decade:
Microfluidics, micro-mechanical devices (MEM) and integrated optics. Microfluidics enables
the possibility of massive chemical analysis which revolutionized genetic research, enabling
operation such as DNA sequencing to be performed at a fraction of time that was done before.
Integrated optics has the potential of large bandwidth data transfer and spectroscopic analysis,
and possibly quantum processing.

Making use of this maturity, we started an effort for the integration of a optical coherence
tomography system in a single chip. Here we report the results of such efforts.

4.1 Broad picture

The platform in which integrated photonic circuits works consists in the use of a high refractive
index of refraction material surrounded by a material with lower index of refraction. This
structure enables the most basic feature needed in the development of photonic integrated
circuit which is to trap light in a single layer, in this case the higher refractive index dielectric,
and to easily create lane where we can guide this light anywhere we want. We call this platform
a slab waveguide. Light that is guided in the higher index material can be treated as a two
dimensional wave, and a rigorous description to the waveguide is given in section 4.2. In this
regime, knowledge of free space optics, appropriately adapted to two dimensions, can be applied
to design photonic devices. Components like lenses, mirrors, concave mirrors, prisms, gratings

45



46 CHAPTER 4. PHOTONIC INTEGRATED CIRCUITS

can be readily visualizable.

A good platform also needs a way to be manufactured. In this regard, photonic integrated
circuit (PIC) are fortunate to be able to share the same platform as electronic integrated
circuits, silicon-on-insulator, and therefore it can leverage all its fabrication and patterning
know-how and infrastructure. Silicon has an index of refraction of 3.5 at wavelength 1500 nm
together with its low index medium friend silicon dioxide, with 1.5 at 1500 nm. They make
an excellent high index contrast composite that allows high light confinement and increasing
circuit compactness.

Another component is the wire waveguide, where a high index of refraction material is sur-
rounded by lower index material in two dimension. This structure transports light similar to
a copper wire conducting electrons. This structure is widely used as fiber optics, and systems
built on fiber optics can implemented on chip waveguides.

4.2 Slab waveguide

substrate

film

cladding

h

z

xy 0

nc

nf

ns

Figure 4.2.1:

We define a slab waveguide as medium comprised of an infinite film (which will be refered
to as core) of thickness h and index of refraction nf . This film is laid over a substrate with
index of refraction ns and covered with a material with index of refraction nc. The guiding
film (core) has an index of refraction greater than both the substrate and the cover, or more
exactly nf > ns ≥ nc. The index of refraction field can be written as

n (z) =


nc, z ≥ h

nf , 0 < z < h

ns, z ≤ 0

. (4.2.1)

Over this field Maxwell’s equations shown here assuming a harmonic mode with angular fre-
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quency ω and magnetic permeability uniform and equal µ0.

∇ · εE = 0, (4.2.2a)
∇ ·B = 0, (4.2.2b)
∇× E = iωB, (4.2.2c)
∇×B = iωεµE. (4.2.2d)

From these equation the following wave equations can be derived

∇2E + k2E = 0, (4.2.3a)
∇2B + k2B = 0, (4.2.3b)

where, k = 2π
λ

= ω
c
. The medium we are dealing with is symmetric by translation on the x and

y axis. This allows us to have a solution in the following forms

E (R) = Ψ (r) Φ (z) (4.2.4)
B (R) = Ψ (r) Φ (z) (4.2.5)

where r = xî + yĵ, Ψ (r) is a scalar field that depends only on r, and Φ (z) is a vector field
that depends only on z, notice that it is Φ (z) that specifies the field polarization. Either
assumption can be used. Naturally the electric and magnetic field are still connected through
Maxwell equations 4.2.2c and 4.2.2d, properly rewritten below

B = 1
iω
∇× E, (4.2.6a)

E = 1
iωεµ

∇×B. (4.2.6b)

We can break down the laplacian into an in-plane (∇2
t ) and a transversal to the plane ( ∂2

∂z2 )
component as ∇2 = ∇2

t + ∂2

∂z2 , and separating variable we get

1
Φ (z)

∂2Φ (z)
∂z2 + 1

Ψ (r)∇
2
tΨ (r)− k2n2

i = 0, (4.2.7)

defining
∂2Φ (z)
∂z2 − κ2

iΦ (z) = 0 (4.2.8)

∇2
tΨ (r)− β2

i Ψ (r) = 0 (4.2.9)
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using this definitions on 4.2.7, we get

κ2
i + β2

i = k2n2. (4.2.10)

From equation 4.2.9, shows that in the plane the electromagnetic field behaves like a bi-
dimensional wave with wave number β. In the direction orthogonal to the plane we have a
one-dimensional wave equation, with potential defined by the index of refraction. For the re-
fractive index considered in our case, the potential is a potential well. Equation 4.2.8 is actually
a set of three equations, that can be divided in two categories, one deals with the component
in the direction normal to the interface, denoted here as z, and two that deal with components
parallel to the interface surface

∂2Φz (z)
∂z2 − κ2

iΦz (z) = 0, (4.2.11a)

∂2Φt (z)
∂z2 − κ2

iΦt (z) = 0, (4.2.11b)

where as before, i depends on the range of z. The linkage between neighboring ranges are
described by the boundary conditions

n̂ · (εaEa − εbEb) = 0 (4.2.12a)
n̂ · (Ba −Bb) = 0 (4.2.12b)
n̂× (Ea − Eb) = 0 (4.2.12c)

n̂×
(

1
µa

Ba −
1
µb

Bb

)
= 0, (4.2.12d)

where a and b can be either s, f or c. Using the assumption 4.2.4, these boundary conditions
can be shown to be equivalent to

n2
jΦjz = n2

kΦkz (4.2.13a)
∂Φjz

∂z
= ∂Φkz

∂z
, (4.2.13b)

where we did not show the equivalent boundary conditions for the tangential components Φt.
Applying the boundary conditions on Φt will gives us a solution that is linearly independent
to the solution of Φz. Although it is possible to obtain this second solution, it is easier make
the assumption 4.2.5 and apply the boundary conditions, which this time will give rise to

Φjz = Φkz (4.2.14a)
∂Φjz

∂z
= ∂Φkz

∂z
. (4.2.14b)

http://en.wikipedia.org/wiki/Finite_potential_well
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The wave equation 4.2.11a, with the potential 4.2.1, connected by conditions 4.2.13 is the
problem of the wave in a square well. For a chosen value of k, continuous values of κ and
therefore β exists. But for values of κ that solves the equation

tan (hκf ) = κc + κs

κf

[
1− κcκs

κ2
f

] (4.2.15)

solution of Φ are localized in the range 0 < z < h, and hence, correspond to mode guided in
the slab. In case boundary condition 4.2.14 is used then β will be

tan (hκf ) =
κf

[
n2
f

n2
c
κc + n2

f

n2
s
κs

]
κ2
f −

n4
f

n2
cn

2
s
κcκs

(4.2.16)

Solution from assumption 4.2.4 together with boundary conditions 4.2.13 is called transversal
electric (TE) mode, characterized by the absence of electric field in the direction of propagation,
analogously the other solution is called transversal magnetic (TM), and features the absence
of magnetic field in the direction of propagation.

It is worth remembering that the velocity which the phase propagates in plane is v = ω
β
and

group velocity vg = dω
dβ
. From these we define effective index and group index as neff = c

v
=

cβ
ω

= β
k
and ng = c

vg
= c dβ

dω
.

4.3 Rectangular waveguide

In PIC, light guiding can be accomplished using rectangular waveguides. This is due to the
fabrication process. It is important to note that the waveguide geometry and material dictates
the dispersion relation of the guided light. Compared with the slab waveguide the rectangular
waveguide has a symmetry in only one axis, labeled here as z. In this case the form which the
solution to wave equation propagating takes in this medium is

E (R) = Ψ (r) Φ (z) (4.3.1a)
B (R) = Ψ (r) Φ (z) (4.3.1b)

where Ψ (r) is a vector field and Φ (z) is a scalar function. Using separation of variables we
arrive at the equations

∂2Φ (z)
∂z2 + β (z)2 Φ (z) = 0 (4.3.2)

∇2
tΨ (r) +

(
k2n2 − β2

)2
Ψ (r) = 0 (4.3.3)
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where β is a propagation constant. Once found β we see that a equation 4.3.2 is a one-
dimension wave equation. β can be found by solving equation 4.3.3, considering the boundary
conditions 4.2.12. For the rectangular waveguide, considered here, no analytical solution exist.
A approximation for low index contrast was obtained1, but is not the case for the system we
are interested in (silicon and silicon oxide). In this work we resorted to solve this equation
numerically using COMSOL2 software package. This software uses a finite elements method3

to obtain numerical the solutions to the equation.

4.4 Ring resonators

Resonators are a distinguished technological element, and it couldn’t be different for PICs. The
kind of resonator we are interested in are ring resonators. Its main attractive feature is the ease
with which we can design add and drop ports to it. We shall lay the definitions necessary to
understand the resonance mechanism for later use. Consider the ring resonator with add and
drop ports schematics4 in figure 4.4.1.

r

input throughput

drop add

E1 E2

E4 E3
db

da
ta

tb
κb

κa

E ′′E ′ ta

tb

a

r

b

12

Figure 4.4.1: Ring resonator with input and drop waveguides schematics.

1Marcatili, E Dielectric rectangular waveguide and directional coupler for integrated optics. Bell Syst. Tech.
J. (1969).

2http://www.comsol.com/
3http://en.wikipedia.org/wiki/Finite_element_method
4Little, B., Chu, S., Haus, H., Foresi, J & Laine, J. Microring resonator channel dropping filters. J. Lightwave

Tech. 15, 998–1005 (1997); Vorckel, A, Monster, M, Henschel, W, Bolivar, P. & Kurz, H Asymmetrically coupled
silicon-on-insulator microring resonators for compact add-drop multiplexers. IEEE Photon. Technol. Lett. 15,
921–923 (2003).

http://www.comsol.com/
http://en.wikipedia.org/wiki/Finite_element_method
http://www.comsol.com/
http://en.wikipedia.org/wiki/Finite_element_method
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The following equations describe how the field amplitude and phase are related

E2 = taE1 + iκaE
′, (4.4.1a)

E ′′ = taE
′ + iκaE1, (4.4.1b)

E ′ = tbE
′′τeiφ, (4.4.1c)

E4 = iκbE
′′√τeiφ/2, (4.4.1d)
E3 = 0, (4.4.1e)

where κa and κb are the coupling coefficients between the ring resonator (r) and the signal
waveguides (a, b), ta,b = √1− κa,b the transmission coefficients, τ ring round trip field trans-
mission and φ = k0neffLeff = k0neff2 (πr + Ls) is the phase shift for one round-trip along the
resonator. The efficiency at which light power is transmitted from the input to the drop port
D (drop efficiency) is

D = |S41|2 =
∣∣∣∣E4

E1

∣∣∣∣2 = κ2
aκ

2
bτ

1 + t2at
2
bτ

2 − 2tatbτ cosφ (4.4.2)

and the transmission efficiency from input to the throughput port T is

T = |S21|2 =
∣∣∣∣E2

E1

∣∣∣∣2 = t2a + t2bτ
2 − 2tatbτ cosφ

1 + t2at
2
bτ

2 − 2tatbτ cosφ (4.4.3)

It is interesting to observe the following derivation of equation 4.4.2 considering that the field
(E4) at the drop port can be obtained by sum over all possible paths

E4 = κbκaE1τ
1/2eiφ/2

[
1 + tatbτe

iφ +
(
tatbτe

iφ
)2

+ · · ·+
(
tatbτe

iφ
)n]

(4.4.4)

reminding that more than one path is possible if we count multiple round trips. Notice that
the above relation is a geometrical sum, but it is also the Fourier series of exponential decaying
constant. Which can be written with the sum notation as

E4 = κbκaE1τ
1/2eiφ/2

∞∑
n=−∞

en ln(tatbτ)S (n) einφ (4.4.5)

where S (x) is the Heaviside step function. According to relation B.1.1 we have

E4 = κbκaE1τ
1/2eiφ/2

∞∑
n=−∞

FT
[
ex ln(tatbτ)S (x) , x

] ( φ

2π −m
)

(4.4.6)

where FT [f (x) , x] denotes the Fourier transform of function f relative to x. From this it is
clear that the drop port transfer function is dependent on how the field amplitude varies in each
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path. In this case the field amplitude varies as an exponential decay whose Fourier transform
is a Poisson function. The contribution of the sum will be a comb of Poisson functions, with
maximum each time φ/ (2π) is an integer. Which translates to

λm = neffLeff, (4.4.7)

the cavity optical path-length is equal to a integer number of wavelength. The distance between
peaks, called free spectral range (FSR), is

FSR = c

ngLeff
, (4.4.8)

Another important equation that can be derived from 4.4.2 is the Q factor

Q = λ0

∆λFWHM
= πLeffng

λ0 arccos
(

1−t2at2bτ−4tatbτ
−2tatbτ

) , (4.4.9)

where we see that it depends mainly on the coupling between the cavity to the waveguides and
the intrinsic loss.

4.5 Material optical properties

Geometric variation of components allows for the properties shown so far, although to guide
light it was key to leverage difference in index of refraction of distinct materials. But a diversity
of other material optical properties can be exploited for a variety of ends. Thermo-optic effect
allows for an easy way to change materials index of refraction, despite the fact that is relatively
slow. Plasma dispersion together with electron injection can be used to rapidly and electrically
change the index of refraction of semiconductors.
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4.5.1 Material dispersion

Material index of refraction varies with the frequency of the electromagnetic radiation propa-
gating on it. This dispersion modifies light group velocity determines the resonators FSR, and
therefore, it cannot be ignored. Good estimation of materials index of refraction can be made
using Sellmeier’s empirical relation5

n2 (λ) = 1 +
∑
i

Ai
λ2

λ2 − λ2
i

. (4.5.1)

where λ is the vacuum wavelength is in micrometers, Ai and λi are the Sellmeier coefficients.
The table 4.1 shows the Sellmeier’s coefficients for Si6 and SiO2.

λ1 λ2 λ3 A1 A2 A3

Si 0.301516485 1.13475115 1104.0 10.6684293 0.00304347484 1.54133408
SiO2 0.0260605 0.116241 9.89616 0.6961663 0.4079426 0.8974794

Table 4.1: Sellmeier coefficients for silicon and silicon oxide.

4.5.2 Thermo optic effect

The refractive index of optical materials is not a constant parameter over the temperature region
in which the materials, such as crystals, semiconductor, and glasses are used. The variation
of refractive index with the temperature at a constant pressure is called the thermo-optic
coefficient. It is denoted as dn/dT , where n and T are the refractive index and temperature,
respectively. Its unit is per degree centigrade or Kelvin. In comparing with silica, silicon has
a relatively high thermo-optic coefficient of ∂n/∂T = (1.86± 0.08)× 10−4K−17. Although this
property is hurdle for in the stability of electro optic silicon modulator, it is also a convenient
way to tune the refractive index.

5http://en.wikipedia.org/wiki/Sellmeier_equation
6Tropf, W., Harris, T. & Thomas, M. Optical Materials: Visible and Infrared. McGraw-Hill (1994).
7Cocorullo, G & Rendina, I Thermo-optical modulation at 1.5 mu m in silicon etalon. Electron. Lett 28,

83–85 (1992).

http://en.wikipedia.org/wiki/Sellmeier_equation
http://en.wikipedia.org/wiki/Sellmeier_equation
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Chapter 5

Diffraction Grating Spectrometers

It is difficult to enumerate all the contributions to society that the use of diffraction gratings has
brought. Its role on identifying the discrete energy levels of atoms provided a significant amount
of information to the development of quantum mechanics. Currently its use in the identification
or quantification of chemical compounds and its structure constitutes the majority end usage
of diffraction gratings.

5.1 Kirchhoff’s diffraction theory

To establish the terminology we give a brief review of diffraction theory. We start with Huygens
principle that states that each point of a wavefront is a new wave source. With such principle
in mind, the problem of the diffraction by a small aperture, depicted at figure 5.1.1, can seen
in the following way. If waves are generated by a point source P0 at a point Q the wave field
should be

E (Q) = E (P0) e
ikr

r
, (5.1.1)

where r the distance between P0 and Q, and k is the wavenumber. The field at a point P due
to source at Q is then

E (P ) = E (P0) e
ikr

r

eiks

s
K (χ) , (5.1.2)

whereK (χ) is an inclination factor which describes the variation with direction of the amplitude
of the secondary waves, χ been the angle between the primary wavefront normal and the
direction of QP . The electric field at P due to all wave sources at surface S will then be

E (P ) = E (P0)
∫
S

eikr

r

eiks

s
K (χ) dS. (5.1.3)
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Figure 5.1.1: Illustrating the derivation of the
Fresnel-Kirchhoff diffraction formula. Waves
generated at P0 and evaluated at Q and P .

ζ

ξ

Q

P0

P
r′

r

s′θ0 θ

s

W

Figure 5.1.2: Illustrating the derivation of the
Fraunhoffer diffraction formula. Waves gener-
ated at P0 and evaluated at Q and P .

The Huygens principle was then place on a sounder mathematical basis by Kirchhoff1. Using
Green’s theorem on the time-independent wave equation (∇2 + k2)E = 0, one can derive that

E (P ) = 1
4π

∫
S

[
E (Q) ∂

∂n

(
eiks

s

)
− eiks

s

∂E

∂n
(Q)

]
dS, (5.1.4)

where ∂/∂n is the differentiation along the normal to S. This is one form of the integral theorem
of Helmholtz and Kirchhoff. Since ∂

∂n

(
eiks

s

)
= eiksik

s

[
1− 1

iks

]
cos (n, s), considering that ks� 1

E (P ) = 1
4π

∫
S

eiks

s

[
ikE (Q) cos (n, s)− ∂E

∂n
(Q)

]
dS, (5.1.5)

For a point source at P0 the field at Q is E (Q) = E (P0) eiks

s
. The Fresnel-Kirchoff formula will

be
E (P ) =

∫
S
E (P0) −ik4π

eikr

r

eiks

s
[cos (n, r)− cos (n, s)] dS, (5.1.6)

which is known as the Fresnel-Kirchhoff diffraction formula. Since cos (n, r) = 1 and (n, s) =
π − χ the above integral is

E (P ) = E (P0)
∫
S

eikr

r

eiks

s

−ik
4π (1 + cosχ) dS. (5.1.7)

This validates the Huygens principle. Comparing with 5.1.3 we note that

K (χ) = −ik4π (1 + cosχ) . (5.1.8)

1Born, M, Wolf, E & Bhatia, A Principles of optics: electromagnetic theory of propagation, interference and
diffraction of light (2000).
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A special case of the Fresnel-Kirchhoff diffraction formula is the Fraunhofer diffraction, in
this case, the diffracting element is much smaller than the distances where the field is being
evaluated. Figure 5.1.2, depict such case. Where the assumption is that W

r
and W

s
� 1. In

such case we have that
s′ ≈ s+ ξ sin θ (5.1.9)

r′ ≈ r + ξ sin θ0 (5.1.10)

which will cause the Fresnel-Kirchhoff formula to be approximated to

E (P ) = C
∫ W/2

−W/2
eikξ(sin θ0+sin θ)dξ, (5.1.11)

where C = E (P0) −ik4π
eikr

r
eiks

s
(cos θ − cos θ0)

Eaperture = CW sinc
[
(sin θ0 + sin θ) Wk

2π

]
. (5.1.12)

5.2 Diffraction grating

A diffraction grating may be defined as any arrangement which imposes on an incident wave a
periodic variation of amplitude, phase, or both. Let us now consider a one-dimensional grating
consisting of N parallel apertures on one surface. Let the ξ-plane coincide with the plane face
of the plate, and let d be the period in the ξ direction. As shown in figure 5.2.1. Assume that
the direction of propagation of the wave incident upon the grating is in the plane of the figure,
making an angle θ0 with Oζ, and let θ denote the angle which Oζ makes with the line joining
a very distant point of observation P with the grating.

ξ

ζ

θ0

θ

d

O

W

P0

P

Figure 5.2.1: Diffraction grating cross section.
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Fraunhofer aperture formula 5.1.11 can be analogously used to calculate the field at P

E (P ) = C
N∑
n=0

∫ nd+W/2

nd−W/2
eikξ(sin θ0+sin θ)dξ, (5.2.1)

making the change of variable ξ = ξ′−nd, taking out of the integral all terms factors that don’t
depend on ξ′ we arrive at

Egrating = Eaperture

N∑
n=0

e−iknd(sin θ0+sin θ), (5.2.2)

Hence
I (p) = |E (p)|2 = Iaperture

1− cosNkdp
1− cos kdp (5.2.3)

where I (p) = |E (p)|2 and p = sin θ0 + sin θ. If we introduce the function

H (N, x) =
(sinNx

sin x

)2
, (5.2.4)

the formula 5.2.3 for the intensity may be written as

I (p) = H

(
N,

kdp

2

)
Iaperture. (5.2.5)

Before discussing the implications of this formula we note that according to 5.2.2, the light
distribution is the same as that due to a set of coherent secondary sources each characterized
by the same amplitude function

∣∣∣E(0) (p)
∣∣∣ and with phases that differ form each other by integral

multiples of kdp. To see the significance of this phase difference consider two corresponding
points A and B in the neighboring grooves of the grating (Fig. 5.2.2). Since the effect of
the grating is to impress a periodic variation onto the incident wave, it follows that the path
difference between the light arriving at A and at B is the same as in the absence of the grating,
i.e. it is equal to AK = d sin θ0, K denoting the foot of the perpendicular from B on to the ray
incident at A. Further, the light path from B in the direction θ exceeds the light path from A

by BL = d sin θ, L being the foot of the perpendicular from A on to the ray diffracted at B in
the direction θ. Hence the total path difference between light arriving at the distant point of
observation form corresponding points in two neighboring grooves is

BL− AK = d (sin θ − sin θ0) = dp, (5.2.6)

and the corresponding phase difference is 2πdp/λ = kdp.

Formula 5.2.5 expresses I (p) as the product of two functions: one of them, Iaperture, represents
the effect of a single period of the grating; the other, H, represents the effect of the interference
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Figure 5.2.2: Illustrating the theory of diffraction grating.

of the light from different periods. The function H (N, x) has maxima, each of height N2, at
all points where the denominator sin2 x vanishes. Hence H (N, kdp/2) has maxima of height
N2 when

p ≡ sin θ − sin θ0 = mλ

d
, (5.2.7)

where m is an integer.
The integer m represents, according to 5.2.6, the path difference in wavelengths between light
diffracted in the direction of the maximum, from corresponding points in two neighboring
grooves. We call m the order of interference. Between theses principal maxima there are weak
secondary maxima (see figure 5.2.3), the first secondary maximum being only a few percent of
the principal maximum when N is large. The maxima are separated by points of zero intensity
at x = kdp/2 = ±nπ/N , i.e. in directions given by

p ≡ sin θ − sin θ0 = nλ

Nd
(5.2.8)

where n is an integer, and the case where n/N is an integer being excluded.
The function Iaperture depends on the form of the period. Suppose that it has principal maximum
for some direction p = p′ and that on both sides of the maximum it falls off slowly in comparison
with H. Then I (p) will have the general form of the interference function H, but will be
’modulated’ by Iaperture. Thus I (p) will still have a sharp maxima near the directions p = mλ/d.
Since these directions (except for m = 0) depend on the wavelength, we see that the grating
will decompose a beam of non-monochromatic light into spectral orders.
It is evident that if the width of each aperture is very small, of the order of a wavelength (as
is often the case in practice) the formula derived on the basis of Kirchhoff’s approximation,
can evidently no longer be expected to hold. In such cases more refined considerations must
be made to determine the detailed distribution of the intensity. We may, however, expect
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that the main qualitative features indicated by our elementary theory, namely the existence
of sharp maxima whose positions are essentially determined by the interference function H,
remain even when the grooves are very narrow, provided, that the intensity function of a single
period varies slowly in an interval of the order ∆p = λ/d. Let us now consider the resolution
that may be attained with a grating. The separation between a primary maximum of order m
and a neighboring minimum is, according to 5.2.8, given by

∆p = λ

Nd
. (5.2.9)

If the wavelength is changed by an amount ∆λ, the mth-order maximum is according to 5.2.7,
displaced by an amount

∆′p = |m|
d

∆λ. (5.2.10)

Assuming that the lines of wavelength λ± 1
2∆λ will just be resolved when the maximum of the

one wavelength coincides with the first minimum of the other we have on he limit of resolution
in the mth order, ∆p = ∆′p, i.e.

λ

∆λ = |m|N. (5.2.11)

Thus, the resolving power is equal to the product of the order number m and the number N of
the grooves. For the mth order we have, according to, that d (sin θ − sin θ0) = mλ, so that we
may also express the resolving power in the form

λ

∆λ = Nd |sin θ − sin θ0|
λ

. (5.2.12)

Because of 5.2.6 this implies that the resolving power is equal to the number of wavelengths in
the path difference between rays that are diffracted in the direction θ from the two extreme ends
(separated by distance Nd) of the grating. It is to be noted that since |sin θ − sin θ0| cannot
exceed 2, the resolving power that can be attained with a grating of overall width w can never
exceed the value 2w/λ.
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5.2.1 Free spectral range

From the resolving power equation 5.2.11, we conclude that spectrometer should be operated
on high diffraction order so as to minimize the device size for a given resolution. Unfortunately,
from the grating equation 5.2.7, p ≡ sin θ − sin θ0 = mλ

d
, we see that it is possible for light

from to different wavelength in different diffraction orders to be diffracted to the same angle θ,
sufficing that

miλi = mjλj (5.2.13)

for i 6= j, so for example light diffracted in order 1 at wavelength 1500 nm is diffracted in the
same direction as light diffracted from order 2 wavelength 750 nm. To avoid this ambiguity, it
is of interest to know when this condition happens. From the grating equation we see that p
does not make sense outside the interval [0,1], therefore, 0 ≤ mλm

Nd
≤ 1 we then find that for the

diffraction order m the wavelength range that is going to be diffracted is:

0 ≤ λm ≤
d

m
. (5.2.14)

So for the first order the wavelength range that exists is every wavelength below Nd , for
order 2 every wavelength below Nd/2 and so on. We see then, that for order 1 the range
[Nd,Nd/2] is occupied solely by order one. For order 2 the range [Nd/2, Nd/3], for order m,
[Nd/m,Nd/(m + 1)]. We see that the range width ∆λm for which there is no overlapping
diffraction, called free spectral range, can be computed as

∆λm = d

m
− d

m+ 1 = d

m(m+ 1) , (5.2.15)

we can replace the dependence on d for the wavelength in the center of the free spectral range
λCm,

λCm = d

m
− ∆λm

2 = d

m(m+ 1)(m+ 0.5), (5.2.16)

It is worth noting that although λCm is in the middle of the spectral range ∆λm the wavelengths
are not linearly distributed along the angle range that it is diffracted to, and therefore λCm is
not located at the center of the angle range of the mth order free spectral range. We see then
that the free spectral range depends inversely with the diffraction order used,

∆λm = λCm
m+ 0.5 . (5.2.17)

This fact, ties to use a maximum operating diffraction order to the wavelength range and central
wavelength we want the diffraction grating to operate.
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5.3 Planar devices

The previous exposition on diffraction grating does not change with the medium in which the
device is built on. But since we are interested in spectrometer integrated on chips, it is worth
highlighting the characteristics of this device. From this point two features stand out as very
different from regular free space spectrometer. First is that light is always guided in a slab
waveguide, the confinement of light in one dimension changes the nature of the system from a
three dimensional to bi-dimensional one, and this fact causes the light power to decay with the
inverse of the distance as it moves away from the source. The other difference is the change of
the dispersion due to both the material and the confinement effect. The outcome of this is that
for all the results in the previous section, the wavelength variable that needs to be considered
is the effective wavelength in the medium.

λeff = λ

neff
(5.3.1)

5.4 Spectrometer architectures

Several architectures to build diffraction grating spectrometer exist. Due to the compromise
between lowest size×resolution of the Rowland design, it was chosen to build the spectrometers.
The Czerny-Turner is presented here to introduce spectrometer because its design is easily
understandable. Arrayed waveguide grating has been the most used planar (on chip) version of
spectrometer. Marketed as wavelength division multiplexer (WDM) in the telecommunication
sector, this layout is shown in order to understand why it is not fit for the role as a high
resolution on-chip spectrometer.

5.4.1 Czerny-Turner

Due to its modularity this architecture is probably the best to introduce spectrometers. It is
composed of two slits, two concave mirrors and a diffraction grating. As shown in figure 5.4.1,
the light to be analyzed is shone through the entrance slit. Due to diffraction, the light fans
out as it propagates to the collimating concave mirror where light is collimated and reflected in
the direction of the diffraction grating. The diffraction grating then, deviates light from each
different wavelength (optical frequencies) into different angles following the equation 5.2.7. A
focusing concave mirror focus the light coming from the diffraction grating and deflects it to
the detector slit.

The function of the entrance slit is to filter spatial optical modes that are inputed into the
system. For best filtering the slit has to transmit only a single spatial mode. This is achieved
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Diffraction grating

entrance slit

focal plan

collimating concave mirror

focussing concave mirror

Figure 5.4.1: Czerny-Turner architecture.

by making the slit width of the order of the light wavelength. Decreasing slit width will increase
the beam spread angle, as depicted in figure 5.4.2, for a chosen final beam width this will
allow the collimating concave mirror to be placed nearer to the slit decreasing the device size.
However, reducing the slit width will also decrease the fraction of transmitted light, therefore
lowering the device sensitivity.

light beam slits

Figure 5.4.2: Different effects of slit width.

As described by its name the collimating concave mirror collimates the light coming from the
entrance mirror and redirects it to the diffraction grating. In order to collimate2 the input light,
the curvature radius should be equal twice the distance from the entrance slit to the center
of the collimating concave mirror. The mirror diameter must be bigger than the beam width
arriving at it to avoid light leakage through the mirror edges.

The diffraction grating deviates light from each different wavelength into different angles, as
described by equation 5.2.7. Details on how the light is diffracted were explained in section 5.2.
Roughly, the number of illuminated grooves, which is equal to the beam diameter divided by
the groove pitch, will determine the resolving power of the spectrometer, as shown in equation
5.2.11.

To quantify the amount of light deviated in each direction, we use a focusing concave mirror
2http://en.wikipedia.org/wiki/Collimated_light

http://en.wikipedia.org/wiki/Collimated_light
http://en.wikipedia.org/wiki/Collimated_light
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which will map light with different direction and focus them each into a distinct point in a
plane. Clearly, the size of the focusing mirror must be such that it collects most of the light
coming from the diffraction grating. This means that it must be bigger than the beam size and
account for the spread of different wavelengths.
A detector is placed at a point in the focus plan to measure the light power. Optimum detector
size is of the order of the entrance slit width, limited also by the resolving power of the diffraction
grating. Placing a exit slit in the focus plane followed by a detector, can be used as an alternative
for the slit size detector.

5.4.2 Rowland

Rowland3 found a way to incorporate the collimating and focusing elements into the diffraction
grating. This layout not only decreased the final device size, but also eliminates spherical and
astigmatism aberrations due to the auxiliary concave mirrors.
The design consists in the use of a concave diffraction grating of radius 2R. The entrance and
exit slits positions are located in a circle of radius R tangent to the diffraction grating sphere.
Or more precisely tangent to one of the equator of the diffraction grating sphere. For optimum
area usage, the equator should be perpendicular to the diffraction grating grooves and passing
through the grating center.
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Figure 5.4.3: Rowland design.

5.4.3 Arrayed Waveguide Grating (AWG)

The resolving power of a diffraction grating is proportional to the number of grooves and
diffraction order, as shown in equation 5.2.11. Diffraction grating based on ruled surfaces can
not achieve diffraction order greater than 20. Introduced by Takahashi et. al.4, this limitation
can be overcome by replacing the grating grooves by an array of waveguides. To understand

3Rowland, H. On concave gratings for optical purposes. Philos. Mag. 16, 197–210 (1883).
4Takahashi, H, Suzuki, S, Kato, K & Nishi, I Arrayed-waveguide grating for wavelength division

multi/demultiplexer with nanometre resolution. Electron. Lett 26, 87–88 (1990).



66 CHAPTER 5. DIFFRACTION GRATING SPECTROMETERS

how the introduction of waveguide helps it is necessary to understand more generally what
diffraction order is. We say that certain diffraction peak is of order m if each wave from the
set that was constructively interfered to form the interference peak is delayed from one another
by m periods. On traditional ruled surface diffraction gratings, wavefront from different period
are made to interfere by making the wave travel different path lengths by taking path that
deviates from the equal angle reflection.

lenses

slit detector array

arrayed waveguide grating

waveguides

Figure 5.4.4: Arrayed waveguide grating schematics. Notice that each waveguide has a different
path-length.

By guiding light through waveguide it is possible to increase the difference of paths length among
different waveguides, achieved by only changing the waveguides lengths. Each waveguide of the
waveguide array would function like a groove in the diffraction grating, but since waveguide
length is only limited by its intrinsic loss, the difference of paths length can be on the order
of hundreds of wavelength, corresponding to a grating that operate at a diffraction order of
hundreds.

Unfortunately there is a drawback in increasing diffraction order, the free spectral range as
described in 5.2.17, decreases with the inverse of the of the diffraction order. For instance, an
arrayed waveguide grating working on diffraction order 100 at wavelength 1500 nm would have
a FSR of only 15 nm. Although this range is useful for fiber optics telecommunications, this
bandwidth is too small for most spectroscopic applications, optical coherence tomography or
ultra-fast oscilloscopes5. Since we want to achieve a wide spectrum range, this architecture is
not fit for us.
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little light lost
waveguidelight wasted

light intensitylight intensity

Figure 5.5.1: Diffraction grating illuminated by a (a) uniform intensity beam, (b) Gaussian
beam.

5.5 Grating illuminated by a gaussian beam

In section 5.2, it was assumed that the whole grating was uniformly illuminated. In practice,
this case not always occurs. Light source is normally a collimated light from a slit, pin hole or
fiber optics, where for best resolution, single mode output should pass through. In those cases
the transversal power profile is better modelled by a Gaussian than by a square profile, see
figure 5.5.1. To adjust the resolving power equation 5.2.11 to account for the Gaussian profile
illumination we have to alter the squared illumination assumption in equation 5.2.2. Using this
relation we can equate

E (p) = Eaperture (p)
∫ ∞∑

n=−∞
δ (x− n) rect

[
x

2 (N − 1)

]
e−ikxdpdx (5.5.1)

where

rect (x) =


0 if |x| > 1

2
1
2 if |x| = 1

2

1 if |x| < 1
2 .

(5.5.2)

the rect(x) function corresponds to the squared illumination assumption, for a Gaussian illu-
mination we simply replace the function by a Gaussian function

gauss(x) = exp
−4 ln 2

(
x

w/d

)2
 (5.5.3)

5Foster, M. et al. Silicon-chip-based ultrafast optical oscilloscope. Nature 456, 81–84 (2008).
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where d is the grating pitch, and w is the Full Width at Half Maximum field amplitude of the
illuminating beam at the grating. Replacing the Dirac delta comb by its Fourier series

∞∑
k=−∞

δ (x− k) =
∞∑

m=−∞
ei2πmx, (5.5.4)

we get

E (p) = Eaperture (p)
∞∑

m=−∞

∫
exp

−4 ln 2
(

x

w/d

)2
 e−i2πx(kdp/2π−m)dx (5.5.5)

performing the integral we obtain a comb of Gaussian

E (p) = Eaperture (p) w√
2

∞∑
m=−∞

exp
−1

4

(
kdp

2π −m
)2 (w/d)2

4 ln 2

 , (5.5.6)

where each Gaussian is centered on the diffraction order m. From 5.5.6 we get

kdp

2π = m or p = λm

d
. (5.5.7)

From equation 5.5.6 we can define the wavelength width ∆λ such that the power of wavelength
λ at diffraction order m, is halven as a been

∆p = 2 ln 2 λ
w
, (5.5.8)

or using the grating equation 5.5.7 e define the resolving power for a Gaussian beam illuminated
diffraction grating as

λ

∆λ = 4
√

2 ln 2wm
d

(5.5.9)

It is worth noting that the relationship between the electric field amplitude FWHM w at the
grating and the power FWHM W is

W = w√
2

(5.5.10)

Therefore
λ

∆λ = 8 ln 2Wm

d
. (5.5.11)

5.6 Aberrations

The resolving power equation 5.2.11 states that the resolution of a diffraction grating depends
linearly with the wavelength. Unfortunately, that relation is only valid for plane waves. To
use the segregation capability of the diffraction grating, it is necessary to have a source of
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Figure 5.6.1: Diffraction grating spectrometer point problem sketch.

plane waves and to measure the light power that goes to a different direction after diffraction
from the grating. Sources and detector are space localized at endpoints. But employing lenses,
it is possible to convert a space localized mode to an angle localized mode, as discussed on
the Czerny-Turner configuration in section 5.4.1. This conversion, however, is not perfect.
In geometrical optics terms, this means that rays that enter parallel in a lens (or any other
focusing device) does not converge to a single point after the lens and with the phase arriving at
exactly the same time. Integrating the lens into the grating, as done in Rowland configuration
in section 5.4.2, does not readily eliminate the problem, but the potential to fabricate designs
with freedom to choose any geometry and dispersion might be the solution.

First we will state formally what conditions need to be satisfied in the design of an aberration
free spectrometer. No mathematical solution exists, but we can show two corrections, named
one point and two point stigmatic correction, that reduce aberrations.

5.6.1 Aberration free conditions

The problem can be stated as follows: Light coming from a point I fan out to a diffraction
grating where the i-th groove, of N grooves, is located at Gi. At each groove light is reflected,
fans out again and propagates to a set of M output waveguides which the j-th waveguide is
located at Oj, as shown in figure 5.6.1. To perfectly separate light from different wavelengths,
we would like that all light which has wavelength λj coming from each groove arrive in phase at
the output point Oj. Furthermore, we would like that light coming from each different groove
arrives at Oj in a different period. The previous conditions can be expressed by a system of
N ×M nonlinear algebraic equations with the prototype

IGi +GiOj = λj (aj +mi) for (i = 1, 2, . . . , N) and (j = 1, 2, . . . ,M) , (5.6.1)
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where m is an integer number which defines the diffraction order and aj is a constant that
states that the absolute path length does not matter, only the path length difference between
light coming from different routes do. It is worth emphasizing that the path length evaluation
should consider the medium refractive index, from this perspective one can interpret that light
is propagating in a non-Euclidean space.

For the case of a flat space in a plane, equation 5.6.1 can be expanded to
√

(Ix −Gix)2 + (Iy −Giy)2 +
√

(Ojx −Gix)2 + (Ojy −Giy)2 = λj (aj +mi) , (5.6.2)

for (i = 1, 2, . . . , N) and (j = 1, 2, . . . ,M). As discussed in sections 5.2 and 5.5, high resolution
implies in the use of a high number of grooves N with numbers typically achieving, thousands
to millions. The number of channels M is, of course, as a wish of the costumer but numbers
around thousands are very typical. These implies that the set of equations 5.6.2 is comprised
of M ×N equations with and 2N + 2M + 1 variables.

Using a different approach it was shown that there was no configuration in a flat surface
that has no aberration6, but nothing has been shown for non-Euclidean surfaces. Fabrication
of non-Euclidean surfaces have been used to demonstrate cloaking devices7. Although it is not
possible to find a solution for all equations, solving for one and two points dramatically improves
aberration.

5.6.2 One point stigmatic correction

Although no aberration free configuration for all spectrometer channels exists, it can be easily
seen the the equation system 5.6.2 is solvable for M ≤ 2. This means that it is possible to find
a configuration where there is no aberration for up to two channels, or also known as stigmatic
point.

For one stigmatic point, a degree of freedom is left undefined. We can use the freedom to
choose the surface in which the diffraction grooves are going to be positioned8. Using the
Rowland design as a basis, we show here how to place the grooves on a circle in order to have
a wavelength free of aberration.

6Beutler, H. The theory of the concave grating. J. Opt. Soc. Am. 35, 311–350 (1945); Marz, R & Cremer, C
On the theory of planar spectrographs. J. Lightwave Tech. 10, 2017–2022 (1992); Namioka, T Theory of the
Concave Grating. II. Application of the Theory to the Off—Plane Eagle Mounting in a Vacuum Spectrograph.
J. Opt. Soc. Am. 49, 460–465 (1959); Velzel, C. A general theory of the aberrations of diffraction gratings and
gratinglike optical instruments. J. Opt. Soc. Am. 66, 346–353 (1976).

7Gabrielli, L. H., Cardenas, J., Poitras, C. B. & Lipson, M. Silicon nanostructure cloak operating at optical
frequencies. Nat. Photonics 3, 461–463 (2009).

8McGreer, K. Theory of concave gratings based on a recursive definition of facet positions. Appl. Opt. 35,
5904–5910 (1996).
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Integrated device using two stigmatic points were also made9. Due to the optimization it is the
best configuration for integrated diffraction grating devices with small aberration.

5.7 Fresnel-Kirchhoff model

Numerical calculation where carried out using a Fresnel-Kirchhoff method adapted to a bidi-
mensional world10. The implementation was done in a Python script program, and the program
is available at Google Code11. The adaptation to bi-dimensional field amplitude will decays as
1/
√
r instead of 1/r in the tri-dimensional case.

Figure 5.7.1 shows a sketch of the geometry of the simulated grating. The simulation was carried
in two steps. First the field in the grating groove were calculated assuming that the field in the
input waveguide had a cosine mode line shape. Then, the field in the output waveguide was
calculated using the field on the grating computed in the previous step. The amount of light
coupled in to the output waveguide was estimated by carrying the inner product of the field in
the output waveguide and the mode supported by that waveguide.

αsI

y

input

Rowland circleP ′′

αi
αd

P ′

y′

x′

D

Figure 5.7.1: Sketch of the geometry of the simulated spectrometer.

According to the Fresnel-Kirchhoff diffraction formula, the incident electric field Einc at the
center points of the grating facets (P ′) at a distance r1and at an angle αs can be calculated as

Einc = 1
2

√
neff
λ

∫
Ewg (y) e

−jkr1
√
r1

(1− cosαs) dy (5.7.1)

9Gidon, P, Jadot, J. & Valette, S Multiplexer-demultiplexer using an elliptical concave grating and produced
in integrated optics. US Patent 4,786,133 (1988); Horst, F, Green, W., Offrein, B. & Vlasov, Y. Silicon-on-
insulator Echelle grating WDM demultiplexers with two stigmatic points. IEEE Photon. Technol. Lett. 21,
1743–1745 (2009).

10Brouckaert, J, Bogaerts, W, Dumon, P, Thourhout, D. V. & Baets, R. G. Planar concave grating demulti-
plexer fabricated on a nanophotonic silicon-on-insulator platform. J. Lightwave Tech. 25, 1269–1275 (2007).

11http://code.google.com/p/khsimulator/

http://code.google.com/p/khsimulator/
http://code.google.com/p/khsimulator/
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where k = 2πneff/λ is the wavenumber within the slab waveguide, and Ewg is the electric field
profile of the TE-polarized fundamental mode of the input waveguide. Similarly, the diffracted
field Eout on the collection waveguides is calculated as

Eout (P ′′) = η

√
neff
λ

∑
Grating

∫ +D/2

−D/2
Einc (y) e

−jkr2
√
r2

(cosαi − cosαd)
2 dy′ (5.7.2)

where αi and αd are the incident and diffracted angles with respect to the normal of each
grating facet, and η is the reflection coefficient of the grating. This formula is simplified if we
assume that the magnitude of the incident field |Einc| is constant over each facet and the phase
of this field changes linearly along the length of the facet

Einc (y′) = Einc (y′ = 0) e+iky′ sinαi . (5.7.3)

This approximation is valid if the size of the facets is small compared with the distance to
the input and if the angle of incidence αi is small. This is the case if the blaze point (O) is
positioned near the input waveguide (I).

5.8 Numerical simulation of spectral defects and aber-
rations using Fresnel-Kirchhoff model

Numerical simulations also provides us with a tool to observe the effects of some fabrication
limitations, as, for example, the precision to which we can place a grating groove. Two grating
conditions were simulated. First we shifted each groove of the waveguide in its facet normal
direction by a random value in a range with different amplitudes. Figure 5.8.1 shows the
transmission spectrum of a single channel for different amplitudes. Up to a randomness of
amplitude 100 nm the signal to noise ration is greater that 20 dB. Since e-beam lithography
can deliver a patterning precision better than 100 nm then random errors should not be a
problem.

5.9 Implementation

5.9.1 Design

We have designed a WDM that uses a Rowland configuration with one the stigmatic point cor-
rection. The system was designed so that stigmatic point was located at the central waveguide
of the 21 output waveguide array. The central wavelength was chosen to be 1500 nm and the
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Figure 5.8.1: Transmission spectrum of a sin-
gle channel of a grating spectrometer with the
position of the grating randomly shifted. The
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Figure 5.8.2: Beam waist FWHM after focus-
ing a diffracted field on a Rowland mounting.

diffraction order was 10. The Rowland circle was chosen to be 750 μm. The designed grating
contains 340 grooves. The resulting free spectral range was estimated to be 117 nm, and the
groove spacing approximately 4 μm. The input and output waveguide apertures were 1.4 μm.
A reference waveguide was placed next to the spectrometer so that the transmission efficiency
could be estimated. Unfortunately, because the TE and TM mode effective index are governed
by different equations (4.2.15 and 4.2.16), the designed device is polarization sensitive. We
chose to optimize the device for TE polarization.

Wavelength

Due to the availability of testing equipment operating at 1460-1610 nm range we decided to
design the system to operate somewhere at this range. Germanium detectors have a peak
detection at 1500 nm so we decided to design the spectrometer operating range centered at
1500 nm.

Grating size

The spectrometer was patterned using a JEOL 9300FS12 electron beam lithographer. The
system is capable of writing using only beam deflection on an area (denominated field size)
of 1x1 mm. By moving the sample to be written (process called as stitching) one is capable

12http://www.jeol.com/PRODUCTS/SemiconductorEquipment/ElectronBeamLithography/JBX9300FS/
tabid/152/Default.aspx

http://www.jeol.com/PRODUCTS/SemiconductorEquipment/ElectronBeamLithography/JBX9300FS/tabid/152/Default.aspx
http://www.jeol.com/PRODUCTS/SemiconductorEquipment/ElectronBeamLithography/JBX9300FS/tabid/152/Default.aspx
http://www.jeol.com/PRODUCTS/SemiconductorEquipment/ElectronBeamLithography/JBX9300FS/tabid/152/Default.aspx
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of writing a whole 5x5 inches mask. Unfortunately due to the extreme precision required, it
is difficult to align the borders of neighboring fields perfectly. With the system working its
best alignments of 10 nm are possible, though achieving this kind of precision requires a good
amount of trials and experience, alignments of 50 nm are more routinely achieved. In order to
avoid errors in the spectrometer grating during stitching we limited the size of the grating in
order it to fit in a single 1x1 mm field, which meant placing the grating along the diagonal of
the field, which, ignoring the grating curvature, gave us a grating size of 1.4 mm.

Input and output waveguides angle

Input and output waveguides angle are defined by the compromise between the rate with which
the beam sweeps across the Rowland circle as wavelength change (linear dispersion13) and space
in the Rowland circle occupied by an output waveguide. From equation 5.9.1 we see that it
increases with decreasing input angle, and from equation 5.9.2 the section of the Rowland circle
used by the output waveguide (perimeter used) increases with input angle. We found a good
compromise with the value of input angle 35.

θ i θn + δθn

θnO

R

D R
2

2δθn C
B

AP

linear dispersion = R/2× 2δθn

Figure 5.9.1: Linear dispersion schematics.
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Figure 5.9.2: Rowland circle perimeter used by
an output waveguide.

From figure 5.9.1 we see that the linear dispersion is the rate o change of output angle with the
input angle δθout = ∂θout

∂λ
δλ multiplied by the radius.

Linear dispersion = R

2 (2δθout) = Rmδλ

a
[
1 +

(
mλ

a
+ sin θin

)2
] . (5.9.1)

As shown in figure 5.9.2 the section of the Rowland circle used by the output waveguide (perime-
ter used) multiplied by the cosine of the output angle has to be the waveguide width. Using

13Chowdhury, D & Inc, C Design of low-loss and polarization-insensitive reflectiongrating-based planar de-
multiplexers. IEEE J. Sel.Top. Quant. 6, 233–239 (2000).
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the dependency of the output angle with the input angle

perimeter used = waveguide width
cos θout

= waveguide width
mλ

a
+ sin θin

(5.9.2)

Number of grooves

The higher the number of grooves the higher resolving power we can get. Therefore we want to
maximize the number of grooves. But we alsoo want to limit the grating size, in this particular
device to 1.4 mm. Hence a small pitch is necessary to achieve a high number of grooves. Since
diffraction angle increases with decreasing pitch, the number of grooves is effectivelly limited.
By trial an error a reasonable compromise was achieved with 340 grooves.

Number of output waveguides

Theoretically we had space to pattern a hundred output waveguide. But this component was
also the one that takes most time during e-beam writing. Due to limitations on the writing
time we had to decrease the number of output waveguides to 21.

5.9.2 Effective index dispersion

As previously discussed, the materials that the waveguide is made of and waveguide itself cause
a dispersion of the effective refractive index of the mode. Figures 5.9.3 show the dispersion for
TE mode slab waveguides with 200, 250 and 300 nm of thickness with material dispersion was
used during calculation. Proper design needs to take into account this dispersion to position
the output waveguides.

5.9.3 Index matching in the back of the grating

Light will be transmitted through the grooves facet in the the body of the diffraction grating.
To avoid that the transmitted light to be reflacted in the back of the diffraction grating, an
array of spikes were placed in the back. The tapering of the spikes provides a index matching
that avoid reflection in the back of the grating.
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Figure 5.9.3: Effective index (a) and group index (b) dispersion for a Si slab waveguide sur-
rounded by Silica for different slab thicknesses.

5.9.4 Fabrication

The fabrication was done in the Cornell Nanoscale Facility (CNF)14. A research micro-fabrication
laboratory, funded in part by the National Science Foundation (NSF) and by its users. The
research facility counts with state of the art electron beam lithography writer.

We fabricated the device using CMOS compatible procedures. First, we start with a silicon
on insulator (SOI) wafer with 250 nm silicon and 3 μm buried oxide. An 80 nm layer of SiO2

was deposited using plasma enhanced chemical vapor deposition (PECVD) to be used as a
hard mask. A 200 nm layer of PMMA was spun15 and then the grating and the waveguides
were defined using e-beam lithography. The pattern was transferred from PMMA the to the
oxide layer using CHF3/O2 reactive ion etch. The silicon layer was etched using Cl2 inductively
coupled plasma and then 2.3 μm of SiO2 was deposited using PECVD to clad the device. The
wafer was diced and polished for optical testing.

14http://www.cnf.cornell.edu
15http://en.wikipedia.org/wiki/Spin_coating

http://www.cnf.cornell.edu
http://en.wikipedia.org/wiki/Spin_coating
http://www.cnf.cornell.edu
http://en.wikipedia.org/wiki/Spin_coating
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Figure 5.9.5: Micrograph of the fabricated WDM. Zoom in the b) diffration grating and c)
output and input waveguides. The spikes in the back of the grating were placed to decrease
reflection o light transmitted through the groove facets.

5.9.5 Testing setup

Testing was done by inserting a monochromatic tunable laser light in the device and measure
the light power at each of the spectrometer output as the laser sweeps the wavelength.

The laser used was an external cavity laser (Tunics Reference). Light guided in fiber optic an
passed through a polarization controller and coupled in the chip waveguide using a lensed fiber,
as shown in figures 5.9.6 and 5.9.7. Light at the output waveguide is focused using a focusing
lens pass through a polarizer, an iris and is detected. The iris was placed to block the light
of channels neighboring the one is being measured. The lens, polarizer, iris and detector or
mounted over a translation stage, figure 5.9.7. The channel to be measured can be selected by
translating the detection arrangement.

5.9.6 Results

The measured performance of our WDM showed -10 dB crosstalk and 1 nm channel spacing
across 21 channels. As shown in figure 5.9.8, a relatively flat transmission spectrum was ob-
tained. An insertion loss of -10 dB was estimated by comparing to the transmission through the
reference waveguide. This can be attributed to Fresnel reflection between the Si-SiO2 interfaces
at the grating groove facet and can be reduced by coating the grating facets with a reflective
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Figure 5.9.6: Experimental setup used to test the on chip spectrometer.

metal.

5.9.7 Conclusion

In conclusion, we demonstrate a one point stigmatic Rowland grating WDM with 21 channels,
1 nm channel spacing and better than -10 dB crosstalk. Since the free spectral range is greater
the 100 nm, by adding additional output waveguides it is possible to construct a WDM that
covers the whole C-band (1530 - 1565 nm).
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Figure 5.9.7: Schematics of the setup used to test the on chip spectrometer.
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Chapter 6

Ring Enhanced Spectrometer

All for one, and one for all.

Alexandre Dumas

How can we use resonators to make a spectrometer? An array of resonators can be used. But
fabrication limits prevent its use without requiring individually tuning each resonator. Grating
spectrometers uses a lot of space. Is there a middle way. Yes! we can combine resonators and a
diffraction grating spectrometer. The device described in this chapter was published in Optics
Express and presented on the Conference of Lasers and Electro-Optics 2010 (CLEO) as an
invited paper and received an honorable mention in the Maiman Student Paper Competition
in the same conference.

6.1 Device theory

The principle of operation consists of using a resonator to pre-filter the light to be analyzed by a
diffraction grating spectrometer. Initially we need a resonator and a spectrometer, figure 6.1.1,
with transmission spectrum such that the resonance peaks and the channels peaks coincide,
figure 6.1.2. For this to happen, the resonator FSR and the spectrometer channels spacing
needs to be equal, and the transmission peak of a spectrometer channel and a resonance peak
needs to match.

81
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Figure 6.1.1: Block elements for the resonator
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If we have this condition and we connect the resonator output to the spectrometer input, as
in figure 6.1.3, the transmission spectrum of the resulting device will be the overlap of the
resonator and spectrometer transmission spectrum, figure 6.1.4.

The approach mixes the high quality achievable by resonator with the multitude of channels
offered by spectrometer.
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6.2 Design

Although the described mechanism can be realized with bulk components, as it has already
been done1, making these device using micro-fabrication techniques allow us to add more devices
with little cost, which is of advantage when we increase channel density as we will see later.
For a PIC device, we used a ring cavity as the resonator and a diffraction grating spectrometer.
As the DG spectrometer the same design as in section 5.9 was used. A ring resonator with
a drop port was designed to have 1 nm FSR in order to match the DG spectrometer channel
spacing. Metal heaters are added above the silicon layer to align the resonator and spectrometer
transmission combs using the thermo-optic effect in silicon. The diffraction grating spectrom-
eter contains 25 channels. To match the ring resonator FSR to the DG spectrometer channel
spacing we use an 83.5 μm radius ring with waveguide cross-section of 450 x 250 nm. The FSR
changes with wavelength according to 2λ/ngL, but considering a slight positive group velocity
dispersion (∂ng/∂λ ≈ 3.6× 10−3nm−1) this change is extremely small: the total change in FSR
across the range of operation (25 nm) is approximately 1% for light polarized in the plane of
the device (TE polarization).

6.3 Fabrication

The fabrication of the dielectric part was carried the same way as the DG spectrometer, de-
scribed in 5.9.4. An alternation was done between layers before cladding the device with
PECVD silicon oxide, which was to first cover the device conformally with 160 nm of SiO2

using a chemical vapor deposition at 1200°C. This was done because SiO2 deposited using
PECVD does not completely fill the gap in the coupling to the ring waveguides. Here we only
describe the additional steps to produce the ring heater.
In figure 6.3.1(a) we have the fabricated dielectric part as explained in figure 5.9.4. Over the
cladding silica, we spin coat LOR5A (MicroChem) at 3000 RPM for 30 seconds and bake the
result for 5 minutes in hot plate heated at 180°C. After letting the device cool down, SPR955CM
(MicroChem) is spun coat at 4000 RPM for 30 seconds, and baked for 2 minutes in hot plate
at 90°C,6.3.1(b).
The ring heater pattern is then transferred from a previously patterned mask to the device
using contact photolithography. The exposure time was 10 seconds with near-UV radiation
(405-365 nm),6.3.1(c). The mask was patterned using a pattern generator from the designed
CAD file. Development was carried by imerging the sample in a solution of MIF300 (AZ
Electronic Materials) for 60 seconds, and then rinsed for 20 seconds in de-ionized water,6.3.1(d).

1Bajraszewski, T et al. Improved spectral optical coherence tomography using optical frequency comb. Opt.
Express 16, 4163–4176 (2008).
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120 nm of NiCr was evaporated over the sample,6.3.1(e). In the evaporator the sample was
tied to a rotating disc, rotating at 200 RPM for the deposition to be angularly even. The
resist together with the NiCr over it were striped leaving the device emerged in a solution of
acetone overnight,6.3.1(f). The device wafer was then diced and the pieces waveguide edges
were polished.

(f)

(a)

(b)

(c)

(d)

(e) NiCr

spin LOR5A
spin SPR955CM

photolithographically
expose the device pattern

wash with MIF300

acetone
strip resist with

deposit NiCr
using evaporation

Figure 6.3.1: Ring heater fabrication process.
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Figure 6.3.2.a) shows a micrograph of the fabricated device.6.3.2 b), c) and d) shows scan-
ning electron microscope (SEM) images of the ring resonator, diffraction grating and output
waveguides.

Through port
Diffraction grating

Output waveguides

400 μmLight path

Diffraction grating
c)

b)

d)

d)

Grating

4 μm

Drop port

b)

a)

Heater contact
pads

Device input

c)

facets

input

Figure 6.3.2: a) Micrograph of the fabricated ring enhaced spectrometer. Electron microsope
image of the b) ring resonator, c) diffractiong grating, d) output waveguides.

6.4 Testing setup

A similar setup used to test WDM was employed. In this setup an electrical probe was added to
drive current to the ring heater. Although it was not mentioned before, the base the chip rests
over is a peltier heater-cooler with a thermocouple mounted on it to measure the temperature.
Figure 6.4.1 shows a schematics of the setup.
To test the ring performance, light inserted in input waveguide is measured in the ring through
port while the laser is scanned. Graph in figure 6.4.2 shows the through port transmission spec-
trum. Unfortunately the measured FSR was 0.97 nm, 30 pm lower than the designed. A zoom
in the selected resonance shows, figure 6.4.3, shows that the FWHM is 50 pm, corresponding
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Tunnable Laser

polarizer

Translation stage
Detector

Voltage source

Optic fiber

Heater

Figure 6.4.1: Schematics of the setup used to test the ring enhanced spectrometer.

to a quality factor Q = λ/∆λ = 30000. We measure the device transmission spectrum by
coupling laser light from a tunable laser into the input waveguide using a lensed fiber and mea-
suring the transmitted power as a function of wavelength. The input light is TE polarized and
the output light is collected using a microscope objective and filtered for the TE polarization
before detection. We achieve a channel FWHM of 0.05 nm across 10 different channels of the
composed ring and EDG spectrometer, which represents a decrease in the channel width by 10
times compared with the DG spectrometer alone.
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Figure 6.4.2: Output spectrum of the through
port of the ring resonator.
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Figure 6.4.3: Zoom in the resonance marked
on the left.

Figure 6.4.4 shows the device transmission. The transmission is normalized to the ring through
port power level to eliminate coupling losses. The device insertion loss varies between -18 and
-23 dB, where -10 dB is due to the Fresnel reflection of the diffraction grating and can be
eliminated by coating it with a metal or using Bragg reflectors2. Other losses are attributed to

2Brouckaert, J et al. Planar concave grating demultiplexer with high reflective Bragg reflector facets. IEEE
Photon. Technol. Lett. 20, 309 (2008).
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stitching in the waveguide definition during e-beam lithography. A small mismatch between
the resonator FSR (0.97 nm) and the DG spectrometer channel spacing (1 nm) causes a mis-
alignment between the resonance and the DG spectrometer channel that builds up from one
channel to the next in a Vernier effect. The outcome is a misalignment between the 11th spec-
trometer channel and the 11th ring resonance. Therefore only 10 of the 25 channels on the
DG spectrometer are used. This issue can be eliminated by more detailed characterization of
fabrication.
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Figure 6.4.4: Transmission spectrum for 10 channels of the ring enhanced spectrometer.

6.5 Increasing channel density

Channel width was greatly reduced due to the resonator. But the channel density, channels
per unity of spectral range, is still equal to the DG spectrometer. Two ways can be readily
suggested to increase the channel density. One denoted as space serialization and the other
time serialization.

The space serialization approach consists of using multiple combined ring-DG spectrometers,
so that the input of a spectrometer is connected to the through port of the previous device,
as shown in figure 6.5.1. The peak wavelength of each spectrometer is shifted relative to the
others. The number of devices needed in order to achieve the a spectral density where the
channels are separated by ∆λFWHM , is equal to the DG spectrometer channel width divided
by ∆λFWHM . In spite of the area increase, this approach is still more compact than using a
traditional diffraction grating spectrometer since in this proposed approach the area increases
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linearly with resolution as opposed to quadratic in traditional DGs.

outputs 1 outputs 2 outputs n

input

Figure 6.5.1: Multiple RES connected in tan-
dem.

outputs

input input

λ λ

outputs

Figure 6.5.2: Single RES at difference temper-
atures. Transmission spectrum shifts.

In time serialization, figure 6.5.2, only a single combined spectrometer is used and the output
spectrum is measured several times. In each measurement the device transmission spectrum
is shifted. Notice that this approach also requires active tuning of the ring and the EDG
spectrometer.

6.6 Application of time serialization

We applied the time serialization technique to our device. Thermo-optic effect was used to
shift the spectrometer transmission spectrum. Since our FWHM was 50 pm and the channel
spacing was 970 pm, we saw that an increment of channel density in 10 times could be done
without introducing much crosstalk.

To achieve this, we would have to shift the ring resonances and EDG spectrometer channels by
97 pm. Watching a resonance of valley on the through port as we changed as the temperature,
figure 6.6.1 were changed we measured the rate of change of the resonance wavelength shift
with temperature as being 79 pm/K, figure 6.6.2. Resonance wavelength shift with ring heater
driving power was also measured. It is checked whether the coefficient would change with
the overall sample temperature. Although in principle this should happen, there was not an
appreciable change in the range of temperature we driven the device.

Figure 6.7.2 shows a density plot where each horizontal line corresponds to the transmission
spectrum of each channel. Notice that the overlap of the residual transmission from the DG
spectrometer with the neighboring resonances can be seen in the side diagonal lines, and their
transmissions are at least 10 dB lower than the peak (main diagonal line).
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6.7 Results
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Figure 6.7.1: Transmission spectrum for a combined ring and diffraction spectrometer using a
time serialization technique for reducing channel spacing.

Figure 6.7.1 shows the transmission spectrum for the ring enhanced spectrometer for a set of
10 different temperature. We start with a configuration of chip temperature and ring heater
driven power such that the DG comb and the ring resonances are aligned, the temperature of
the chip is then raised in steps such that the transmission spectrum shifts by 97 pm.
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Figure 6.7.2: Density plot of the transmission spectrum for a combined ring and diffraction
spectrometer using a time serialization technique, where each horizontal line refers to a channel
of the spectrometer.
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6.8 Device comparison

Reference Diagonal Resolution FSR Crosstalk Diagonal × Resolution
(mm) (nm) (nm) (dB)

Brouckaert1 0.3 20 150 -30 6
Cheben2 11 0.2 10 -10 2.2
Horst3 0.3 3.2 75 -19 0.9

Current work4 1.4 0.1 115 -8 0.14

Table 6.1: Comparison of integrated spectrometer features.
1Brouckaert, Bogaerts, Dumon, Thourhout & Baets, “Planar concave grating demulti-
plexer fabricated on a nanophotonic silicon-on-insulator platform”
2Cheben et al., “A high-resolution silicon-on-insulator arrayed waveguide grating mi-
crospectrometer with sub-micrometer aperture waveguides”
3Horst, Green, Offrein & Vlasov, “Silicon-on-insulator Echelle grating WDM demulti-
plexers with two stigmatic points”
4Kyotoku, Chen & Lipson, “Sub-nm resolution cavity enhanced microspectrometer”

6.9 About the DG spectrometer channels spacing and
resonator FSR mismatch

As mentioned, the mismatch between the DG spectrometer channel spacing and the resonator
FSR caused a misalignment of the corresponding peaks that limited the useful set of spectrom-
eter channels. It is interesting, therefore, to investigate how this interferes in production of ring
enhanced spectrometer (RES).
The best alignment of the DG spectrometer channels and the resonance comb is achieved
when the middle channel peak is matched with a resonance. In this configuration, the peak
wavelength mismatch of the channel and resonance is going to be

∆λmismatch = (∆λCS −∆λFSR) N2 , (6.9.1)

where ∆λCS is the DG spectrometer channel spacing, ∆λFSR is the resonator free spectral range,
and N is the number of spectrometer channels. Ideally we want a zero mismatch, but assuming
that mismatch smaller than τ can be tolerated, we conclude that the tolerable relative channel
spacing and resonator FSR error τerror must be

τerror = ∆λCS −∆λFSR
∆λFSR

≤ 2τ
N∆λFSR

. (6.9.2)

Supposing a tolerance equal half of the DG spectrometer channel FWHM for device with 100



92 CHAPTER 6. RING ENHANCED SPECTROMETER

channels and 1 nm channel spacing, a tolerable error of 1% between the channel spacing and
resonator FSR is reached. To evaluate this result it is necessary to understand to what precision
can we fabricate a device with determined FSR or channel spacing.

6.10 Conclusion

We showed that by using an optical micro ring cavity combined with a diffraction grating
spectrometer it is possible to decrease the final device channel width while preserving small
footprint. This is because the channel width of the combined device is decoupled from the
number of grooves of the diffraction grating. Using time serialization, a device with channel
spacing of 0.1 nm, 100 channels, -10 dB crosstalk was demonstrated in a 2x1 mm2. To the
best of our knowledge this is the highest number of channels and smallest channel spacing for a
device of the reported size. While the idea was implemented in a silicon based material which
is suitable for IR spectroscopy, the concept can be extended to other wavelength regimes such
as the visible range by employing other material platform such as SiN for the realization of the
resonator and the grating.
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Appendix A

Huygens-Fresnel Diffraction

A.1 Numerical calculation

On computing Helmholts and Kirchhoff integral theorem 5.1.5 numerically, a few optimization
can be made. The following optimization is particulary usefull when the calculation needs to
be taken over many elements. To make it more clear, consider the arrangement in figure A.1.1.
We have a light source at point S and two obstacles that have apertures Q and P, and we

S

Q

P
T

s
tr

n̂

m̂
Q

P

Figure A.1.1:

want to evaluate the electric field at T . Using the integral theorem, this would be a three step
operation. First we would compute the field at Q from S, then compute field at P from field
at Q, to then finally calculate the field at T from the field at P. From the integral theorem
we see that at each point P we need to compute the field U(P ) and derivative of the field in
the direction of normal m̂ of apperture defining plane P, ∂U(P )

∂m
. By analytacally carrying the

derivative of U in respect of m̂, numerical derivative is avoided which would introduce round-off
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error1 and processing cost. The resulting pair of equations will then be.

U (P ) =
∫
Q

eikr√
kr

[
ikU (Q)

2 cos (r, n)− ∂U (Q)
∂n

]
dS (A.1.1)

∂U (P )
∂m

= ik

2

∫
Q

eikr√
kr

[
U (Q) ik2 cos (r, n)− ∂U (Q)

∂n

]
cos (r,m) dS (A.1.2)

We, then, can use the above set of equations to iteractively compute the electric field at points
Q, P and T .

A.2 Small aperture approximation

If the aperture Q is much smaller than r, then we can consider that cos (r,m) does not vary a
lot in the integral, therefore we can pull it outside the integral, which convert the integral to
U (P ). We therefore can simplify the equations to

U (P ) =
∫
Q
eikr√
kr

[
ikU(Q)

2 cos (r, n)− ∂U(Q)
∂n

]
dS

∂U(P )
∂m

= ik
2 cos (r,m)U (P )

(A.2.1)

∂U (P )
∂m

= ik

2 cos (r,m)
∫
Q

eikr√
kr

[
U (Q) ik2 cos (r, n)− ∂U (Q)

∂n

]
dS = ik

2 cos (r,m)U (P )

(A.2.2)

A.3 Numerical program validation

To validate the program, we simulated a geometry that could also be solved analytically. Figure
shows the chosen geometry. It consists of a circular screen with radius R, and a source field
concentric with the screen consisting of a uniform field E over a line segment with length W .
Analytically the first approximation off equation, to the chosen geometry will be equal to

Ecircle =
√
π

2WEe−ikR
√
k

R
(cos(α) + 1)sinc

(
kW sin(α)

2π

)
(A.3.1)

where k is the wavenumber. For R = 2mm, k = 1.24× 105cm−1 and W = 3μm, the simulation
(circle markers) and analytic function (continuous line) are plotted in figure X.

1http://en.wikipedia.org/wiki/Rounding_error

http://en.wikipedia.org/wiki/Rounding_error
http://en.wikipedia.org/wiki/Rounding_error
http://en.wikipedia.org/wiki/Rounding_error
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Figure A.3.1: (a) Schematic of the geometry used to validate simulation program against the
analytic solution. (b) Electric field in the circle screen in (a) versus the angle α.
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Appendix B

Fourier transform

B.1 Relation
∞∑

n=−∞
f (n) eikn =

∞∑
m=−∞

f̂

(
k

2π −m
)

(B.1.1)

Using Dirac delta integral

∞∑
n=−∞

f (n) eikn =
∞∑

n=−∞

∫ ∞
−∞

δ (x− n) f (x) eikxdx,

which can be reordered to
∞∑

n=−∞
f (n) eikn =

∫ ∞
−∞

f (x)
∞∑

n=−∞
δ (x− n) eikxdx.

Using the relation ∑∞n=−∞ δ (x− n) = ∑∞
m=−∞ e

−2πmx

∞∑
n=−∞

f (n) eikn =
∫ ∞
−∞

f (x)
∞∑

m=−∞
e−2πmxeikxdx,

and reordering the sum

∞∑
n=−∞

f (n) eikn =
∞∑

m=−∞

∫ ∞
−∞

f (x) ei2π(
k
2π−m)xdx.

Notice that the integral is Fourier transform then we get,

∞∑
n=−∞

f (n) eikn =
∞∑

m=−∞
f̂

(
k

2π −m
)

Q.E.D.
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B.2 Common Fourier transforms

Function
Fourier transform
unitary, ordinary

frequency

Fourier transform
unitary, angular

frequency
Remarks

f (x) f̂(ξ) =∫∞
−∞ f(x)e−2πixξ dx

f̂(ω) =
1√
2π
∫∞
−∞ f(x)e−iωx dx

rect (ax) 1
|a| · sinc

(
ξ
a

)
1√

2πa2 · sinc
(

ω
2πa

) where
sinc (x) = sin (πx) / (πx).

e−axS (x) 1
a+2πiξ

1√
2π(a+iω)

The function S (x) is the
Heaviside unit step function

and a > 0.

e−αx
2 √

π
α
· e−

(πξ)2
α

1√
2α · e

−ω
2

4α
For this to be integrable we

must have Re (a) > 0.

Table B.1: Fourier transform of function found in the text.


