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RESUMO

Recentes acidentes industriais, como vazamentofgog)x tém causado danos
catastréficos ao meio ecoldgico (i.e. plantas enard), de modo que um método efetivo para
analisar riscos ecoldgicos tem sido demandado. BEmejo lugar, este trabalho tem como
objetivo propor uma metodologia capaz de quantificscos ecoldgicos inerentes a eventos
raros como acidentes industriais. Utiliza-se a rfagpan populacional para simular futuras
mudancas na abundancia populacional de espécies-ara risco e, assim, estimar a
probabilidade de extincdo ou declinio, tempo patngdo e outras medidas, para cada
cenario acidental. Assim, foi possivel desenvolwera abordagem que combina os danos
ecoldgicos (previstos através da modelagem pojulablicom a frequéncia de ocorréncia do
cenario acidental (estimada através de dados iois$0e analise de confiabilidade). O
resultado € uma curva de risco FN (similar ao tadolde uma analise de risco a humanos),
onde N é o declinio populacional médio e F a fragi#é acumulada de acidentes com
declinio maior ou igual a N. Em segundo lugar, abatho apresenta uma aplicagdo da
metodologia para quantificar os riscos ecologicaos/gnientes de acidentes associados ao
transporte e manuseio de petrdleo que abastece refimaria no Complexo Industrial
Portuario de Suape-PE, no Nordeste do Brasil. iBstalacdo esta localizada préxima a um
rico ecossistema aquatico de alta biodiversidadgopulacdo de uma espécie nativa foi
estrategicamente escolhida para representar oigenssa, alguns cenarios de derramamento
de petréleo foram simulados e suas frequénciascdeémcia estimadas. Para cada cenario
acidental, a concentracdo de 6leo que atinge algog#mu foi prevista via modelagem de
destino e transporte. Os riscos ecoldgicos foraantificados e apresentados em uma curva
FN. Uma analise de sensibilidade foi feita paralaap como mudancas em parametros
especificos causam mudancas nas medidas de rikrn.dsso, a incerteza foi medida como
um intervalo (limite superior e inferior) para a®didas de riscos com base em cenarios
pessimistas e otimistas. Finalmente, a metodologistrou-se viavel, eficiente, conveniente e
flexivel, apesar de que algumas melhorias aindampakr feitas e estas foram propostas para
trabalhos futuros.

Palavras-chave: Analise Quantitativa de Risco; ipalde Riscos Ecoldgicos;
Acidentes industriais; Modelagem ecoldgica.



ABSTRACT

Recent industrial accidents such as toxic spillgeheaused catastrophic damage to
ecological environments (plants and animals), ab dh effective method to assess ecological
risks has been demanded. Firstly, this work aimpraposing a methodology capable of
quantifying ecological risks related to rare evesth as industrial accidents. One uses
population modeling to simulate future changesagopulation abundance of key species at
risk and therefore estimate the probability of mation or decline, time to extinction and
other measures, for each accidental scenario. Thusgs possible to develop an approach
that links the ecological damage (predicted viaytagon modeling) with the frequency of
occurrence of the accidental scenario (estimatadhistorical data and reliability analysis).
The result is a FN risk curve (similar to the résifla human quantitative risk assessment),
where N is the average population decline numbetr Bnthe cumulative frequency of
accidents with N or greater abundance decline. 18#¢gothe work presents an application of
the methodology to quantify ecological risks oraging from accidents associated with
transport and handling of crude oil to supply anr@iinery in the Suape Port and Industrial
Complex, in the Northeast of Brazil. This is lochteear a very rich aquatic ecosystem with a
high biodiversity. A population of a native specigas strategically chosen to represent the
ecosystem, some scenarios of oil spill were siredland their frequencies of occurrence
estimated. For each accidental scenario, the ctratciem of oil that reaches the population
was predicted via fate and transport modeling. €helogical risks were quantified and
presented as a FN curve. A sensitivity analysis nvade to explore how changes on specific
parameters cause changes in risk measures. Alsertaimty was measured by estimating a
range (lower bound and upper bound) to risk measbased on best case and worst case
scenarios. Finally, the methodology proved to bacticable, efficient, convenient and
flexible, although some improvements can still kedeand were proposed for future works.

Keywords: Quantitative Risk Assessment; EcologiBatk Assessment; Industrial
accidents; Ecological modeling.
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1. INTRODUCTION

This work is within the field of Ecological Risk Asssment (ERA), which has become
an important part of the decision-making processrfanaging environmental problems [1; 2]
and can be used to evaluate risks to plants andadsias a result of human impact. It has
been considered in programs administered by the BrSironmental Protection Agency
(EPA) and in similar programs administrated by emvinental agencies in Canada, Europe,
New Zealand and Australia. For instance, ERAs hesnbused in pesticide regulatory
programs, support in decision-making about wastehdirges, and remedial actions to clean
up or treat contaminated areas, and installatiome®f industrial facilities. This work focuses
on the last one, which makes ERA an important fiefdresearch within Production
Engineering, since it is particularly useful in wstdrial establishments for providing
information necessary to the processes of licengisg management, and environmental
management.

In general, risk assessment in industrial risk gan@ent should deal with risks to the
totality of the surrounding environment originatifigm an industrial installation or activity,
including the ecological environment (sometimeswmnaas the natural environment), the
human health and structures/technology/physicalkenasds. Each one of these entities has
little similarity in the variables used to perforanrisk assessment, so that they usually need
distinct methodologies, especially if it is a quiative assessment. As consequence, ERA has
become a particular field of study within the R&¢sessment. This work centers its attention
in ecological risks, which means risks with potahto cause adverse ecological effects, and
does not contemplate risks to the human healtl physical materials. In addition, because
fire and explosion are events that usually causemnecological damage than toxic spills, we
focus on threats caused by toxic spills, althoinghformer can be treated as initiator events of
the latter.

With regard to current studies in the field of ERAgst of them (e.g., [2; 3; 4]) focus on
risks caused by chronic interference (continuous @ersistent) such as, for example, waste
discharge, so that there is a missing link betwessmogical risks and industrial accidents. For
that reason, this work falls within the contextt®A for industrial accidents, i.e. it deals with
(rare) events with low frequency of occurrence thwatt may cause catastrophic damage. For
the purposes of this work, rare events are defam@vents that happen less than once per

year.



In the recent Brazilian context, ERAs for toxicllsprely on subjective rules-of-thumb
or opinions [5]. In other words, it is usually dobg the comparison of the estimated
concentration of the toxic substance in an ecosystdth reference values given by
toxicological information, such as the Toxicolodidaformation Sheet (TIS) provided by
CETESB [5]. Therefore, this work focuses on quaftitie assessments (i.e. estimate of
guantitative values to the ecological risks relatedaccidents), in an effort to provide
numerical basis to decisions in environmental askimanagement.

It is worth mentioning that the proposed methodglog this work was already
published in the European Safety and Reliabilitys@sation Annual Conference, ESREL
2011 [6]. Also, an extended abstract of the appboaexample of this work was accepted to
be presented as oral presentation in the SocietyRfsk Analysis (SRA) 2011 Annual
Meeting [7]; and a paper about an improved versbrthe proposed methodology was
accepted to be published in the Probabilistic $afesisessment (PSAM) 11 & ESREL 2012
Annual Conference [8], the major international evarprobabilistic risk assessment in 2012.

1.1 Rationale and Contribution

Recent industrial accidents such as toxic spilleh@ause catastrophic damage to the
environment and consequently great economic lossdke responsible company. That is
what British Petroleum (BP) painfully learned aftiee oil spill on April 20 of 2010, with the
explosion of the Deepwater Horizon platform in Gelf of Mexico, causing one of the most
severe ecological disasters in history and a losstife company estimated at 37 billion
dollars to be spent on cleanup, fines and repiosvever, this leak could have been avoided
with the purchase of an equipment of U$500,000¢e ablseal the well in case of accident.
This resulted in a loss 74,000 times higher to BBt counting the corporate image
degradation and the loss in the value of its shH&jes

Several others dramatic industrial accidents hés@ @ccurred in recent years, resulting
in the discharge of chemicals and damaging valuablesystems [10; 11; 12; 13]. For
instance, the wrecks of the oil tankers Rena (20RfBstige (2002) and Erika (1999); and the
chemical spills at Dofiana (Spain) in 1998 and Bé&ase (Romania) in 2000. Table 1 presents
a summary of recent accidents in the world, whefeside 2 presents accidents in Brazil.

Besides these, a high number of less harmful imtsdleappen every year [11].



Table 1 — Recent most severe industrial accideot&lwide.

>

Industrial Accident Event Year Location I mpact

Marine oil spill by a stricker | 2011 Coast of Nev About 350 tonnes of oil into the sea.

container ship Zealand has washed up along about 60
kilometers of the coast. Nearly 1,300
birds have died in the spill. It is seen a
New Zealand’s worst environmental
disaster in decade

Explosion in the Deep Wat | 201( Gulf of Mexica Death of 11 people, more than €

Horizonplatformr endangered specit

Marine cil spill by the tanke | 200z Coast of Spai More than 35,000 tonnes spilled, witl

Prestige similar amount left inside the sunken
tanker. Almost 20,000 birds found dea
several hundred kilometers of coast
polluted in Spain and Franc

Chemical spill 199¢ Guadiamar river, | Enormous environmental impact: 3 6

caused by rupture of a Donana National | hectares of cropland destroyed, 12

dam at a mining Park (Spain) tonnes of dead fish collected.

compan Aznalcdllai

Spill of almost 100,000 cub | 200C Region of Baic More than 1,000 km of contaminal

meters of polluted Mare in area; hundreds of tonnes of fish killed;

water caused by northwestern drinking water supply was interrupted i

the break of a dam at the Romania 24 |ocations, affecting over 2.5 million

mining people.

compan AURUL S£ SC

Marine oil spill by the tanke | 199¢ Atlantic coast o | 20,000 tonnes of oil spilled, 400 km

Erika France coast polluted, 45,000 birds found de

Marine oil spill by the tanke | 198¢ Coast of Alask About 100 million birdkilled and 2,000

Exxon Valdez kilometers of contaminated coast, abo
2% of the oil spilled is
still polluting the area

Explosior of one othe 198¢ Ukraine High radiation released and nucle

four reactors at Chernobyl cloud; immediate death of 32 people,
other 10,000 died in the following
years; contamination of
thousands of forests; diseases in morg
thar 40 00( people




Table 2 — Recent most severe industrial accidenBrazil.

Industrial Accident Event Year Location I mpact

Marine oil spill causedy the | 200( Porto f About 1.5 million liters of oil spillec

explosion of the tanker Vicufla Paranagua, PR | affecting much of the bay, including
environmental preservation are

Qil spill caused by the ruptui| 200(C Rivers Birigui anc| About 4 million liters of oil spilled int

of a pipeline expansion joint Iguacu, PR the Rivers, causing the greatest

in the refinery (etulio Varga: environmental disastewith oil in Brazil.

Qil spill caused by a leakin | 200C Baia de At least1.3 million liters of oil spilled,

underwater pipeline in the oil Guanabara, Rio | 40 km? of bay polluted, damaging larg¢

refinery Duque de Caxias de Janeiro, Brazil| swaths of mangrove ecosystem. Amorjg

the 12 spills occurred in the Bay, this
was considered the most seric

QOil spill causecby a leaking | 1997 Baia de Spill of 2.8 million liters of oil, reachin

underwater pipeline in the oil Guanabara, Rio | 4,000 m? of mangroves in the Bay.

refinery Duque de Caxi de Janeiro, Braz

Qil spill caused by a breakir | 1994 Coast of S& Spill of 2.7 million liters of oil, polluting

pipeline Paulo, Sao beaches and headlands of four
SebastidoSF municipalities

Marine oil spill by the tanke | March 198! Coast of Sa About 25 million liters of oil spilled,

Marina Paulo, Sao affecting bays, inlets, beaches, rocky
Sebastido, £ shores and research are

It can be seen that most accidents are caused bpilté originated from transport and
handling activities in the ocean. In fact, accogdio the database of the International Tanker
Owners Pollution Federation Limited (ITOPF), itastimated that from 1970 to 2005, about
5.7 million tons of oil were discharged into theagd4]. It is also estimated that about
700,000 tonnes/year of crude oil and its derivatimee dumped into aquatic environments
[15], and the time to recover coastal environmdndés have been impacted by crude oil can
vary from four to one hundred years [15]. Partidylan Brazil, there were about 30 serious
accidents with oil spill between 1990 and 2000 [Kl$o0, as the global demand for oil grows
[16], so does the quantity of this product andlgsvatives being produced, processed, stored
and transported, and consequently increases tleatmitto cause serious ecological damage.

The high frequency of industrial accidents, theeasing potential for damage, and the
current need for sustainable development suggasptlventive measures must be improved,
and the risk assessment is the groundwork for ¢y o implement preventive measures. In
this sense, the greatest contribution of a QER#iprovide information to maximize the
efficiency of risk management measures. Miscalmgatisks leads to inefficiency, i.e.
underestimating them may lead to inadequate rigkagg@ament to control and prevent adverse
effects to the ecological environment, whereas@stenating them lead to waste of resources
to mitigate apparent problems that are not reatiyartant.

There are several other benefits of a QERA forbéistaments that handle hazardous

substances [2; 17]:



» allows to systematically identify the existing emgical risks, leading to an
improved level of preparation to emergencies;

» allows to examine the population dynamics of nasypecies in surrounding
ecosystems;

e it is an iterative process, so that new informatiam be incorporated into risk
assessments in order to improve the results;

» it can be used to express changes in the ecolagg&al as a function of changes
in preventive measures or changes in the projedhefestablishment. This
capability may be particularly useful to the demisimaker who must evaluate
tradeoffs, examine different alternatives, or deiae the extent to which risk
must be reduced to achieve a given outcome;

* it can deal with uncertainty, measuring it and camioating it to risk managers
on a quantitative basis;

* it can deal with environmental variability (i.e.tagal variation of environmental
conditions in time and space);

» allows the quantification of risks, which providedasis for comparing, ranking
and prioritizing risks. It can also be useful irsebenefit and cost-effectiveness
analyses related to the alternative managemerdrepto the reduction of risk;

* provides numerical basis of knowledge for commumga the risks to
stakeholders;

* provides relevant information to tackle many keypgan environmental
management, such as optimal resource allocatioméoritoring affected areas,
optimal management of threatened and endangeretspand spatial planning
for landscape restoration and management;

» the assessment may aggregate value to the profiine organization, by being
promoted as sustainable policy.

To help improve the consistency and quality of QER&me methodologies have been
developed. EPA provides a detailed guide to thege® of ERA [2], but they consider risks
caused by almost surely events only (e.g., use estiggdes, waste discharge, chronic
pollution), i.e. events that happen with probaypiline and usually cause minor ecological
damage. They do not contemplate industrial accgjest (rare) events with low frequency of

occurrence but that may cause catastrophic damage.



Camacho [17] proposes a methodology named QuawgitdEnvironmental Risk
Assessment. This integrates a methodology to a@dlye risk of industrial accidents with
another methodology to analyze the potential ofibal effects on not only the wildlife (i.e.
ecological risks), but also on others environmem@amponents: humans and economy.
However, he presents no definitive procedures t@ntjfying ecological risks. Actually, in
the case study of his work, he considers only &fféo the human health, so that the
environment is limited to human-beings and the iappbn of his methodology falls in the
case of standard human Quantitative Risk Assessf@&) methodology [18].

The previous methodologies have a common limitatitve missing link between
ecological risks and industrial accidents. In ottetackle this limitation, Staret al. proposes
a model to assess risk for the aquatic ecologivar@nment related to industrial installations
[19]. This model, called PROTEUS, considers botprababilistic approach for industrial
accidents (particularly industrial spills) and acbee ecological effects. The former is
calculated based on standard QRA methodology [hf] wses correction factors needed in
order to assess the risk from an activity undealloocumstances. The latter is calculated as a
volume of potentially contaminated surface watgrasately for (1) toxic effects, (2) lack of
oxygen and (3) formation of a floating layer, aetesting the maximum of these effects.

However, PROTEUS predicts a volume of potentiallgntaminated water for
representing ecological effects, but the presef@ecertain quantity of contaminant does not
necessarily mean relevant ecological risk [20]. Bos reason, one relevant drawback of
PROTEUS cannot be ignored: it fails to directly axglicitly quantify impacts on ecological
entities (such as populations). For example, the teffects are estimated by the inaccurate
approach that simply compares the predicted coratéat with a toxicity threshold (effect
concentration, E&g) for algae, arthropods or fish, i.e. the hazardtigmt approach (section
2.4 provides more information about this limitajioRurthermore, even though a volume of
potentially contaminated water is calculated, hasd to determine if the risk is significant or
not, because each specific aquatic ecosystem Isaspiecific response to a certain
contaminated water volume, so that QERAs with PROSHeed a qualitative evaluation of
at the end. In summary, the results of PROTEUSatalirectly useful for risk managers and
stakeholders. They still need a subjective evatnati ecologists before being presented.

As a way around these shortcomings, the main durion of this work is to provide a
methodology that considers both the accident’sueegy and the magnitude of the adverse

ecological effects. The proposed methodology isabbgp of quantifying ecological risks



caused by events with low frequency of occurrenm @tastrophic consequences. It focus
on ecological impacts. Moreover, it uses matherahticodeling applied to ecology (i.e.
population modeling [3; 20]) to extrapolate toxmgical effects on individual organisms to
population-level effects (e.g. effects on abundamcgrowth rate). The Figure 1.1 illustrates
the main goal of the proposed methodology, whicltioisntegrate data on four different
studies that provide relevant information to untierd ecological risks related to industrial
accidents, i.e.. fate and transport models thatrdes and predict the dispersion and
concentration of chemicals in the water, air, dk; seliability analysis to estimate accidents’
frequencies of occurrence; ecotoxicology that ptesiindividual-level effects as a function
of toxic exposure; and ecological modeling thahstates individual-level into population-

level effects.

Fate and
transport
modeling
~ Proposed A
Reliabili : Ecotoxicology
anahse  Methodology | viase

to QERA

Ecological

modeling
{population-level
effects)

Figure 1.1 - Proposed methodology as a means efjiating data from several fields of study
that provide relevant information for ecologicaski quantification.

Again and again, the proposed methodology is moitéd to assess ecological damage
to individuals (individual-level effects), that eft leads to inaccurate risk estimates and thus
errors in environmental and risk management detssidhe methodology makes use of

ecological modeling in risk assessment [3; 20]t &éaplicitly quantify impacts on ecological
7



entities and can provide a more powerful basisefqressing ecological risks. This way, it
incorporates population modeling in order to prediee responses of population to toxic
exposure (population-level effects) and taking irdocount the relationships between

individuals, the life history and ecology of a natspecies in the surrounding ecosystem.

1.2 Objectives

1.2.1 General objective

To propose a methodology for quantitative risk ssseent for industrial accidents with
potential to cause adverse effects on ecologicair@mments, i.e. plants and animals

(excluding people, pets and physical materials).
1.2.2 Specific objectives

e To select and integrate ideas, possibilities, nathand guidelines that could
improve the process of quantifying ecological risks

« To propose the quantification of the frequency otwrence of accidental
scenarios via reliability analysis;

e To propose exposure and consequence assessmentfate.gand transport
modeling, exposure-response assessment, populaiiaeling) as means of
describing the ecological damage (i.e. quantifyitigg magnitude of the
consequences) caused by accidental toxic spills;

» To contemplate both the frequency of occurrenceamsequences in a single
risk measure;

* To divide the methodology into steps and desctieetin details;

* To employ worst-case criteria throughout the preplosiethodology to screen
out accidental scenarios that have insignificanttioution to the final
ecological risk, thus avoiding waste of resouraes tame;

* To build a comprehensive scheme that illustrates steps and criteria in
conducting the methodology;

e To justify all assumptions and criteria of the nogtblogy;

* To test the efficiency and practicability of the thmxology by applying it to
conduct a QERA in an industrial activity that deaith huge amounts of toxic

chemicals, i.e. activities of transport and hargllof crude oil to supply the



Abreu e Lima oil refinery (RNEST), to be construtteithin the Suape Port and
Industrial Complex (SPIC), in Ipojuca, Pernambug@zil.

1.3 Expected results

It is expected that the methodology will be capatfleffectively quantifying ecological

risks (at population-level) caused by accidentaict@pills. More specifically, it is expected

that the methodology should:

Make predictions that are relevant to environmeautal risk management;
Provide information that allows the comparison aghaocidental scenarios, as a
basis for prioritizing risk management actions urioheited resources;

Provide a single risk measure that summarizes ¢bégical risks originating
from accidents in a hazardous industrial activigs simple way of
communicating to stakeholders the total ecologicésk;

Deal with uncertainty, measuring it and communiggit to risk managers on a
guantitative basis;

Deal with environmental variability in time and spa

Be convenient and practicable in terms of costse thind data needs.

1.4 Structure of the work

This work is organized as follows. Chapter 2 présem review of the theoretical

background for understanding this work. Chapterés@nts the proposed methodology and

explains how it can tackle limitations of other hredologies. Chapter 4 aims at validating the

proposed methodology. It consists of an applicatibthe methodology to perform a QERA

in an industrial activity. Lastly, chapter 5 is cenned with the concluding remarks, i.e. the

most important goals and limitations of the metHody, practical implications of the results,

conclusions taken from the application examplefahge developments.



2 THEORETICAL BASIS

2.1 Basic Concepts of Ecology

Ecology is the science that studies the relatidns/zimg beings with one another and
with the environment in which they live as well tagir reciprocal influences, including the
human aspects that affect and interact with therabsystems of the planet [21].

For the purposes of this work, it is important te tlear about the definitions of
environment and ecological environment. In accocdanith EPA, environment is “the sum
of all external conditions affecting the life, désgment and survival of an organism” [22].
So environment encompasses humans, physical msatana the ecological environment
itself (i.e. wildlife plants and animals).

As stated previously, ecology studies the relatmis/ing organisms to each other and
to the environment. The biological world is veryngaex, so it was divided into biological
hierarchy levels, as shown in Figure 2.1. The eppktudies only from individual organism
level to higher levels and EPA provides definitidoghese [22]:

* Organism refers to “any form of animal or planelif

* Population refers to “a group of interbreeding migms occupying a particular
space”. Each population has its own characteristick as abundance, birth rate
(fecundity), deaths rate (mortality), age distribot dispersion, growth rate.

« Community refers to “an assemblage of populatidrdifeerent species within a
specified location in space and time. Sometimgsaréicular subgrouping may
be specified, such as the fish community in a lakethe soil arthropod
community in a forest”.

» Ecosystem refers to “the interacting system of @ogical community and its
non-living environmental surroundings”.

« And landscape refers to “the traits, patterns, atmicture of a specific
geographic area, including its biological compaositiits physical environment,
and its anthropogenic or social patterns. An arbare interacting ecosystems

are grouped and repeated in similar form”.
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Hierarchy of Biclogical Endpoints

Level of Oroanzation Ecological Belevance
* Landscape High
* Ecosystem
* Biological community A
* Population
* Individual organism
* Organ
* Tissue - Biomarlkers
* Cell
* Molecule |
Low

Figure 2.1 - Hierarchy of biological endpoints.
(From the ref. [3])

By the way, habitats used by most species arouddstnal sites are becoming
increasingly fragmented by human activities andseguently, several distinct populations of
same species are living spatially separated, te gfhiinteracting at some level (e.g. exchange
of individuals). In fact, there are relatively fewases where the entire population resides
within a same area. Hence, most species are ditgdlacross space as a large population of
connected subpopulations, that is, as a metapapulafccording to Pastorokt al, “a
metapopulation is a set of populations of the sgpseies in the same general geographic area
with a potential for migration among them” [3].

With regard to levels lower than individual organg i.e. organ, tissue, cell and
molecule, they can be biomarkers. These are measfrdody fluids, cells, tissues or
measures taken on the whole organism, which inglicah biochemical, cellular,
physiological, compartmental or energetic termsg fresence of contaminants or the
magnitude of the response of the target organisgj. [3till, the National Institute of
Environmental Health Sciences (NIEHS) states thadrharkers play an important role in
understanding the relationships between exposureernwironmental chemicals, the
development of chronic human diseases, and thetifidation of subgroups that are at
increased risk for disease” [24].

All these explanations complement each other atyl toeunderstand that ERA can be
conducted at all levels within the biological hietay (including biomarkers). Nevertheless,

11



the methodology proposed in this work focus on pefpan- and metapopulation-level risks,

i.e. the potential for adverse effects on (metaljmtpns. Readers are referred to the
reference [3] for models that are potentially ubéu risk assessment at higher-levels and to
a series of four papers, commissioned by the Earo@xience Foundation [25; 26; 27; 28],

for the use of biomarkers in ERA.

2.1.1 Ecotoxicology

The term ecotoxicology was proposed in 1969 bytéeologist René Truhaut during
a meeting of the Committee of the International @iluof Scientific Unions, in Stockholm.
According to Truhaut, ecotoxicology is defined #%"branch of toxicology concerned with
the study of toxic effects, caused by natural antlsgtic pollutants, to the constituents of
ecosystems, animal (including human), vegetablenaictbbial, in an integral context” [29].

In the 1960s, based on acute toxicity tests resthis Water Quality Act — USA
established the first water quality standards uheortto protect the aquatic life. In the same
period, researches were developed focusing ondleeton of sensitive and representative
organisms of the aquatic environment and on thivetibn of organisms in laboratory. In the
same decade, the book Silent Spring, written byhBlaCarson, was published. It was widely
read and began to diffuse to the public concerasitapesticides and environment pollution.
In the book, she calls attention to the harming lalioshg of not only animals and birds but
also humans caused by the uncontrolled and unexanpesticide use.

Throughout 1970s, some American researchers nadtadimits established for many
toxic agents separately could not preserve, etfelsti the water quality necessary to maintain
the aquatic life. With this in mind, the aquatigitilogy had a rapid development due to the
knowledge of complex liquid effluents toxicity atige interactions between toxic agents in
effluents and its effects on aquatic biota. Besithes, sophisticated systems were developed
in order to conduct acute and chronic toxicitydesising fish eggs and larvae to evaluate the
toxic effects of chemical substances on differdatdtages of organisms. [30]

During the 1980s and 1990s, validation studiesbbtatory toxicity tests anmbllected
aquatic water field data results showed the impadaf selecting representative species of to
evaluate toxic effects on an ecosystem. Afterwartsjmplementation of ecotoxicology tests
was intensified for the establishment of water yatandards. [30]

Nowadays, the ecotoxicology plays an important nolERA because it provides basis
of knowledge about toxic effects on individual angens caused by chemical exposure as

well as about the representative species in anystm. Knowledge on individual-level
12



effects is essential to predict higher-level efesuch as on population abundance (or
density), on community species richness, on pradtct or on distributions of organisms.
Likewise, because the assessment of all specias efosystem would require huge costs and
long time, knowledge on which are representatiexigs is necessary to make the assessment

tractable.

2.1.2 Population dynamics

Population dynamics is an ecology discipline whitihdies changes in the population
abundance. These studies are important to analydeuaderstand what happens to the
population in natural conditions (without chemieaposure). Incidentally, population models
are used to predict and simulate the dynamicspafpaulation. This section will introduce the
main components in population dynamics, whereasose2.5 will present a comprehensive
overview of population modeling.

The populations that constitute an ecosystem aem gystems, i.e., they exchange
energy and matter with the external environmenhddeany attempt to describe and predict a
population dynamics requires knowledge about thteractions between:i)( system
components, i.e., organisms which compound the lptpao and ij) the system and the
external environment [21]. In view of that, to cheterize the dynamics of a population it is
necessary to define its survival, mortality andufedity, as well as migration, foraging
behavior and density-dependence when appropriate.

Firstly, survival means the number of individualsa population that are alive after a
given period of time and the survival rate indicatiee proportion. Pastorok et. al. [3] defines
the age-specific survival raf§; (t)] as “the proportion of individuals present in aegiwear
(t) within a given age clasg) that survives into the next age cldss- 1) in the following
year(t + 1)". Age-specific survival rates can be estimatedhgyequation below:

Si(t) = Nip1(t + 1)/Ni(8) (2.1)
Where

S;(t) = survival rate of individuals in age class# timet

N;41(t + 1) = number of individuals in age cla@s+ 1) at time(t + 1)

N;(t) = number of individuals in age cla§9 at time(t)

In face of that, mortality is the number of indivads of a population that died in a

given period of time. The death rate can be exprkas 1S;(t).
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With regard to fecundityR), by definition, it means “the number of live qiftng per
individual in a given age class that will survieelte counted in the first age class” [31].
Incidentally, calculating fecundity depends on #évailable data and two brief examples
might clarify it. On the one hand, e.g., for ovipas animals, fecundity can be estimated by
the equation:

_ (actual eggs) y (probability) y (probability of hatching) 2.2)
~ \ per female of hatching surviving to age 0 year)’ '

where the probability of hatching and the prob&pitif hatching surviving to age 0 year are
empirically derived species-specific value betw8eand 1. In this case, it is not enough to
deriveF on the basis of knowledge about only the actuatbmer of eggs laid, i.e. one has to
include the probability of hatching and the proligbthat the newly hatched fry will survive
until the next census to recruit into age class 0.

On the other hand, if sufficient data is availadEgundity can be estimated by the

equation:

( proportionof age 0 year juveniles that were ) (number of juveniles at)
produced by individuals in age class i at time t time t+1 (2 3)

number of individuals in age class i at time t

Fagei(t) =

In an effort to estimate survival and fecundityeldi data need to be collected.
Determining survival rates requires a minimum ob teonsecutive yearly field censuses; in
fact, the results will be more reliable if datanfrahree of more consecutive years are
available. In addition to that, Pauwels suggeséd the censuses should be consecutive to
follow the age classes from one year to the nedttanestimate age-specific survival rates,
but if data for the target species are insufficigr@n one could extrapolate the information
from the related species to the target species [31]

Let us now examine features concerning the movemeatpopulation, i.e. migration
and foraging behavior. The term migration denotes movement of all or part of a
population from one habitat to another [32]. Inci@dly, it is the main way of interaction
between populations within a metapopulation.

Foraging behavior consists in all methods usedrbyprganism to acquire and utilize
sources of energy and nutrients. This encompassestidn, storage, consumption and
retrieval of resources. Moreover, the foraging tieimies to predict how an animal would
choose to forage within its habitat, considering khowledge of competition, predation risk,
and resource availability [33]. The larger the tpng area, more food will be available. In
contrast, the organism will spend more energy ake& tmore risk, since the exposure to
predators in areas beyond its natural habitatvéligreater. It is important to emphasize that
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the population foraging area should be considertedQERA when the spatial structure of the
environment has important effects on the populatiymamics.

Another very important mechanistic process withie tpopulation dynamics is its
regulation via density dependence on survival, atityt fecundity and movement of
populations. It is the phenomenon of populationwgho rate depending on the current
population density (or abundance). In other wordscording to Akcakaya, density
dependence “is any non-constant relationship betwegulation growth rate and the current
population size” [34].

As is observed in wildlife populations, they argeaf changing in size, but fluctuating
around an equilibrium abundance for long time pégjounless a disturbance occurs (e.g.
pollution, harvest, culling, poaching, catastropké;.). Consequently, it is important to
incorporate density dependence to describe a piqulaynamics because it causes the
population to reach a stationary state (which magtdate due to stochasticity only). The
equilibrium abundance is also known as the carrgagacity. In other words, as stated by
Akcakaya, “the carrying capacity is the level otiablance above which the population tends
to decline” [35].

There are many possible mechanisms that yield tyedspendence: fecundity may
decrease, mortality may increase with competition limited resources, the crowded
conditions may lead to social strife or cannibafisfopulation growth may also be affected
negatively as population size reach very low levélsis phenomenon, arising from Allee
effects [36; 37], draws a small population awaynfroéhe carrying capacity and toward
extinction.

Usually, to enhance population growth, density deleace factors decrease mortality,
increase fecundity, decrease emigration, or ineremsmigration (i.e. positive density
dependence). By contrast, to retard population trowhey increase mortality, decrease
fecundity, increase emigration, or decrease imrtimngi.e. negative density dependence). A
brief example can clarify the concept of densitpeledence: on the one hand, when there are
too many organisms living in the same space ampheart of the same population, food may
become less available and competition among thwithdhls starts. Consequently, negative
density dependence manifests itself (e.g., morwvichehls dying and emigrating) so that the
abundance will decrease to a quantity in which fisaglifficient for all individuals again.

To conclude, another fundamental component of allptipn dynamics is the natural

variability in all its components. In other wordfianges in survival, fecundity, migration and
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carrying capacity may occur in an unpredictablehitas. For this reason, any attempt to
describe a population dynamics should accounttimhssticity in those parameters to better
represent reality. Section 2.5.2 and section ZBo8ide guidance on how to model density

dependence and on how to account for stochastrieispectively.

2.2 Risk, Hazard, Threat, Control Measure, Recovery Measure, Consequences
and Accidental Scenario

There are many definitions of risk in the liter&usome are complementary, some are
supplementary and others are even antagonistich Bea of knowledge seeks to give its
specific meaning; therefore there is no unifornmgfther in the interpretations of risk nor in
the methodologies to risk assessment.

Camacho [17] transcribes the several definitionsrigk which were the theme of
discussion and decision of the SRA Committee onrid@ns held in San Diego in 1987,
entitled “Defining Risk”. It is presented a defioi that is considered necessary and
sufficient for the interpretation of risk in thisovk: the American Institute of Chemical
Engineers (AIChE) defines risk as a measure of munmgury, ecological damage or
economic loss in terms of both the accident likedith and the magnitude of the consequences
[38].

As this work focuses on ecological risks, the magig of the consequences regards
ecological damage and is quantified as a measurgmef and population probability of
extinction (or decline). This measure is widelyegmed and used by the scientific community
in ERA as well as is the quantitative measure ubgdthe International Union for
Conservation of Nature (IUCN) to classify plantsl amimals at risk [39].

However, from an economical point of view, this @& does not completely value
the magnitude of the consequences in terms of uadddgy. Utility theory is used to value
an unwanted event and so provide the most objeativkerelevant measure that a decision
maker could have to rationally take decisions wiekgposed to uncertainty. Describing an
unwanted event in terms of time and population gbdiy of extinction (or decline) consists
of about 80% of the efforts needed to value sucévamt in terms of undesirability. To whom
it may concern, Campello [40] presents the new puHor assigning value to undesirable
events, including a measure of risk aversion.

To the purposes of this work, on the one handheéslikelihood of occurrence of an
accidental scenario and, on the other, is the medsionsequence of this scenario in terms of
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time and population extinction (or decline). Thenfer is estimated using historical records
and reliability analysis techniques (e.g. everg,tievent Sequence Diagrams, Bayesian Belief
Networks) and it may involve both equipment faikirand human errors. The latter is
predicted via exposure and consequence assesseg@ntfdta and transport modeling,
exposure-response assessment, population modeling).

It is beyond the scope of this work to provide guide on reliability analysis; for a
general view on reliability theory, models, meth@a&l applications, see the references [41;
42; 43]; and for specific information about techreg such as Event Sequence Diagrams
(ESD), Bayesian Belief Networks (BBN) and Humani&ality Analysis, see the references
[44; 45; 46; 47, 48; 49]. Likewise, human damagerast within the context of this work; for
methods to calculate the vulnerability and consegeeon human health see the references
[18; 50].

It is also important to differentiate between thants hazard and risk. The former is a
potential source of damage whereas the latter és dbmbination of the likelihood of
occurrence of damage and the severity of that dan{ag defined circumstances). For
example, on the one hand, a great volume of oieupdessure has potential to cause damage,
so it is a hazard. On the other hand, overpressag cause an oil spill with defined
circumstances (such as total mass released, timspidf hydraulic flow) and cause a
particular damage that can be measured. The cotidnnaf the oil spill's likelihood of
occurrence with the magnitude of the damage chenaes the risk.

Concerning threats, control and recovery measams,consequences, Figure 2.2 is a
very interesting way of illustrating it. As alreadyentioned, hazard is a potential source of
damage (usually in the form of energy). Threatstlagenitiator events which could cause the
hazard to be released, although hazard and thaeatsometimes taken to mean the same.
Control measures (e.g., safety management systgans)s, automatic stops) are barriers and
preventive actions which can control the threat$ @aroid the occurrence of the top event, so
that they reduce the top event’s frequency of aetue and so reduce the risk. The top event
is actually the accident. Recovery measures (e-gouting of spills, burning the oil before it
reaches an ecosystem, pollution remediation, Habpeotection, translocation or
reintroduction of individuals in the population)eamnitigation actions which could reduce the
magnitude of the consequences and so reduce tke Gmnsequences are the damage,

impacts, or effects. Importantly, preventive measumclude both control and recovery
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measures. And finally, an accidental scenario issobdated by defined circumstances to all

this factors.

cel
Threat 1 Consequen
Threat 2 Consequence 2
Recovery
Measures c
Threat 3 onsequence 3
Co
t 4 Nse,
Thred Quence 4
Controlling the threats Recovering from and/or

which could release minimising the effects
the Hazard of the Hazard

Figure 2.2 - The bow tie that represents the relaghips between hazards, threats, controls,
top event, recovery measures and consequences.
(From the ref. [51])

Lastly, there are two types of toxic risks: risknioman health and ecological risk. The
former refers to the potential that adverse effeotshe human health may occur or are
occurring due to exposure to a toxic substance.|diter refers to the potential that adverse

ecological effects may occur or are occurring essalt of exposure to a toxic substance.

2.3 Quantitative Risk Assessment

A Quantitative Risk Assessment (QRA) allows therifi@ation of risks, concerning
since the frequent incidents with small impacts eieen the rare events with major
consequences. Thus, the QRA is necessary for algedecision making related to the
security of the establishment, surrounding comnmesiand ecological environment. The
major motivation of carrying out a QRA is that imder to optimize risk management
measures, they should be taken based on the resallQRA.

In other words, the QRA is used to demonstrateriies caused by the establishment
and thus help to prioritize which risks require gosort of action and in the decision to
choose between different actions to reduce thaks.riThe actions for risk reduction may be
guantitatively evaluated and compared accordirtheo implementation costs through a cost-
benefit analysis.

In Brazil, particularly in the state of Sdo Pawdmce the publication of the declaration
N° 1, 01/23/1986 [52], by the Environment Natio&aduncil Conselho Nacional do Meio
Ambiente —CONAMA), which created the requirement of an Enmimeental Impact

StatementEstudo de Impactos Ambientai€tA/ Relatério de Impacto AmbientaRIMA)
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for licensing activities significantly affecting éhenvironment, studies of risk assessment
started to be incorporated into this process, éorain types of enterprises, so that, besides the
problems related to chronic pollution, the prevemtiof major accidents should be also
included in the process of licensing [50]. Thuse omore contribution of QRA is that it also
provides the competent authority with relevant infation for enabling decisions on the
acceptability of risk originating from accidents.

Currently, there are several manuals for implententaof a QRA. The Committee for
the Prevention of Disasters (CPR), from the Ne#mal$, is a worldwide reference in the area.
They published four books identified by colors (theple, yellow, red and green books) [18;
53; 54; 55], which are often used in environmemaimits, based on the Environmental
Protection Law, and in the fields of labor safeétgnsport safety and fire safety. Those books
provide methods for the determination of probabsit possible damage and physical effects,
as well as guidelines for human quantitative riskessment.

In Brazil, the Environmental Company of the Stat&&o PauloGompanhia Ambiental
do Estado de Sao PaulocGETESB)published in 2000 a guidelines manual for prepanatif
studies in risk assessment (version only in Pogagy This is the main reference on QRA in
the country [50].

Although CETESB [50] cites the risk to the envir@mhas a totality (humans, animals,
plants, etc.) and highlights several times the irtggwe of considering impacts to the
ecological environment, they describe a methodofogYRA capable of quantifying risks to
the human health only (surrounding communities)] ant to the ecological environment.
Likewise, CPR [18] describes in detail a methodgldgr human QRA and presents
separately (in its chapter seven of only one pagd@w basic guidelines and references for
Quantitative Ecological Risk Assessment (QERA),chihére hardly enough for the purposes
of this work. Hence, the next section presentsailhor's view about QERA and the main
references he used to form it. In advance, to awpgses, a QERA is nothing more than a
QRA focused on ecological risks.

2.4 Quantitative Ecological Risk Assessment

Ecological Risk Assessments (ERAS) are conducteghieffort to translate scientific
data into meaningful information about risks to #m®logical environment. This meaningful
information may be provided by assigning valuethtorisks (i.e. by quantifying the risks), so
that an ERA can be addressed as a QERA.
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The references [1; 2; 56; 57; 58] provide detadewtelines for the process of ERA.
Among them, the main theoretical reference usedigwork is the one published by the U.S.
Environmental Protection Agency (EPA) [2], for bgithe most current and on the same plot
as the others.

EPA defined ERA as “a process thataluates the likelihood (author's bold)that
adverse ecological effects may occur or are oaugireis a result of exposure to one or more
stressors”. However, for the purposes of this wadrkyas added the term “quantitative” to
emphasize that the assessment attaches a valugriczeato the risk, because that is the
objective of our proposed methodology. As a resudt,adjust EPA’s definition and consider
QERA as “a process thavaluates and quantifies the likelihoodhat adverse ecological
effects may occur or are occurring as a resulikpbsure to one or more stressors”.

Adverse ecological effects are “changes that arsidered undesirable because they
alter valued structural or functional charactecstof ecosystems or their components. An
evaluation of adversity may consider the type,nsity, and scale of the effect as well as the
potential for recovery” [2]. They are evaluatedoilgh endpoints, i.e. assessment endpoints
and measurement endpoints. According to Pastetodl. [3], “assessment endpoinése
defined as environmental characteristics or valined are to be protected (e.g. wildlife
population abundance, species diversity, or ecesysproductivity) and rheasurement
endpointsare quantitative expressions of an observed or imeddiological response, such
as the effects of a toxic chemical on survivorsbip fecundity, related to the valued
environmental characteristic chosen as the assesemepoint”.

Endpoints could be expressed as effects on indwidorganisms, populations,
communities, ecosystems and landscapes. Thus, dfieitidn of QERA allows for risk
assessment to be conducted at the various leveigwie biological hierarchy (Figure 2.1).
However, many QERAs consider only individual endg®iand fail to consider population,
ecosystem, or landscape endpoints.

Indeed, the typical QERAs suggests that ecologis#l is characterized as a hazard
ratio of predicted or measured exposure to prediomadverse-effect level expressed as a
concentration or dose. This approach is also knasvthe hazard quotient, which is simply
the estimated exposure divided by a toxicity thodshThus, one has a value to the risk,
which tells whether effects on individuals are ectpd (in case it is greater than 1) or not (in

case it is less than 1). Typically, a measured blseoved-effect-level (NOEL) or Lowest-
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observed-effect-level (LOEL) — see glossary foradet- for the individual-level endpoint of
interest are used as toxicity threshold.

Nevertheless, the hazard quotient approach can erdiuate individual-level effects
and is not able to provide useful information fetetmining risks to populations in a QERA.
Furthermore, Pastoradt al. [3] presents several limitations of the hazard mumtapproach,
such as:

e it can only indicate whether effects on individuase expected, not the
magnitude of effects;

» the results are difficult to interpret when the dwazquotient for one endpoint
(e.g. mortality) conflicts with that for anotherdgoint (e.g. fecundity);

* results are sometimes ambiguous depending on ttieityothreshold chosen
(e.g. LOEL, NOEL);

e usually does not provide enough information to makeanagement decision;

« population-level processes may compensate for adwdfects on individuals;

» the life history and ecology of a species can sgfipimfluence the effects of
toxic chemicals at the population level;

e at best, the hazard quotient can only be usedreeisout risks that are clearly
not a problem (when the hazard quotient is conaldgiess than 1).

Hence, a QERA that ignores population-level effentd focuses only on individual-
level endpoints may lead to inaccurate risk eseéxnathis will cause errors in environmental
and risk management decisions and lead to inefitgieOverestimation of risk can lead to
waste of resources to mitigate apparent problerasdre not really important, whereas the
underestimation of risk can lead to inadequate rsnagement to control and prevent
adverse effects to the ecological environment.

As a matter of fact, most toxicity data are expedsas adverse effects on individual
organism, i.e. individual-level endpoints. So hanassess higher-level effects, if there are no
toxicity data expressed as higher-level endpoints?

Population-level effects or higher-level effectsnche obtained with the use of
ecological models in the QERA. Such ecological nwdee essentially used to translate
responses in individual-level endpoints into effech population, ecosystem, or landscapes
endpoints. Particularly, when they focus on popotatevel effects, they are called

population models.

21



In a very simple case, a population model can ptethe expected numbers of
individuals in a population in the future from eséites of survivorship and fecundity for
individual organisms. Thus, chemical effects canrmaleled by perturbing the survivorship
and fecundity values on the basis of knowledge eibbanges in these parameters obtained
from toxicity test results. [3]

By the way, at the end of August 2009, a groupppfraximately 30 stakeholders from
industry, government regulatory bodies, and acadendt for a 2-day workshop in Roskilde,
Denmark (RUCQ09). The purposes of the workshop wemiscuss future uses of population
modeling in risk assessment by industry as welitesunderstanding and acceptance by
regulators. Forbest al. found that “A major motivation behind this initina is that, for the
sake of more transparency and better risk commtioicaecological risks need to be
expressed in more relevant (value-relevant) uhas thazard ratios, and these units will often
be at a population level” [20].

Moreover, the predictive accuracy of population eledhas already been validated. For
instance, Brook et al. [59] validated the predictiof abundance and risks of decline by
comparing the historic trajectories of 21 populasiqcollected from long-term monitoring
studies) with the results of population models tbhese populations. They found that
predictions were surprisingly accurate: “the rigifs population decline closely matched
observed outcomes, there was no significant biad, population size projections did not
differ significantly from reality”.

All things considered, one advocates the QERA aqprdnased on the use of ecological
models (particularly population models) to obtaimpplation-level measures, so that risk
analysis can assess the probability of a populaidmction (or decline) in the future under
several environmental conditions, accidental séesasnd management actions. The next

section introduces theoretical basis on the usealbgical modeling in risk assessment.

2.5 Ecological Modeling in Risk Assessment

Pastoroket al. states that “an ecological model is a mathemagixptession that can be
used to describe or predict ecological processemndpoints such as population abundance
(or density), community species richness, produgtivor distributions of organisms” [3].
Thus, population and metapopulation (i.e. set gfupetions of same species living spatially
separated but with potential for migration amongnih models are a classification of

ecological models, in which the mathematical exgioes is essentially used to translate
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individual-level effects (e.g., increased mortalitgduced fecundity) into population-level
effects (e.g., reduced abundance, increased rigktaiction), so that one can estimate the
risk of adverse effects on a population via toyiclhata expressed as adverse effects on the
individual organism.

The best way to choose the assessment endpototsheck if they are directly relevant
to environmental and risk managers of the enterpiifat is, the risk assessor should keep in
contact with these managers to build the ecologizadel.

With regard to the use of ecological models in ¢batext of QERA, they should also
include toxicity extrapolation models, which areedgo extrapolate toxicity data in order to
describe effects on individuals depending on thexigs, measurement endpoint and exposure
duration. Thus, with the use of ecological modaidjvidual-level effects can be translated
into higher-level effects (i.e. effects on popuwati ecosystem or landscape), and that is the
basic rationale for ecological modeling in riskesssment.

As a result, one can estimate the risk of adveffeete on populations, ecosystem or
landscape via toxicity data expressed as adverft®fon individual organisms (i.e.
individual-level endpoints). Moreover, once forntakh the ecological model, it may aid in
assessing natural recovery, in developing monigopnograms, in planning restoration of
strategies, or in deriving remedial action goals [3

To sum up, ecological models are used to extrapa@ameasurement endpoint to an
assessment endpoint. They can predict responsige ipopulation, ecosystem or landscape
(using assessment endpoints) via measured indivieual responses (using measurement
endpoints). In the specific case of a populatiordehoit is a mathematical expression where
the dependent variable (usually the future poputatabundance) is predicted through
measure endpoints (such as survival and fecundigsy and the population abundance at the
present time.

It is important to note that there are several otdwmponents in population dynamics
rather than survival and fecundity, as describedsegtion 2.1.2, and they can also be
incorporated into a population model. Some exterssiim a population model are showed
below (for more details see the references [3334);

* age or stage structure;
* sex structure;
e parameters vary with time due to stochasticity;

e parameters vary with time due to deterministicdren
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e parameters vary in space: population-specific meot@ metapopulations (e.g.,
ref [12]);

* parameters vary with abundance: density dependence;

* additive effects: introduction, harvest, migratibatween subpopulations in a
metapopulation, ancatastrophes (e.g., industrial accidents)

Figure 2.3 and Figure 2.4 illustrate the idea ofeamy simple ecological model at
population-level (i.e. population model); the formkustrates the natural dynamics of the
population in the future (i.e. without chemical ezpre) whereas the latter includes chemical
exposure. In this very simple illustration, the ui@ population abundance (assessment
endpoint) is predicted through the survival andufetity rates (measurement endpoints) and
the initial population abundance. Once again, theee several other variables which can
influence the future population abundance. Sometitteey may not matter much, but
sometimes they may matter a lot. It depends mastlyhe knowledge of the modeler about
the population, on the available data and resouaseson the objectives of the modeling. On
the one hand, including other variables makes tloelelmmore realistic, on the other, it
becomes more complicated and more data is required.

» Survival and fecundity rates (measurement
endpoints)

* Initial population abundance (assessment
endpoint)

* Population model without chemical exposure

* Natural population abundance in the future
(assessment endpoint)

Figure 2.3 - Basic idea of a population model withohemical exposure
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* Dose-response function
* Survival and fecundity rates altered (measurement
endpoints)
* Initial population abundance (assessment endpoint) )
5
+ Population model with chemical exposure
i
)
+ Perturbed population abundance in the future
(assessment endpoint)
J

Figure 2.4 - Basic idea of a population model wdtiemical exposure

Generally, field sampling is used for the estimatof values to the measurement
endpoints and the initial conditions of the assesgnendpoints, whereas an exposure-
response assessment is conducted in order to lgestne relationship between the
concentration of the chemical and the magnitudéhefindividual-level responses of native
species (represented by changes in measuremenbiet®)p This relationship is usually
specified by a dose-response function, so thatmeicessary data on long-term effects of the
chemical on the species being analyzed.

Several ecological models and software are alreadilable for use in risk assessment
of toxic substances. Pastorek al. [3] conducted a critical evaluation of ecologicabdels
that are potentially useful for QERA and ranked ttagious candidate models based on
evaluation criteria that include: realism and coewjiy of the model (i.e. whether key
processes are included and how they are preserpeediiction of relevant assessment
endpoints and utility relative to regulatory conapice; flexibility; treatment of uncertainty;
degree of development, consistency and validagasg of parameter estimation; regulatory
acceptance; credibility (e.g. prevalence of usersilability or published reviews); and
resource efficiency. Furthermore, the best modelewselected for a more detailed evaluation
and testing.

Nonetheless, selecting the best model depends ersghcific problem, so that the
modeler must decide it taking into account the rgan@ent objectives, the ecosystem,
chemicals of concern, receptors and endpoints tefest, quality and quantity of available

data, and available resources. Thus, model seteigtiasually site- or issue-specific. Besides
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that, the level of realism and precision wantedvalt as the quality and quantity of data will
influence the complexity of the model selected [60]

Habitats used by most species around industrigs sére becoming increasingly
fragmented by human activities and, consequenttyeral distinct populations of same
species are living spatially separated, in spitentdracting at some level (e.g. exchange of
individuals). In fact, there are relatively few easvhere the entire population resides within a
same area. Hence, most species are distributedsaspace as a population of connected
populations, i.e. metapopulation. According to Basik et al, “a metapopulation is a set of
populations of the same species in the same gegeaaraphic area with a potential for
migration among them” [3]. This way, some ecologicaodels are designed to link
Geographic Information System (GIS) with a metapajon model, combining geographic
and demographic data for risk assessment.

By the way, the purpose of the proposed methodolggyo conduct a QERA at
population-level. Hence, this work does not deli® iconcepts related to QERA at higher
levels and it might be referring to “Population Mdidg” instead of “Ecological Modeling”.
The reason for choosing (meta)population modelivsgeiad of higher levels modeling is that
apart from providing ecologically relevant endpsijn{meta)population models are much
more tractable than higher level models. FigureilRiStrates this point of view.
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Figure 2.5 - Evaluation of modeling endpoints basacdkcological relevance and tractability.
(From the ref. [61])

Other several advantages of using population maddisk assessments are related in

the reference [61]. Among them, Pastoeblal. states that
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“Risk estimation based on population modeling \delclue-relevant output (e.qg.
reduced wildlife population abundance, increasdthetion risk) that can be used in
cost-benefit analyses to support management dasisioncerning siting of facilities
and mitigation actions” [61].

It is important to stress here that population niadewill be incorporated into the
methodology for QERA proposed in this work, whichll ihen be capable of assessing
population-level and metapopulation-level risksypribut not higher-level (ecosystem or
landscape) risks. Despite that, it is possiblenategically choose (meta)populations of native
species that can effectively represent the ecasystegrity.

Implementing a population model for a QERA is altjuan iterative process that
involves data gathering, modeling, model validationcertainty and sensitivity analysis. The
steps in implementing a population model for a QERAbe described in section 3.5. For a
detailed guidance on population modeling see tfererce [35] as well as the reference [3]
for population modeling applied to risk assessment.

Once a population model is formulated (i.e. a mathtecal expression), one has a
deterministic model (i.e. no probabilistic compotsgnto predict adverse effects on
populations given the exposure to a chemical (imceatration or dose). However, as already
mentioned, any realistic attempt to model poputatidynamics should account for
stochasticity, especially because fluctuation isobrious and often predominant feature of

ecological environments. More on this regard wdldiscussed in section 2.5.3.

2.5.1 Age and stage structure

The age or stage structure of a population refersage/stage classes within the
population. They attempt to consider the fact thdividuals of different ages have different
characteristics, which are reflected in their vitales (e.g. survival and fecundities rates),
whereas individuals of same age have similar cleniatics. For instance, juveniles may have
lower survival rates than adults or juveniles may lme able to reproduce until they become
adults. Conversely, in an unstructured (scalarutamn model, the population is represented
by a single age/stage, which denotes the totalitiie@ population. Thus, unstructured models
are considered to be a special case of structuatklsy with only one class of organisms
[35].

Structured models are useful if the vital ratesingfividuals in different classes are
different enough to justify the discretization aeir life span. Individual classes mean their

ages or stages. For example, population model fafhawith a life span of nearly 4 years
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could be structured by their ages, e.g.: zero gkhrone year, two years and three year; or by
their stages: juveniles (zero year old) and ad(dtee year old or more). The criteria to
structure a model by stages instead of ages adeidoal’'s ages are unknown; vital rates
depend on stage or size rather than age; growphaggic, some individuals are retarded or
have accelerated development of vital rates.

Those individuals that are the same age/stagesatareed to have the same survival and
fecundity rates. However, those rates may diffewben classes. This way, an structured
population model has a survival ra&,a fecundity ratek, and an abundance at tité(t)
for each age/stage classThe abundances for each class form a vector wibeus (one for
each class), whereas the vital rates are combmédrin a transition matrix that is used in
most population models to account for age/stagectstre. In fact, it is a transition matrix
which has a special structure, called a Leslie im&br age-structured models [11; 62] and a

Lefkovitch matrix for stage-structured models [68hove is an example of a Leslie matrix.

b B F

L=1|Sy 0 O (2.1)
0 S5 0

Where

S; = survival rate of individuals in age class i

F; = fecundity rate of individuals in age classe i

The reason for arranging the survival rates andrfédities in the form of a matrix is to
provide a convenient way to make projections ofypaipon’s structure from one generation
to the next [35]. For example, for an age-structuredel the distribution of abundances in

the next step is given by the matrix multiplication

No(t+ 1) F, F, F, Ny (t)
N(t+D|=|So 0 0fx]|N(t) (2.2)
Ny,(t+ 1) 0 S 0 N, (t)

Where

N;(T) = number of individuals at age classe i at time T

Assessors may then choose which age/stage classgsatte interested in assess. In

most case, they will be interest in the total pagah abundance, which will be the sum of
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the age abundances. In some cases, however, thdenayerested in the abundance of a

specific class only.

2.5.2 Density-dependence

Section 2.1.2 introduced the natural mechanismopiufations to regulate themselves
(i.e. density dependence). This section is padrtylconcerned about the mathematical
modeling of density dependence. For more detailslemsity dependence see the reference
[35], chapter 3.

To model density dependence, one must

» Decide which stages will count towards the abundaAt times a great amount
of individuals in a certain life stage will not gaiimpact on the population’s
vital rates. For example, when adult birds competeerritory, only the adult
stage would count towards density dependence. Thumdance taken into
account may depend on all stages, selected stagmgein on an average of all
stages weighted by their respective fecundities.

* Determine the vital rates to be altered. Dependingthe behavior of the
population, density dependence may affect fecundityvival, migration rates,
or a combination of these. This selection needsetooherent with the transition
matrix. For example, in a model with a single statgnsity dependence cannot
affect survival rates because there are none.

e Choose the form of the density dependence functibodelers can define a
density dependence function themselves, but thesefunctional forms of
density dependence used in the literature, thej3&ie

o Exponential: no density dependence. All parametelsted to density
dependence are ignored, only the stage matrixeid imscalculations.

o Scramble: as population size increases, the amolmesources per
individual decreases. If the available resourcessiiared more-or-less
equally among the individuals, there will not beoegh resources for
anybody at very high densities. This process afsemwing returns leads
to scramble competition, and can be modeled bystmgior Ricker
equations [64].

o Contest: if the available resources are shared uatiygso that some

individuals always receive enough resources forvigar and
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reproduction at the expense of other individuatere will always be
reproducing individuals in the population. Thisllvbe the case, for
example, in populations of strongly territorial s@s, in which the
number of territories does not change much eveagihdhe number of
individuals seeking territories may change a loThis process of
diminishing returns leads to contest competitiord aan be modeled by
the Beverton-Holt equation [65].

o Ceiling: exponential growth to a ceiling. At eachme step, the
population grows exponentially, but if N is greatiean the ceiling, then
N is set equal to the ceiling.

* Select function parameters. In case of scrambleomtest competition, the
carrying capacity (K) maximal growth rate () need to be estimated. The
carrying capacity is the level of abundance aboliehvthe population tends to
decline. Therefore one should observe the equilibpopulation size for which
the number of individuals at the next time steplteto remain the samen g is
the maximal rate of increase when the populati@t ih regulated by density
dependence is not yet influenced by it becauseowf density. The greatest
growth rate observed might be skewed because ofiasticity, causing wrong
estimation of the parameter. Therefore a more auewé form of finding the
value one wishes for is by making a graph of B¢ta function of N(t) (number
of individuals at time t) and using the y-intercaptR.ax Since considering R(t)
equal to N(t+1)/ N(t) would cause both the indeendind dependent variables
to be affected by N(t) measurement errors, a léssed option would be to
consider R(t) equal to the geometric average ofrdurad the time step i.e.

JN(t+1)/N(t —1). In case of Allee effects [36; 37], the A paramésethe

population size at which the vital rates are reduoehalf of the original value.

It is important to note that including density-degence in a population model to
evaluate the impacts of pollution (i.e. chemicakrassessment) makes the assessment less
conservative, because density-dependence effeate qaopulation to recover faster after a
pollution episode (except in the case of Allee @8g There is an intuitive way to understand
this: after chemical exposure, population suffei@mf decreasing abundance as long as
significant amounts of chemical remain present;tf@ one hand, if density dependence is
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ignored, the population growth rate remains theesand population takes longer to recover;
on the other hand, if density dependence is coresilgehen after a decrease in population
abundance, the growth rate suffers an increaseiti@osiensity dependence), so that

population recovers faster.

2.5.3 Stochasticity

The variability and uncertainty in populations andthe environment they live is a
fundamental component of population dynamics, sd population models that assume all
parameters to be constant (i.e. deterministic ns)d&dil to account for unpredictable
fluctuations of real population dynamics. Conversetochastic models allow us to consider
these fluctuations. They involve replacing constarameters, such as survival and fecundity
rates, and carrying capacity, with random variabésponding to a probability distribution
function (PDF), usually a normal or lognormal wétltertain mean and variance.

There are many different kinds of stochasticityb® incorporated into a stochastic
population model, such as:

« environmental temporal fluctuations (i.e. tempaaiiation in parameters);

» spatial variation (e.g., population-specific paréenefor metapopulations);

* measurement and sampling errors that introducetiaddi uncertainty in
parameter estimates of a population;

» demographic stochasticity (because individuals asdgur in whole numbers
and most parameters may be fractional numbersge tell be additional
uncertainty in the number of survivors and birtlg¢he next time-step);

* model uncertainty (i.e. uncertainty concerninggtrecture of the equations used
to describe the population)

e catastrophes (i.e. extremely environmental evelnés &adversely affect large
proportions of a population, e.g., fire, droughiptl).

Each one of them needs a different approach to lmgdehe effects of their
fluctuations. This work will not delve into each eof them; readers are referred to the
reference [35] for details on this issue.

Nevertheless, catastrophes will be an especial bfpstochasticity in the proposed
methodology, because it allows accidental scendodse considered as extremely and rare
environmental events included in a population mad# a certain probability of occurrence

per time step that may either be constant or vatly tvne. In other words, at each time step a
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catastrophe (or an accidental scenario) may happhbra certain probability. If it happens, its

effects of pollution can be modeled by changesarameters since the present time step; if

not, all parameters remain the same. Section pregents this approach in more details.
Pastoroket al. states that there are two kinds of model endpositde variables and

risk estimates:

State variablesare expressed as population, ecosystem, or Igpelsca
indicators, such as population abundance, specieBness, or landscape
fragmentation index, respectively. [ R]sk estimatesan be derived from the model
output for state variables in several ways, but t@st common is to run the
simulation multiple times in a Monte Carlo analygisaccount for variability and

uncertainty in input variables as well as initiahditions”. [3]

In other words, what Pastorek al. meant is that risk can be estimated through meltipl
simulations of the ecological model via Monte CarlBince a stochastic model has
probabilistic components characterized by randomalbes responding to a PDF, there will
be a different result for each single run. Thug, tésults will also form a PDF which will
characterize the risk estimates (e.g., risk ofnexiton, risk of population decline). Following
such a procedure will allow variability to be evatied as a degree of confidence, as well as to
estimate upper and lower bounds on risk measuregaloate uncertainty.

A simpler way to deal with uncertainties is to ukem to derive worst and best case
estimates of extinction risks, based on manual ggsion parameters. Such procedure allows
estimating a range (upper and lower bounds) tomsksures, such as time to extinction, or
risk of decline. The greater are the uncertaintreparameter values, the wider will these
bounds be. If they are too wide, uncertainty mayacceptable and do not meet the needs of
risk managers. At best, the bounds should be nagrmugh to make decisions taken by risk
managers based on the lower bound the same as lthesd on the upper bound (i.e. the
difference between the lower and upper bound shioellcegardless for risk managers).

All in all, a population model with random variabléand it should be present to better
represent reality) is a stochastic model, sinceitipeit variables and/or initial conditions
respond to a PDF. Hence, the model does not pravidmgle result, but a distribution of
consequences associated to probabilities. Theseexibn presents the ways of expressing the

results of a stochastic population model.

2.5.4 Ways of expressing the risk estimates

The most traditional measure to summarize the tesifl a population model is the

expected population trajectory (i.e. the expectaahlver of individuals in a population in the
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future), which is usually expressed by a mean, astehdard deviation, a minimum and

maximum values. However, several ecological-relarethlems and questions that population

models address are phrased in terms of probabiliier instance, a certain population of a

certain species may have a 50% chance of extinatidhe next 10 years (i.e. a “critically

endangered” population according to IUCN, the mmiional Union for Conservation of
Nature [39]).

The probability is usually derived from multiplensi (Monte Carlo) of a population

model and may be expressed in many ways as belBwThe selection of a specific

expression for the probability depends partly andbjectives of the assessment and partly on

available information for the species being mod¢sid

Interval decline probability: the probability of a population declining by as
much as a given percentage of its initial valuarat time during the period of
prediction.

Interval extinction probability: the probability of a population falling as low
as a given abundance at any time during the pefipdediction.

Terminal decline probability: the probability of a population being as much as
a given percentage lower than its initial valuéhatend of a simulation.

Terminal extinction probability: the probability of a population being as low
as a given abundance at the end of a simulation.

Interval explosion probability: the probability of a population equaling or
exceeding a given abundance at any time duringehied of prediction.

Terminal explosion probability: the probability of a population being as great
as or greater than a given abundance at the eagiofulation.

Time to extinction: the time required by a population to decreaseds than a
given threshold abundance. This work basically uses threshold: total
extinction (i.e. zero individuals) and “half losg’e. 50% population decline).
Time to explosion: the time required by a population to exceed a rgive

threshold abundance.

Thus, for instance, to estimate the terminal exiomc probability, one runs the

simulation multiple times and counts the occurrentce which the population ends the

simulation lower than a given abundance. The prtibalof a population being as low as

the given abundance at the end of the period) bélithe number of such occurrences
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divided by the total number of rounds. Clearly, ¢ineater is the number of rounds, the more
precise is the probability.

By the way, explosion probabilities and time arpeesally useful when a population
increase may be unwanted. For example, one may waestimate the probability that a
certain seaweed species outbreak will reach anogical damaging level, because it
consumes most oxygen available for fishes in the se

Also, explosion probabilities and time are usefuévaluate recovery chances, when the
objective is to estimate the recovery of a popatatinder risk management actions. In such
cases, it may be useful to estimate the time ittake the population to increase to a certain
abundance (i.e. time to recovery, analogous totithe to explosion), or the probability of
recovery within a specified time period (analogtuthe explosion probability).

To conclude, there are other useful single measorasimmarize the predictions of
the risk curves [34], i.e.:

* Expected minimum abundance:the average (over all replications) of the
minimum population abundance of the trajectoryisitan estimate of the
smallest population size that is expected to oedthin the simulated time
period.

* Median time to extinction: represents the most likely time required by a
population to decrease to less than a given thi@éshlboundance. It is the

median value in the PDF of the time to extinction.

2.5.5 Assessing impacts and risks of each accidental scenario

Through evolution, most species go naturally extitypically within ten million years
or so of their first appearance [66]. Furthermdneéman impact may accelerate this time. By
human impact one means not only industrial accgjelnait several other kinds of human
perturbations to the ecosystem that may be conisiyoaffecting a wildlife population,
especially if the ecosystem surrounds an indusaicéivity. Thus, even under the condition
that no accidental scenarios might happen, a pbpnldas already an implicit risk of
extinction.

Therefore, assessing impacts and risks of an ageldsecenario alone is not enough. It
must be compared against the present environmemtalition (i.e. a non-impact scenario) to
evaluate the changes in risks. In a non-impactaegnno future impacts may occur (e.g.,

accidental scenarios), but only impacts that aeadly affecting the population.

34



An accidental scenario can be compared with a ngact scenario in two ways. Both
of them can provide relevant information, so thaBRA should, at best, present results
using both approaches. The first one considers thilympacts (i.e. the consequences) of the
accidental scenario of concern, whereas the seammsiders both the frequency of

occurrence and the consequences (i.e. the risks).

2.5.5.1 Assessing impact

It considers that the accident is sure to occur specified time during the simulation.
This approach ignores that the accident is a reeateand considers it as an almost surely
event at specified time. This is particularly usetuevaluate the impacts (i.e. consequences)
of the accident, because it presents the populalyoramics before and after the accident.
Hence, one could compare an impact scenario toraimpact scenario as a means of
evaluating the accidental scenario in terms ofdase in consequences. Then the results may
be used to determine whether the predicted consegseare substantial enough to require
pro-active response or action. For instance, thigraach provides information to answer
questions such as:
* Does the population go extinct before the accidém@® what about after
the accident?
* What will the population abundance of a specieg. @ardine) be 1 year
after exposure to the concentration of toxic sulrs#a (e.g.
hydrocarbons) released by the accident?
* How long after the accident would it take for thgesed population to
decline by a certain value (say 20 or 30%)?
* What is the probability of extinction in the poptiuba after the accident?
* What is the probability of the population dippingldw a given threshold
(say 20 or 30% from the original population) at sopwoint in the next
year after the accident?
* If we invest a certain quantity of money (say U$000) in mitigation
actions that reduce the magnitude of impacts, willabe the extinction

probability decrease?
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2.5.5.2 Assessing risks

It considers that the accident might happen witbegain probability (equal to the

accident’s frequency of occurrence) at any timenduthe simulation. This is similar to the

catastrophe stochasticity type (section 2.5.3).sThihe results represents not only the

consequences of the accident, but the risks (i.emeasure that encompasses both

consequences and frequency of occurrence). Thioagp allows the comparison of a non-

impact scenario with a potential accidental scenan terms of changes in risk measures

(e.g., risk of extinction, risk of half loss). Alsd allows the comparison of the accidental

scenarios among themselves, which is useful foorijp@ing management actions. For

instance, this approach provides information tanemsjuestions such as bellow, considering

that there is a certain chance of a catastropkic &pill:

How will the population abundance fluctuate duriagperiod of 50
years?

What is the change in the risk of extinction in gopulation?

What is the risk of the population dipping belowigen threshold (say
20 or 30% from the original population) at somenpan a 50-year
simulation?

How serious are the changes in risk measures imalaion with a

potential accidental scenario when compared tonaulation with a

non-impact scenario? Changes may be serious ifiegpgomps

categories of risk (risk categorization will be aissed in section
2.5.7).

If we invest a certain quantity of money (say U$000) in mitigation

actions, what will be the extinction risk decrease?

And if we invest the same amount of money in cdntmeasures that
reduce the accident’s frequency of occurrence, whit be the

extinction risk decrease?

If we have only U$100,000 available for risk maraget, how to
allocate this money in an effort to reduce riske tnost? Which

accidents prioritize?
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2.5.6 Cumulating risks of all accidental scenarios

Quantifying risks of each accidental scenario piesia basis for categorizing them,
comparing them against a non-impact scenario, andritizing management actions.
However, it may also be useful to cumulate risksalbfaccidental scenarios as a basis for
communicating the total ecological risk. Therefdres work also proposes an approach for
cumulating risks of all accidental scenarios inyonhe measure, i.e. the FN risk curve
(similar to the FN curve for the social risk in hamQRA).

Once again, N is the average population declinebaur(of native species strategically
chosen to represent ecological effects) and Faheutative frequency of accidents with N or
greater abundance decline. This way, the greatentimber of accidental scenarios in the
assessment, the more points will have the FN came,so will it be more continuous. More

details on how to build a FN curve will be givensiction 3.6.

2.5.7 Risk categorization

Establishing risk criteria for acceptability in tiéN curve is a slow and complicated
process that requires the participation of soceiy other interested parties in its judgment. It
was not an aim of this work to establish risk crador acceptability, which is a proposal for
future works though.

Nevertheless, the risk status originated from thpr@ach in section 2.5.5.2 can be
categorized according to the International Union @onservation Nature (IUCN) threat
categories [39]. One of the IUCN criteria (the oglyantitative one) are expressed in terms of
time and risk of extinction, so either risk cungscumulative time to extinction can be used
to categorize risk based on these definitions. Wry, a threatened population may be
classified into one of the 3 risk categories:

* CRITICALLY ENDANGERED: at least 50% probability axtinction within
10 years or 3 generations: whichever is longertgugp maximum of 100 years);

« ENDANGERED: at least 20% probability of extinctiovithin 20 years or 5
generations, whichever is longer (up to a maxim@ih00 years);

* VULNERABLE: at least 10% probability of extinctiomithin 100 years;

The IUCN risk criteria are expressed in terms délt@xtinction (zero individuals).
However, these criteria are intended to classices at high risk of global extinction in an

effort to convey the urgency of conservation issioethe international community. It is used
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to classify species affected by a whole range @frenmental changes and human impact at
global-level, not to classify the interaction afiagle establishment with a local population or
metapopulation.

In this context, establishing risk criteria for tparposes of a QERA was one of the
main themes of discussion and decision in a wonkstro ecological modeling at Applied
Biomathematics, Setauket, New York, on August 2628011. The author of this work was
present at this workshop, together with some of st cited authors in the field of
ecological modeling. They concluded that it maynf@re appropriate to express risk criteria
in terms of “half loss” (i.e. 50% population abunda decline) instead of total extinction. As
a result, they proposed the following risk categ®ifor the purposes of a QERA:

Table 3 - Categories for assessing risks of eacidaatal scenario in a QERA.

Category Risk of half loss Years
Critically Endangered > 50% 10
Endangered > 20% 20
Vulnerable > 10% 100
Low risk >0.1% 100
Negligible > 0.001% 100
Background risk < 0.001% 100

2.5.8 Case studies

This section is especially concerned with a bibkpipic review of published
applications of ecological modeling in risk assessmFor instance, Naitet al. applies an
ecosystem model for ERA of chemicals in a Japaladse[67]; Pauwels presents a case study
to show how risks to a brook troidlvelinus frontinalispopulation exposed continually to a
contaminant (in this case the pesticide toxaphea®) be assessed and quantified using
ecological modeling, as well as describes the dataled to parameterize a fish population
model [31]; Bartellet al. presents an aquatic ecosystem model for estimatalpgical risks
posed by toxic chemicals in rivers, lakes, and rkggies in Québec, Canada [68]; finally,
Chen uses an aquatic ecological risk assessmenglntm@nalyze exposure and ecological

effects and to estimate community-level risks tghfi aquatic insects and benthic
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macroinvertebrates in Keelung River in northernwiad, associated with chemicals of
potential concern such as ammonia, copper and&@jc

All those works were very useful as a basis of Keodge on ecological and toxicity
extrapolation models. It is worth noting, howewbgt none of them are within the context of
industrial accidents, as we aim to do in this work.

In addition, there are several other works on usitgogical models not specifically in
risk assessment related to chemical exposure, harlymin species conservation and
management (see reference [70]). They are also useyul though, since they contain
demonstrations of how an ecological model is im@etad. Such reference was essential as
guidance on the application example of this worgduse it contains a collection of case
studies of models applied to a variety of specieslding fishes) and implemented in the
population modeling and viability analysis softw&AMAS GIS 4.0, which is an older but
similar version to the same software that will Isediin the application example of this work
[34].
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3 PROPOSED METHODOLOGY

The proposed QRA methodology is directed to indaisaiccidents with potential to
cause ecological adverse effects. The methodologgiders both the accident’s frequency of
occurrence and the magnitude of the adverse ecalogifects, so that it is capable of
quantifying ecological risks caused by events wibhw frequency of occurrence and
catastrophic consequences. It is not restrictedst®ess ecological risks via individual-level
endpoints that often leads to inaccurate risk edBm It is also able to predict the responses
of populations to toxic exposure (via populationdleendpoints), taking into account the
relationships between individuals, the life hist@ayd ecology of a species. This way, the
methodology can assess the risk of a populationaidn (or decline) in the future under the
conditions that catastrophic accidents might happee proposed methodology is applicable
only for ecological risks caused by toxic substandteis not able to assess ecological risks of
fire or explosion caused by accidents with subdarieat are solely flammable.

There are similarities between the methodologythedasic guidelines for preparation
of studies in risk assessment provided by CETES®enreference [50], which is applicable
to the assessment of industrial accidents withriatieto cause damage to humans outside the
establishment (i.e. harm to people in surroundireps, located beyond the establishment
boundaries). The main similarities are in the datlie risk assessment step that involves the
consolidation of accidental scenarios via techrsqgech as Preliminary Risk Analysis
(PRA); and in the risk quantification expressedaaBN curve, which is similar to the FN
curve to quantify social risks used by CETESB. Bytcast, the main difference is that the
methodology seeks to assess ecological risks evtigreas CETESB focus on human risk
assessment.

The steps of the proposed methodology are as fsl{ghwown in Figure 3.1).

Problem characterization;

Identification of hazards and consolidation of decital scenarios;
Exposure assessment

Frequency estimates;

Population modeling;

o gk~ w DR

Risk quantification and evaluation.

The methodology is interactive, so that revaluatoay occur during any part of the

assessment, although deficiencies that must béusded may jeopardize resources available
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to complete the QERA (e.g. time and money). Thehodlogy uses objective criteria

throughout the second, third and fourth steps d®oto rule out accidental scenarios that will

not significantly contribute to the final ecologicek, avoiding waste of resources.

Problem
characterization

J
Preliminary Hazard
Analysis

sthere scenarios

Isthere
scenarioswith
severity lllor
V'

= Exposure assessment

“RFrequency estimates

Population .

Isthere
frequencies greater
than 1078 /yr?

Madeling
I

i

Risk quantification and
evaluation

) No Is risk
= acceptable?

‘r’ES_ )

Is it possible
to reduce risks?

Risk management <

Revaluation of

project ‘I’

Figure 3.1 — Steps in conducting the methodologuantitative Ecological Risk Assessment

for industrial accidents.

In the next sections, the aforementioned stepdiaceissed.

3.1 Problem characterization

The first step is a planning phase on which thereenisk assessment depends. It

requires engagement between the risk assessorthads experts such as: risk managers,

environmental managers, ecologists, technical nmemsagperators and others interested
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parties when appropriate (e.g. industrial leadgmssernment, environmental groups, any
segment of society concerned about ecological)isks

They should be able to (1) define risk assessnssaoes and objectives, (2) characterize
the establishment and installations (e.g. storagekst transport units, pipelines, loading
equipment) to be included in the QERA and (3) ctiaréze ecological components (habitats,
species, life stages) in the region. Informatiommswer many of these issues may already be
available from other studies such as an Environatémipact Assessment (EIA) or even from
a human QRA.

3.1.1 Risk assessment issues and objectives

The risk assessor should ensure that the resultseofisk assessment will meet the
needs of risk managers, i.e. how will risk assessrhelp the process of risk management.
This way, they should reach a general agreemenharacteristics such as:

 Nature of the problem (e.g. licensing process, Gy own initiative,
providing guidance, legal mandates).

* Objectives for the QERA, including criteria for sess.

e Scale of the assessment (e.g. small area evaluatipth or large area in less
detail).

* General spatial (e.g. local, regional, or natioretd temporal (i.e. the time
frame over which effects will be evaluated) boumeaof the problem.

* Expected outputs of the QERA and the resourcedadlaito complete it (e.g.
personnel, time, money).

» Policy considerations (corporate policy, societalaerns, environmental laws).

« Data and information already available. When dagafew, further field work is
needed to collected more data and that requirese mesources for the
assessment. When more resources are not availablenew data cannot be
collected, it may be possible to extrapolate frofisteng data. In this case, the
risk assessor and risk managers must reach annagme@bout what is known
and what will be extrapolated from what is known.

* Acceptable level of uncertainty. If after the erfditte QERA, the output does
not meet the acceptable level of uncertainty, itmest of new resources may
be requested in order to develop ways of reduchgdainty. The obvious way
to reduce uncertainty is further field work to eall more data, so that additional
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resources will be necessary. This way, the acckptewel of uncertainty should
comply with the resources available to completeatdgessment.

e Ecological impacts caused by past accidents.

3.1.2 Characteristics of the establishment

Here the risk assessor should collect technicabrinétion that characterize the
establishment with regard to its physical structprecess conditions, chemicals of potential
concern and installations (e.g. storage tanksspmamn units, pipelines, loading equipment) in
the establishment that deals with those chemicals.

Some installations may not significantly contribtiethe risk because they do not deal
with a considerable amount of hazardous chemibakefore it is not worth considering all
installations in the QERA. It is the responsibildf/the risk assessor to select installations to
be included in the QERA, under consultation of cetept professionals and experts. The
Committee for the Prevention of Disasters provideselection method to determine which
installations should be considered in a human QprAyided in the second chapter of the
reference [18]. This recommends a selection metifadstallations with potential to cause
ecological damage, because this method is not depémmn consequences to humans, but on
the amount of substance present in the installst@mal on the process conditions.

More specifically, the risk assessor should, if giole, gather relevant information
about:

» Location of the establishment.

» Layout of the establishment, pointing the hazardasgtallations to be included
in the QERA. If transport units are included as gious installations, the
transport route should be specified.

e Updated plants or aerial photographs showing edambgnvironments near
dangerous installations.

 Chemicals of potential concern identified by thefiodl nomenclature,
including: amount; ways of processing, handlingansport and storage;
physicochemical properties. Raw materials, inteiatedand finished products,
byproducts, residues and wastes should also bédeved.

» Description of processes in each hazardous installand operational routines.
If possible, besides a written description, it ddaaclude drawings, diagrams

and flowcharts.
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e Operational data (e.g. flow, pressure, temperatume)the processes with
chemicals of potential concern.

* Protection and safety systems.

3.1.3 Characteristics of the ecological components

The purpose here is to gather information aboulogoeal features in the environment
possibly affected by accidents in the establishmdahce, consultants such as environmental
managers and ecologists may help the risk assemsibrhere, who should determine
characteristics such as:

» Location of ecosystems possibly affected by acdglenthe establishment.

* Area (spatial boundaries) of ecosystems to be atedy highlighting zones of
permanent preservation.

» Ecological receptors (plants and animals) in treaahighlighting key species,
e.g.: indicator species that are thought to be meresitive and therefore serve
as an early warning indicator of ecological effepecies of scientific and
economic importance; rare and endangered speciegny species to be
protected. For aquatic environments, indicator igse@re usually fishes,
invertebrates or green algae. For sediment and, sbity are terrestrial plants,
sediment dwelling organisms or earthworms. For, a@presentative species are
typically birds.

e Geographic location and boundaries of populationsetapopulations of key
species to be evaluated.

o Geographic distribution of local populations withime metapopulation
(when appropriate).

» Gather relevant information about the biology of kpecies.

» Define assessment endpoints that can effectivalyige information about the
population of key species of concern. Populatim@lleendpoints are usually
abundance, population growth rate, age/size streictand spatial distribution
[3]. For the purposes of this methodology, at lgast population abundance

must be considered.

'For these types of ecosystems, the toxic concémrat air is usually so low that sophisticatedkris

assessments are not worthwhile.
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» Define the life stages of the species of conceththa points at which chemicals
may affect an individual [3].

* Physical stressors (e.g. hunting, fishing, bodfittathermal effluents, extreme
weather changes) already affecting the key species.

» Chemical stressors already affecting the key specie

It is important to stress that risk will be quaietif via population models that describe
the population dynamic of key species chosen Heomsequently, the process of choosing
key species should be carefully conducted by sleassessor and consultants, because it will
have a great influence on the results of the QER@pulations or metapopulations of key
species should be strategically chosen in a watyghéeast: they are representative in the
ecosystem possibly affected; there is enough gpbgraand demographic data on the
population to build a population model; and theremough ecotoxicological data on the key
species of concern (or on related species).

When possible, one should build a visual represientaof the relationships among
representative biotic groups of ecological receptororder to illustrate the flows of energy,
carbon, or contaminants. For example, a food widiioaships among representative biotic
groups within a ecosystem is useful to illustrate key species’ position in the food web,
which helps to qualitatively understand the ecalabiadverse effects at higher levels than
population-level (i.e. community- and ecosysteneliv

Most information gathered in this phase will be essary to guide the mathematical

representation of the population dynamics, in tkihstep of the methodology.

3.2 Identification of hazards and consolidation of accidental scenarios

This step is similar to the second step of thedogsgidelines for human QRA provided
by CETESB in the reference [50]. The differencethat here the focus is only on the
identification of accidents that may cause damagdhd ecological environment.

This is a qualitative step of a risk assessmenthvhims at identifying all the initiator
events of accidents and its possible consequeneegp consolidate accidental scenarios.
Structured techniques are applied in order to gktesnatically consolidate all accidental
scenarios, to (2) qualitatively rank the risks tedato each accidental scenario according to
their frequency and severity, and to (3) selects¢haccidental scenarios that should be

subjected to a more detailed risk assessmentj(iantitative assessment) in the next steps.
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The methodology makes use of the technique nametimittary Hazard Analysis

(PHA) to perform this step, although other techemjsuch as Hazard and Operability
Analysis (HazOp), “What If?”, Failure Mode and EfteAnalysis (FMEA), among others,

may be used when the risk assessor finds it ialdeifor the installation being studied. More

information about PHA and other hazard analysiBrigpies is provided in the reference [71].

A worksheet is generally used to report the qualeanformation that consolidate each

accidental scenario, such as: hazard, initiatomey&hat, where, when), causes, control

measures, possible consequences to the ecologieaibement, as well as frequency and

severity classes. A typical PHA worksheet is presgém Table 4.

Table 4 — Typical Preliminary Hazard Analysis wdr&st.

Preliminary Hazard Analysis (PHA) ‘

Identified
hazards

Probable Possible | Control Measures ( Recommendations | Accidental
causes effects Freq. Sev. Risk and Observations | Scenario

Below is the description of information to be fdleccording to the PHA worksheet

above:

Identified hazards: hazards with potential to cadaenage to the ecological
environment. At best, it should contain the idecdifion of the substance (CAS
number), its temperature, pressure and flow rate.

Probable causes: description of the causes thateadyto the identified hazard
(i.e. initiator events), such as cracking or bregkiertain pipeline or equipment.
Possible effects: possible physical effects from elient (e.g. contamination of
the beach nearby, death of fishes, decrease fdgumdi fishes, restrict
photosynthesis of marine plants, reduce the abwedahaffected populations).
Control measures: barriers and preventive actiomschw could avoid the
occurrence of the initiator event.

Frequency class: classification of the event offrégquency, according to Table
5.

Severity class: classification of the event orséserity, according to Table 6.
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Risk rank: qualitative value to the risk level afch accidental scenario, which is
a result of crossing the classes of frequency avergy, as illustrated in the
Table 7. The risk is classified as Acceptable (Moderate (M) or Not
Acceptable (NA). For acceptable risks, there isvaed for additional measures,
i.e., monitoring is necessary and sufficient to ueasthat the control and
recovery measures are maintained. To risks qualiie moderate, additional
control and recovery measures should be evaluaiedng at risks reduction.
The classification as not acceptable risks is ahication that existing control
and recovery measures are insufficient. Alternativethods should be
considered for reducing the likelihood of occurenand magnitude of
consequences.

Recommendations and observations: recommendatioreofntrol and recovery
measures that should be taken to decrease theefreguand/or severity of the

accidental scenario.

* Accidental scenario: Identification number to tleeidental scenario.

Table 5 - Frequency classes.
(Adapted from the ref. [72])

Class Description
A Conceptually possible, but extremely unlikely im lifetime of thenstallatior.
Very unlikely Without historical reference
B Not expected to occur during the lifetime ofinstallatior, although there ar
Remote historical reference
C Likely to occu ever once durin¢the lifetime of theinstallatior.
Ocasional
D Expected to occur more than once during the lifetohtheinstallatior.
Probable
E Expected to occur several times during the lifetbhtheinstallatior.
Frequent
Table 6 - Severity classes.
(Adapted from the ref. [72])
Class Description
I No damage or minor system damage, but does noé aagdogical damag
Minor
I Irrelevant ecological damag
Major
I Considerable ecological damage causy release of chemicals, reaching art
Critical beyond the boundaries of the establishment. Actatlsoenario results in
ecological damage with short recovery ti
v Catastrophic ecological damage caused by releasheicals, reaching are:
Catastrophic beyond the boundaries of the establishment. Actatlscenario results in

ecological damage with long recovery tii
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Table 7 - Risk ranking: Acceptable (A), Moderatg @vINot Acceptable (NA).
Frequency Categories

A B C D E
B vV M M NA NA NA
25 1 A M M NA NA
g8 I A A M M M
88 [ A A A A M

After all accidental scenarios have been identifmte should select the most relevant
to a more detailed assessment. Therefore, onedshtaarly establish the criterion considered
in the selection of the relevant accidental scesafror a conservative approach, one can use
a criterion based only on the severity class. Toeegin this work, it is adopted the criterion
of severity Il or IV to trigger accidental scerasifor further analysis in the next step [50].

Because PHA is often used as an initial risk stundgn early stage of a project, the
results of this step may be already available. dat,fin a human QRA, accidents with
potential to cause damage to humans are identiinellthey usually have potential to cause
ecological damage as well. In this case, most aotsdhave been already identified and the
risk assessor should just review the ecologicaotsf (i.e. possible consequences) caused by
these accidents. Conversely, if a previous PHA was conducted yet, this is a great
opportunity to do it. Likewise, this PHA might bead in a human QRA.

At the end of this step one should have a set ofdantal scenarios characterized by
gualitative information as in Table 4. As alreadgntioned, all accidental scenarios classified
with severity Il or IV should be selected for faer analysis in the next step. In addition, this
step allows to systematically identify the existiagcidents and their possible ecological

damage, leading to an improved level of preparatoemergencies.

3.3 EXxposure assessment

This step should be conducted for all accidentahados selected in the previous step
to a further and more detailed assessment. Firsttignsists of applying mathematical models
that simulate the occurrence and movement of todieases in the water, atmosphere and
soil.

More specifically, one must estimate exposure of &gecies to the chemical released,
for each accidental scenario. This includes desgithe chemical dispersion and predicting
the concentration that reaches key species of conoe each instant of time, i.e.
concentrationsCi(x,y,z,t) within a defined area (spatial boundaries), focheaccidental

scenarioj. Chemical fate and transport models have beem ofted to describe and predict
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distribution and concentration of chemicals in thevironment. Guidance on fate and
transport models is beyond the scope of this wone suggests the references [73; 74] for
additional information.

For most accidental scenarios, meteorological ¢mmdi may influence the chemical
dispersion and, consequently, the estimated exposancentration. In such cases, it is
necessary to generate a set of meteorological sosrar each accidental scenaiioThus, if
one hasx accidental scenarios selected from the secondastéy meteorological scenarios

defined here, one has noxw y new accidental scenarios, each one with a spdaifiction

of exposure concentratio®(x,y,z,t) In other words, each meteorological scenariongefiin
this step within each accidental scenario frompgrevious step will have a specific function
of predicted chemical concentration that vary inetiand space.

A meteorological scenario is defined by meteoralagparameters that depend on the
kind of environmental media (e.g. air, soil, watéhne chemical moves through. Such
meteorological parameters could be, e.g., weattadilisy class; wind direction and speed,;
air, soil/lbund, water temperature; ambient presswrmidity; tides of the sea; currents of the
ocean; season of the year; etc. To do not yielegxaggerated number of new accidental
scenarios for the QERA, it is useful to group tlaadin a limited number of representative
meteorological parameters.

Subsequently, because the next steps of the métigyddo require additional costs and
special expertise, one should decide whether temial concentration estimated is expected
to cause ecological adverse effects, for all actalescenarios. In other words, one should
select the accidental scenarios in which populdeorl effects are likely to occur, so that
population-level ecological risks should be quaedif This way, the methodology needs a
criterion to trigger accidental scenarios for fenthQERA. The hazard quotient (i.e. an
exposure concentration divided by an effects comagon) is a commonly applied criterion
for that [2; 75]. They are quick and simple to as®l do not require special expertise from
risk assessors.

In this sense, Pastorat al. [3] states that “at best, deterministic hazardtigumds |...]
can only be used to screen out chemicals, recemosite areas that are clearly not a problem
(when the hazard quotient is considerably less ff)anin addition to that, EurEco found in
recent study that most of the chemicals, pesticades marine schemes developed for ERA,
use the hazard quotient, calculated as the PrediEtevironmental Concentration (PEC)

divided by the Predicted No Effect ConcentratioNBEZ), to indicate low risk when it is less
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than 0.01 [75]. For a conservative approach imptloposed methodology, the PEC will be the
local maximum of Ci(x,y,z,t) whereas PNEC is the concentration below whictosupe to a
substance is not expected to cause adverse effeds individual organism. The former is
provided by the results of chemical fate and trasinmodels and the latter by ecotoxicologial
data on the species being assessed, usually ascant@ation based endpoint known as No
Observed Effect Level (NOEL - see glossary for italhe ECOTOX database can be used
as a source for locating single chemical toxicigtadfor plants and animals [76]. It is
important to note that the PNEC is an individuakeleendpoint and so is the hazard quotient.

As a result, the proposed methodology uses theriomt PEC/PNEC > 0.01 to pick
accidentals scenarios to the next step. Becausaitrery conservative approach, it is likely
that no accidental scenarios that considerablyritané to the ecological risk will be ruled
out. Nonetheless, if it concerns the risk assedsomight evaluate other chemical aspects
such as: persistence and biodegradability; bioaotathme potential (via bioaccumulation
factor); and solubility in water (in case of an atici ecosystem). For example, if the chemical
is readily degradable, population-level effects ané likely to occur, even if PEC/PNEC is
greater than 0.01.

Finally, at the end of this step one should hawsetaof accidental scenarios that are
likely to contribute to cause population-level etke Several parameters consolidate each
accidental scenario, they are mainly: hazard, atati event, causes, control measures,

meteorological parameters, chemical concentra@i¢ny,z,t) and hazard quotient.

3.4 Frequency estimates

For the selected accidental scenarios in the pusvetep, the frequency of occurrence
should be estimated. The output of the QERA is wEpendent on this estimate, so that an
under- or sub-estimate of this value can lead egincerrors in calculating the ecological risk.

In some risk assessments, the frequency of ocaerehan accident can be estimated
from historical records contained in databases aferences, since they are actually
representative to the case. Generic frequenciedicued are presented in the reference [18].
In the third chapter of this reference, Loss of @oiment Events (LOCs) (caused by e.g.,
corrosion, construction errors, welding failurelecling of tanking vents, mechanical impact,
natural causes, domino effects, etc.) are descabddheir generic frequencies of occurrence

are estimated, for various systems in an estabéshnincluding stationary installations and

2 By local we mean that it is within the spatial bdaries of populations being evaluated as well idsimthe
simulated time period.
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transport units such as: pressurized stationalstand vessels, atmospheric stationary tanks
and vessels, gas cylinders, pipes, pumps, heataegehs, pressure relief devices,
warehouses, storage of explosives, road tankerswagons, and ships.

However, those generic frequencies describe avemfyations and may need
corrections concerning specific circumstances efitistallation under assessment. Due to the
complexity of some installations, it might be nesa@y to use expert opinion and Reliability
Engineering techniques (e.g., event tree, Eventu&emp Diagrams, Bayesian Belief
Networks) in order to correct the generic frequeadiaking into account the influence of
control measures (e.g., safety management systalasns, automatic stops), as well as
human errors that might contribute to the occureent the accidental scenario. In other
words, the risk assessment team might need to coadwliability analysis involving generic
equipment failures, control measures and humam.dtris beyond the scope of this work to
provide guidance on reliability analysis; for a geal view on reliability theory, models,
methods and applications, see the references 143 77]; and for specific information
about techniques such as Event Sequence Diagre®iy) (Bayesian Belief Networks (BBN)
and Human Reliability Analysis see the referendds §5; 46; 47; 48; 49].

In addition to that, for each accidental scenarle tfrequencies concerning
meteorological parameters that consolidate eacile@al scenario (defined in the previous
step) should be also taken into account. Conselyuemeteorological statistics (deduced, for
example, from a nearby and representative metegioalbstation) should be used to define
fractional frequencies or number of observationsach meteorological scenario.

Finally, only accidental scenarios that contribsignificantly to the ecological risk
should be included in the QERA under the conditithrad (1) the frequency of occurrence is
equal to or greater than $@er year and (2) PEC/PNEC is greater than 0.0&. cFlieria
therefore are used to trigger accidental scendapsisk quantification and evaluation via
population modeling in the next step. The firsteaton is taken from reference [18], where it
is stated that “a threshold of i(per year as criterion for including LOCs is comstl
reasonable since generic LOCs leading to the relesthe complete inventory have failure
frequencies in the range 1Gand 10’ per year”. The second criterion is taken from the
previous step of the proposed methodology and Wweady explained.

The output of this step is then a set of accidesgaharios that are likely to contribute to
the ecological risk, with their respective frequenestimates of occurrence. Several

parameters consolidate each accidental scenamg, dre mainly: hazard, initiator event,
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causes, control measures, meteorological parametéemical concentratiorCi(x,y,z,t)
hazard quotient, and frequency estimate of occoer€that is equal or greater thari®lfer

year).
3.5 Population modeling

This step is an iterative process (see Figure Fikstly, a population model is
formulated (see section 2.5) in an effort to démcthe natural population dynamics of key
species in the area (without exposure to the chamifcconcern). It is necessary to formulate
a population model to each key species, if more thae is being analyzed. The population
dynamics must be described via assessment endpleifited in the first step. The predicted
chemical concentrationCi(x,y,z,t) - for each accidental scenarig, that may affect a
population of concern - will be used as input Maleato describe the population dynamics

with chemical exposure.
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Figure 3.2 - Iterative process of population modeli

Pastoroket al. [3] provides a detailed guidance on ecological eliod in risk

assessment. He also makes a critical evaluatisofdivare designed for a QERA, pointing

their possible uses and limitations.

Input data will be necessary to parameterize theuladion model. The quality and
predictiveness of the model depends mostly on tfadity and quantity of these data. If data

for the key species are insufficient, then one @axtrapolate the information from related
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Typically, a population model requires information the following input variables [3;
31]: age/size structure; specific survival and felity rates for each age/size; rates of
immigration or emigration; initial abundance focchage/size; estimates of variability for the
vital rates and initial abundances; density depeoeleeffects; geographic and habitat
distribution of key species; and foraging behavidre required level of detail for a particular
variable depends on the assessment objectives.

Once the population model is formulated, it shdugdvalidated in order to make sure
that the model is a good approximation of realibd grovides reliable predictions. The
validation of a model is typically done by measgritne conformance of predictions with
empirical data. This measure may be used to claraetthe reliability of other predictions.

It is still a limitation of this methodology to primle an effective method for validation.
However, there is some ways to validate a modetl. &@mple, if there is hardly no
chemical/physical stressors currently affecting plopulation, there is a very simple way to
validate the model: to run the population modeltipld times for a non-impact scenario and
assess its predictions. For non-impact scenatios expected that the population abundance
will remain steady (for short and middle-term podidins) or will decrease very slightly (for
long-term predictions, because it is expected #hary species goes naturally extinct,
although it takes thousands of years). This wathafpopulation model considers no physical
and chemical stressors, and the predictions shtherdigh risk of extinction or high risk of
explosion, the model may be not correct and shbalceviewed.

After validation of the model, an uncertainty arsadyof risk estimates should be
conducted in order to determine if the level ofentainty is acceptable. A simple way to deal
with uncertainties is to use them to derive worsd Aest case estimates of extinction risks,
based on changes on parameters. Such proceduretviie risk assessor to estimate a range
(upper and lower bounds) to risk measures, sug¢hmasto extinction, or risk of decline. The
greater are the uncertainties in parameter valineswider will these bounds be. If these
bounds are too wide, uncertainty may be unacceptabtl do not meet the needs of risk
managers. At best, these bounds should be narrouganto make decisions taken by risk
managers based on the lower bound the same as lthesd on the upper bound (i.e. the
difference between the lower and upper bound shoellcegardless for risk managers).

It is important to stress that there are sevefarotvays to measure and communicate
uncertainty. To study them and provide an effectmethod to evaluate uncertainty is

proposal for future developments in this methodplog
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If the model is appropriate to describe the popahadlynamics of concern, uncertainties
about risk estimates are mostly because of uno@gsiabout parameters (e.g., survival rate,
fecundity rate, carrying capacity, initial poputati abundance), what is originated from
incomplete knowledge, limited sample size, measargnerror and use of surrogate data.
More precise estimates for parameters can imptovenodel by narrowing the ranges of risk
measures. This requires further field work and dgttoering, what costs resources such as
equipment, technology, staff, time, etc.

Obviously, resources are limited, so its allocatstrould be optimized in a way that
uncertainty is reduced the most. With this in miadystematic sensitivity analysis can point
out to the most important parameters to allocateurces for further data gathering. This can
be done by observing the effects of changes innaogel parameter on population extinction
risk.

In summary, if uncertainty is acceptable, thes ithie end of this step. Otherwise, if the
present model provides risk estimates with an waeble level of uncertainty, then a
sensitivity analysis can point out to the most im@at parameters which need better
estimates. Then, further field work and data gatigeon these parameters can improve the
model. Finally, one has an improved model (withalidated structure and more precise
parameters) which must be further analyzed untilsitvalidated and uncertainties are

acceptable.

3.6 Risk quantification and evaluation

The output elements from the previous steps ar@ssecy as input for this step,
essentially:
* apopulation model for each key species;
* a predicted concentratioi(x,y,z,t) within the area of concern for each
accidental scenari@, t in the same unit as the time-step of the model,
» the frequency estimate of each accidental sceparitime-step of the model;
General temporal boundaries were determined itfistestep. The risk assessor should
now define specific temporal boundaries for eadhidental scenarios, i.e. the expected time
frame over which the accidental scenario causewg@ical effects, which depends basically
on the concentratio@;(t) within the area and on remedial actions to renahemical from

the area. This will also become an input variab& the time of the simulation).
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Subsequently, an exposure-response assessmentd sheutonducted in order to
describe the relationship between the concentratii®,y,z,t), of the chemical and the
magnitude of the individual-level responses of lspecies (represented by changes in
measurement endpoints, e.g., survival rate, fetyndite, carrying capacity). It will be
usually necessary to specify a dose-response imatihich can be built from data on long-
term effects of the chemical on key species. Tlaseecotoxicological data at individual-
level that basically look at the effects of lifeetsy chemical exposure on input variables such
as age-specific fecundity, survival and mortalg@gcause this is a major step in the ecological
risk assessment, this topic is not addressed irrdfexence [3]. Instead, they suggest the
references [1; 56; 58] as considerable guidanckownto analyze for toxicity and exposure-
response relationships.

By linking exposure-response relationships to tlgutation model, one can now
predict how different concentrations of the chern{cate that for each accidental scenario
there is a predicted chemical concentration) wasdse adverse effects on populations of
key species.

The probability of adverse effects may be represerty probability-consequence
curves. For example, Figure 3.3 shows the conseggenver time on population abundance
for three different scenarios of chemical exposUriee several ways of expressing those
curves were presented in section 2.5.4 and theways of assessing impacts and risks of
each accidental scenario were described in se2tmb. The risks should also be categorized
according to section 2.5.7. Lastly, a sensitivibhalgsis may add insight to the QERA by
exploring the sensitivity to assumptions.
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Figure 3.3 — lllustrative example of effects onsh population for a 100 years simulation, for
three different concentrations of oil exposure.racms 1, 2 and 3, respectively: C(x,y,z,t) < 1ml/
C(x,y,z,t) =16 ml/L; C(x,y,z,t) = 30 ml/L.

To quantify the ecological risks of all accidensalenarios in only one measure, the
values of the consequence estimates should be nethliith cumulative frequency estimate
of occurrence. This regard was introduced in se@i6.6. As a result, one builds a FN curve,
where N is the average population decline numbetr Bnthe cumulative frequency of
accidents with N or greater abundance decline. tRat, the following steps should be
conducted:

a. Select a key species,
b. Set the average population abundance decline anthef the simulationN,
for each accidental scenaripfor each key species,

c. Build a list of average abundance decling, , and its respective frequency

estimate of occurrencd, (y™). It is necessary a list for each key species.

d. The FN curve is now constructed by cumulating r@fiencies in each list (i.e.
for each key species) for whidl,; is greater than or equal to N:
F(N)= > F (3.1)
Oi:Ng =N
The Figure 3.4 shows an example of an FN curvedhatacterizes the ecological risks

originating from accidents in an establishment.
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Figure 3.4 - FN curve for representation of thelegical risks related to accidents in an
establishment (figure for demonstration purposdg)on

Together, the risk curves (for each particular @ecial scenario) and the FN curve can
be used in making conservation decisions that wev@lanning future fieldwork, assessing
impacts and evaluating management actions. Fédhedle cases, the objective of the decision
must be specified. It is assumed that the objedsivainimizing the risk. Then a cost-benefit
analysis can be made with the results of a sefiemssessments. The cost is actually the
implementation cost of alternatives to reduce rigkd the benefit is the quantified risk
reduction itself. Consequently, the selection dote for the best alternative can be based on
minimizing the cost:benefit ratio while satisfyiegher a cost or a risk constraint.

To sum up, the results of the methodology can sumjezisions such as for example:

« if we invest a certain quantity of money (say U$000) in control measures,
what will be the frequency reduction in the FN af2v

* How best to allocate this U$100,000 in order to imnéze risk reduction? Which
accidental scenarios prioritize?

* If we change the layout of the establishment, mgtthazardous installations
more distant from ecological environments, what & the new FN curve?

« What are the best conservation options (e.g., ugrg of spills, pollution
remediation, habitat protection, translocation @ntroduction of individuals in

the population)?
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» To which value an accident’s frequency of occureemust be reduced in order
to achieve a risk level of acceptability?

The last question is particularly dependent on cisleria for acceptability. In fact, after
guantification of the risks to populations, theyndze evaluated by stakeholders (enterprise
leaders, government, environmental agencies, étc.pletermine whether the risks are
acceptable or not. However, establishing risk gatefor acceptability is a slow and
complicated process that requires the participatiosociety in its judgment. Once completed
the process, there is now a standard, i.e. a valuaterval where the risk is considered
acceptable. It makes law clearer, so that less ynisngpent with lawyers and so more money
can be spent with environmental and conservatiomagement.

Some scientists believe that the interpretatiothef results of a QERA is a political
process that requires criteria imposed by the gpcather than by the scientific community
alone. Others believe that scientists neverthdies® a responsibility to provide guidance
[35]. It is not an aim of this work to provide gaitce on risk criteria for acceptability.
Although it was proposed risk categories for asegsa particular accidental scenario in
terms of probability and time to half loss (seetisec2.5.7), this work does not devise risk
categories in the FN curve that cumulates riskallaccidental scenarios.

Determining risk categories in the FN curve isl dilshortcoming of the proposed
methodology. With this in mind, the FN curve makies process of devising risk categories
for acceptability less difficult, because it is eagsed in the same way as the societal risk in
human QRA. For example, one should determine whaheé acceptable frequency of a
population declining by a given percentage (say Q086 the acceptable frequency of a
population extinction. And that is much more gehdénan, for example, determining risk
categories for the volume of contaminated wateind@3ROTEUS model [19], because each
specific ecosystem has its specific responses dahgeexposure to a given volume of
contaminated surface water, so that risk categuovizaelies on a subjective evaluation of

ecologists.

59



4 APPLICATION EXAMPLE

In the Brazilian industrial current scenario, theafe Port and Industrial Complex
(SPIC), located in the state of Pernambuco, detadself by being the most complete
shipping hub in the Northeast Region of Braziltfue location of port and industrial business.
With a complete infrastructure to fulfill the neeolsthe most diverse enterprises, Suape has
attracted an increasing number of companies tieanggrested in either placing their products
in the regional market or exporting to other coiast{78].

The SPIC can be considered as the largest ceniav@gtments in Brazil. Today, the
sum of investments is about U$ 21.3 billion, spepimore than 100 active enterprises and
other 35 in their implementation phase. An oil mefiy, three petrochemical plants and two
shipyards are in construction there. The attraatibsuch an amount of investment is mainly
due to the privileged geographical location of skete of Pernambuco, allowing the transport
of products from/to more than 160 ports worldwierthermore, it has been seen a great
investment on research by universities in the megiweith the purpose of developing and
improving the production and operation in SPIC][78

With an investment of about U$ 4 billion, the AbrelLima oil refinery (RNEST) is the
biggest establishment in the industrial compleX| st implementation phase. In fact, the
company Petrobras (Brazilian multinational energmpany and the largest company in Latin
America) has decided to build 3 refineries in thertNeast region of Brazil, for its closer
distance to consumer markets such as Europe andiShe

The refinery RNEST has a project that predictsacgssing of 200 thousand barrels of
heavy oil per day, according to APl (American Plenon Institute) classification, and aims
the maximal production of diesel. The processedvitilcome from the Campos Basin in Rio
de Janeiro, Brazil, and from Orinoco, Venezueld;[#hich will supply RNEST through an
external harbor in SPIC that is expected to recevuetankers up to 170,000 DWT
(Deadweight Tons). Considering the great amounbibfransported to RNEST, accidents
with potential to cause serious damage to the gamb environment might happen. For
example, a marine spill of a great volume of odrniing a plume of hydrocarbons that
spreads out into a very thin layer across the sarfaf the water and may come ashore,
damaging the ecological environment in the coasteshambuco.

The coastline of the state of Pernambuco has a kehy ecological environment,
composed by ecosystems such as beaches, estuaaiggioves, coral reefs, coastal islands,

resting and atlantic forests, each of them intargctvith one or more. Moreover, several
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species are important to the economy of the swteadl as for feeding of local population.

Hence, any exposure to toxic substances may caysécant consequences.

This section aims at testing the capability of greposed methodology to quantify

ecological risks, as well as its feasibility inrtex of data and resource needs. This is achieved

by performing a QERA via the proposed methodolagyhie activities of oil handling and

transport to RNEST at the external harbor.

Several sources of information were used to perfibWnQERA:

Environmental Impact Statement of the establishraadtassociated documents
[79; 80; 81];
Ecotoxicological database [76];
Comprehensive database of information about figitisg [82];
Case studies on population modeling [70];
Published articles about the key species chosemnedaigd species [83; 84].
Demographic data about fish populations on the ttoasof Pernambuco,
provided by the Tropical Fish Ecology Lab of theiwémsity of Pernambuco
(UPE);
Results of a fate and transport model designededigt the oil dispersion in the
ocean after several accidentals scenarios of gpitlyided by the Center for
Studies and Essays in Risk and Environmental Mode(CEERMA) of the
Federal University of Pernambuco (UFPE);
Personal communication
o with ecologists of the Tropical Fish Ecology Lab tbg University of
Pernambuco (UPE);
o with chemical engineers from CEERMA&¢éntro de Estudos em Risco e
Modelagem Ambiental)of the Federal University of Pernambuco
(UFPE).

4.1 Problem Characterization

Figure 4.1 illustrates the steps in conducting thethodology and detaches the current

step.
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Figure 4.1 - Step 1 within the flowchart of the hoetology.

The problem consists of quantifying ecological siskriginating from accidents
associated with transport and handling of crudetlmlt supplies RNEST, which is to be
constructed within the SPIC, in Ipojuca, Pernambiazil.

4.1.1 Risk assessment issues and objectives

* Objectives of the QERA: this assessment aims avigirg risk managers
objective answers about the ecological risks aasedtiwith transport and handling
of crude oil to supply the oil refinery RNEST. Taserre that the results of this
assessment would meet the needs of risk manadessfotlowing specific
objectives were determined:

o to identify the significant ecological risks;
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o

to examine the dynamics of an representative spquopulation in the
surrounding ecosystem;

to quantify potential risks of accidental eventrginating from ship
transportation of crude oil that supplies RNESD the aquatic ecosystem
on the coastal region of Suape, PE, Brazil;

to be as conservative as possible in parametengatredicting worst-case
scenarios;

to provide numerical basis of knowledge for commoating risks;

to provide a basis for comparing, ranking and prmng accidental
scenarios;

to conduct a sensitivity analysis that expresses@és in risks measures as
a function of changes in the accidents’ frequencfesccurrence;

to conduct a sensitivity analysis that express gbarn risks measures as a
function of changes in the magnitude of the conseges;

to deal with uncertainty in the results of sigrafit accidental scenarios,
measuring it by estimating a range (best case ami$twase) to risk
measures;

to deal with natural (environmental) variabilitytime;

Scale of the assessment: small area evaluategth;de

General spatial boundaries: local;

General temporal boundaries: 100 years;

Expected outputs of the QERA:

o

o

o

for a non-impact scenario: abundance trajectorynsam, risk curves of
extinction and time to population half loss (i.8% decline);

for each accidental scenario: abundance trajestonymary, risk curves of
extinction, time to population half loss (i.e. 50@éecline), and risk
category;

comparison of results between accidental scenaitd a non-impact
scenario;

FN curve for cumulating risks of all accidental s@gos;

to point out further work that can effectively inope results.

Resources available:
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0 personnel: a risk assessor (i.e. the author of wuosk). Additionally,
support was given by an ecologist, an oceanogrgjdrefate and transport
modeling), and a reliability engineer;

o time: 5 months;

« Data and information already available: Environraéminpact Statement of the
establishment and associated documents [79; 80; 81]

* Acceptable level of variability in results: variityi is considered acceptable as
long as the width of the 95% confidence intervathiea results of the time to “half
loss” (i.e. 50% population decline) is smaller tH&h.

e Ecological impacts caused by past accidents: nome, refinary is still in

implementation phase.

4.1.2 Characteristics of the establishment

The refinery RNEST has a project that predictsagssing of 230 thousand barrels of
heavy oil per day. The crude oil might be 50% Mmarbriginating from the Campos Basin in
Rio de Janeiro, Brazil, and 50% Mejorado Carababiginating from Orinoco, Venezuela
[79]; or, alternatively, 100% Marlim.

The refinery will be built in the peripheral indtiat zone 3B (3B-ZI) of the CPIS in the
northeast region of Brazil, 50 kilometers southnfrthe town of Recife, next to latitude
8°17'S and longitude 35°15'W [80]. It was providéml RNEST an area of 6.3 square
kilometers within the industrial complex. The fallmg Figure 4.2 presents an aerial
photograph of the CIPS.

Figure 4.2 - Aerial photograph of the Suape Port &ndustrial Complex.
From ref [78].
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The refinery is located about 6 kilometers from éx¢ernal harbor. This is expected to
receive oil tankers up to 170,000 DWT (Deadweighhg) and is surrounded by: to the north,
the Cocaia island, Tatuoca islands, Tatuoca rMassangana river, Suape beach and Cape of
Santo Agostinho; to the south, Gamboa point andoMiito beach (Figure 4.3). The refinery
is then supplied by 8 pipelines connected to theraal harbour.

Ly et |

Figure 4.3 - General view of the CIPS and the asekected to the construction of RNEST.
From the ref [79]

As this QERA is concerned only with accidents asged with transport and handling
of crude oil for supplying RNEST, no accidentalrsan@os within RNEST are considered, but
only transport units (i.e. oil tankers) and theutes to the external harbor. This way, the
coastal area was divided into 24 quadrants (1A,11R, 1D, 2A, ..., 6D), as in Figure 4.4.
The central point of each quadrant (1a, 1b, 1c,2&d,..., 6d) represents a specific possible
location for an accidental oil spill. It is worthressing that an accidental oil spill in the
specific point 3a covers not only failures causgekternal impact (e.g., collision, stranding)
but also failures in unloading activities (e.g.l foore rupture of the unloading arm, leak of
the unloading arm). Conversely, accidental spill®ther points cover only external impact,

since the oil tanker is not docked at the harbor.
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Figure 4.4 - Possible points of oil spill to be linded in the QERA.

The Figure 4.5 presents a side view of an oil tankiso, there are some other technical

information related to the transport of crude oithe external harbor [78]:

transportation ships are double-walled oil tanketsch is compulsory;
about 1138 ships come in and out the harbor ewveay; y
24 hours is the average duration of unloading bgr; s

144 is the average number of transhipments perfgeaupplying RNEST;

e Oil Tanks Empty
= AN —

Figure 4.5 - Side view of an oil tanker.
From the ref [85].
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Finally, crude oil is the only chemical of poteht@ncern in this assessment, also
named as crude petroleum, petroleum, crankcase pétroleum oil, CAS number: 8002059.

4.1.3 Characteristics of the ecological components

Among the species in the wild fauna and flora & toastal region of Suape, it was
chosen to analyze fishes because [86; 87]:

1. They have a relatively large size. Although oil 881 immediate effects
throughout the entire spill site, it is the extéretiects of oil on larger wildlife
species tha are often immediately apparent.

2. Life-history information is extensive for most fispecies.

3. Their position at the top of the aquatic food webelation to invertebrates and
green algae helps to provide an integrative viethefwatershed environment.

4. Fishes are relatively easy to identify. This tendsdecrease data collection
errors.

5. Fishes are typically present, even in the mosuped waters.

After personal communication with professor SimodpRerreira Teixeira from the
Tropical Fish Ecology Lab of the University of Pembuco (UPE), it was chosen as indicator
a local fish population of a native species, De&pterus rhombeysrder Perciformes, family
Gerreidae, common name Caitipa mojarraGarapebain Portuguese)Diapterus rhombeus
(Figure 4.6) is one of the most common Gerreidaeisg in the estuarine region of Suape,
Northeastern Brazil. They feed most on small bentirertebrates and plant materials. These
fishes are thought to be more sensitive and thexederve as an early warning indicator of
ecological impacts. Also, they have significantremmic and social importance to the state of
Pernambuco, since local human communities feedhem as well as sell them as a means of

livelihood.
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Figure 4.6 - Photograph of a a Caitipa mojarra.

The Tropical Fish Ecology Lab of the University Bernambuco (UPE) provided
demographic data about those fishes, collectedeatmangrove channel of the Tatuoca river
during 24 consecutive months (from March 2008 urgbruary 2010). Two net catches were
made each month, i.e. catch 1 (C1) and catch 2, @®) the sampler area was 28 Both
C1 and C2 were made in the same area consecutivilgut releasing the fishes after the
first catch, since they aimed at obtaining the alamce on the site and only one catch would
be less valuable (i.e. those fishes may be schp@imd a catch could be sampled over a
school, overestimating the population abundanaoa).elach catch it was counted the number
of individuals as well as measured the total lendink length and standard length (for
concepts see Fish Measurement in Glossary) ofiedohdual.

However, there were no available data about theifspgeographic location of the fish
population. Consequently, the geographic locatiowl &#oundaries of populations were
estimated via expert opinion only. They say thaepiles use shallow waters of the Suape
beach and mangrove channels for breeding and fwowth phase, and migrate to areas of
greater depth as soon as they become adults. Insleeln opinion was validated by analyzing
the demographic data discussed in the previougymph, i.e. these data were collected in
shallow waters and only 0,2% of all collect fisl@esented a total length greater than 13.4
centimeters, which is, according to the referei®@}, the average length at whiclbapterus
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rhombeusjuvenile mature for the first time and thus becena@ adult. In summary, only
0,2% of all collected individuals in shallow watevere adults.

All this considered, it was determined that the yapon is located at the Suape beach
(at the latitude 8° 22’ 18.668” S and longitude® 3%’ 7.160” W) within a region of about

7850 square meters, as illustrated in Figure 4.7.

N
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Figure 4.7 - Location of the fish population repeating the ecosystem integrity.

Finally, the chosen assessment endpoint to pramfdemation about the population of
concern was its abundance. Then, the initial pajaabundance was estimated at 22,111

based on population demographic data.

4.2 ldentification of hazards and consolidation of accidental scenarios

Figure 4.8 illustrates this step within the flowdhaf the methodology.
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Figure 4.8 - Step 2 within the flowchart of the huoetology.

Each point in Figure 4.4 represented a possiblatime for an oil spill and so
consolidated an accidental scenario. It was coreduatPHA for each one of the 24 locations
and only three of them had a severity class IllI\ar These were selected for a detailed
analysis in the next step. More specifically, tveersgarios had catastrophic severity class IV

(i.e. 1a and 2a) and one had critical severitysclgsi.e. 3a), as illustrated in Figure 4.9.
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Figure 4.9 - Accidental scenarios selected to thet istep.

Once again, accidental events in location 3a cextarnal impact as well as unloading
activity. However, it is further from the fish pdption of concern in comparison with
locations 2a and la. Hence, until this phase ofa#smssment, it can be qualitatively stated
that the accidental scenario 3a has a greaterdrayuof occurrence but smaller severity in
the consequences; whereas accidental scenarioad?éaahave greater severities, because
they are closer to the fish population, and smélegyuencies, because they cover spills due to

external impact only. Which of them has higher sigkstill unknown.

4.3 Exposure assessment

Some meteorological conditions (i.e. topograpltde tonditions, and the distribution of
temperature and salinity of the water) influence dispersion of oil in the ocean and thus the
chemical concentration to which the fish populat®exposed after an accident. An analysis
of previous works conducted on the coast of Su8Begd9; 90] has shown that information on
the rainy season (from March to August) could beuged in one meteorological scenario
named “Winter”. Similarly, data on the spring andgmsner (from September to February)
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were grouped for the numerical representation efdty scenario named “Summer”. Then,
for each period of the year two tidal conditionsreveonsidered, based on information
collected by tide gauges installed in the coastiap® [88; 89; 90].

Hence, each of the three accidental scenarios tfhenprevious step was divided into 4
new scenarios dependent on: the season of the(sigamer or winter); the tide of the sea
(spring tide or neap tide). This way, this stepualty evaluates3 x 4 = 12 accidental

scenarios.

4.3.1 Fate and transport modeling

The Princeton Ocean Model (POM) [91] was used tecdee the costal ocean
circulation in the region of concern. The POM isheee-dimensional, primitive equation,
time-dependentg coordinate, free surface, estuarine and coasdrocirculation model,
incorporating a turbulence closure model to proadealistic parameterization of the vertical
mixing processes. The computational code of the P@iw in public domain, was developed
in the 80’s by Blumberg & Mellor [92]. Nowadays, it one of the most tested and used
models by the scientific community to this kindagiplication (e.g., [88; 89; 90; 93; 94; 95]).

Nonetheless, the original code of the POM modebkdu® contemplate a routine that
simulates the dispersion of chemical plumes. Fas tteason, it was added to the
hydrodynamic POM model a subroutine that calculéteschemical dispersion based on the
equation of advective-diffusive fate and transpofrtpollutants developed by the Ocean
Modeling Laboratory (LABMON) of the University ofd® Paulo [96]. Therefore, once the
ocean circulation is established by the POM, a seaulation is ran by injecting a certain
flow rate of oil at the release point.f%) on the surface of the water.

The POM is based on the primitive equations of muoma for a Newtonian fluid. It
basically integrates the Reynolds theorem disadtiby finite difference method. The
prognostic variables are the three components lotir field, temperature, salinity, and two
quantities which characterize the turbulence (itee turbulence kinetic energy and the
turbulence macroscale). A key feature of the PORhésuse of the sigma vertical coordinate
(fraction of the local depth), which allows to caes both the surface and bottom layers of
the ocean as curved surfaces in the horizontau(€ig.10). The sigma coordinate system
makes the POM appropriate for dealing with sigaifictopographical variability such as that
encountered in estuaries or over continental ghreléks and slopes (as is the case of this
application).

The sigma coordinate system is based on the tnanafmn:
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wherex,y,z are the conventional cartesian coordinafess H + n whereH(x,y) is

the bottom topography anflx, y, t) is the surface elevation. Thus,ranges fromr = 0 at

z=ntooc=—-1atz=H~H.

Figure 4.10 — The sigma coordinate system in thadeton Ocean Model.

In this study, the x-axis is considered perpendictid the coastline in the northeast
direction, the y-axis is parallel to the coastlinethe northwest direction, and the z-axis is
perpendicular do the average surface of the ocHam.simulation grid has its origin at the

point of the coastline situated 2800 meters sotitheexternal harbor (Figure 4.11).
The equations which form the basis of the circalatnodel are described as follows:

* The continuity equation
ou U AU
Ix + 3y + Fo 0 (4.2)

* The Reynolds momentum equations

au ou au au 1 0P 3} ou
E‘FU&‘FV@‘FWE—]CV— _Eax*-l_E(KME)-l_FX (4.3)

ov ov av av 1 0P 0 ov
E-I—Ug{-Vg-l-WE-FfU——ga—yﬁ-g(l{Mg)ﬁ'Fy (4.4)

oP
pg=—-- (4.5)

* Equation of state
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p=p(S,6,P) (4.6)

» Conservation equation for temperature

a0 a0 a0 a0 d a6
E+U&+Va—y+W£—£(KM£)+F9 4.7)

» Conservation equation for salinity

as as as as d as
E+U£+Va_y+W£_£(KM£)+FS (4.8)

where,
U,V — horizontal velocities;
W — vertical velocity;
f — Coriolis parameter;
po — reference density;
p — in situ density;
P — pressure;
Ky — coef ficient of vertical turbulent viscosity;
Ky — coef ficient of vertical turbulent dif fusity for heat and salt;
g — gravitational acceleration;
6 — potential temeprature;

S — salinity.

The termsk, F,, Fy andFs represent all of the motion induced by small-spaticesses

not directly resolved by the model grid (subgriéley. They are parameterized in terms of
horizontal mixing processes. For more details ow kile POM model was used to conduct

this application, readers are referred to [88].
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Figure 4.11 - Discretization grid of the coastabien of the external harbor of Suape
(integration domain).

The figures (Figure 4.12 to Figure 4.15) presenesample of the fate and transport
simulation for accidental scenario 3a, i.e. asathplume disperses through the ocean after an

oil spill in location 3a, considering meteorolodicanditions winter/spring tide.
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Figure 4.12 - Dispersion of the oil plume in wirdggring tide 3 hours after oil spill in location
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Figure 4.13- Dispersion of the oil plume in wintgving tide 17.5 hours after oil spill in

location 3a.
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For each one of the 12 accidental scenarios, tieeafad transport model predicted the
weight of oil (in kilograms)Wg.q, (t), on the surface of the water within each dallx dy
of Figure 4.11. The fish population under assessmoewers three of these cells. It was
calculated the average oil concentration in ti@gx,y,z,t) for each accidental scenario,
within the boundaries of these three cells (€&x,,yo,20,t)). To do so, it was made the
following calculation:

 From a data map with the depth in each point of dbean one getdz (in
meters) at the center of each e&tlx dy (in meters);

* One calculates the volume of waterdw x dy x dz (in liters), V,,qter(t) =
1000 X dx X dy X dz;

* From the results of the fate and transport moded, gets the predicted weight of
oil (in kilograms) perdx X dy, Wxq, (t), and considers the same amount of oil
perdx X dy X dz, i.6.Wyyay (t) = Waxayaz(t);

* The total weight of oil within the three populati@®@lls is W,yposure(t) =
Waxaydz,cet 1(6) + Waxayaz,ceir 2(8) + Waxayaz,ceu 3(£);

« Considering the density of oil equal to 910 kij/mne calculates the volume of
oil (in milliliters) within the population cells, V,;(t) = 1000000 X

Vl/exposure (t)/9 10 .

* The predicted concentration within the populatiaiiscis then calculated as

Ci(x9, V0,2, t) = Voil(t)/ , Where (xo,Y0,20) is the central point of the
Vwater(t)

population’s location (Figure 4.7).

This is a very conservative approach because whee makes W4, (t) =
Waxayaz(t), it is considered that 100% of the toxic compoaesftoil on the surface of the

water will actually dissolve in water. The uncemtgi of such assumption will be further

evaluated in section 4.6.6.

4.3.2 Hazard quotient

To select only accidental scenarios that may santly contribute to the final
ecological risks, it was performed a conservatioeaning assessment of the toxicological

effects at individual-level for each accidental rs@o. It was used the hazard quotient for
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that, i.e. the ratio of Predicted Environmental Gantration (PEC) to a Predicted No Effect
Concentration (PNEC).

The PEC was the maximal value through timeCdf,, y,, zo, t); whereas PNEC was
taken from ecotoxicological data in the referentg].[ The value for the PNEC was the .C
(i.e. lethal concentration to 0% of test organisrmog)a related species (i.€arupeneus
barberinus, that is a fish of the same order Bsapterus rhombeysi.e. Perciformes)
associated with crude oil. This extrapolation wasded because there were no such data on
Diapterus rhombeus

Table 8 shows the PECs, PNECs and hazard quotieefth accidental scenario. The
toxicological test parameters and results are l@etan Appendix A. It can be seen that
PEC/PNEC is much greater than 0.01 for all accalesgenarios in the winter, justifying their
selection for the next step (Figure 4.16). Conugrsal accidental scenarios in the summer
had PEC/PNEC equal to zero, because in this sdasoail plume moves to the south and
does not reach the population of concern. Althoiigmay reach other ecosystems to the
south, those are out of the spatial boundariesisfassessment. Hence, accidental scenarios

in summer could be ruled out of this assessment.

Table 8 - PEC and PNEC for each accidental sceniarimilliliter of oil per liter of water, and the
corresponding hazard quotient (PEC/PNEC).

Accidental scenario PEC (ml/L) PNEC (ml/L) Hazard quotient
(PEC/PNEC)

3a-winter-neap tide 17.49 1 17.49
3a-winter-spring tide | 10.12 1 10.12
2a-winter-neap tide 21.47 1 21.47

2a-winter- spring tide | 14.91 1 14.91
la-winter-neap tide 23.79 1 23.79

la-winter- spring tide | 18.10 1 18.10
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Figure 4.16 — Flowchart of the proposed methodo]atgtaching step 3 and the criterion for
selecting accidental scenarios for step 4.

4.4 Frequency estimates

It was conducted a screening reliability analysisdal on generic frequencies of Loss of
Containment Events (LOCs) for ships in an estabimstt covering loading and unloading
activities, and external impact. The reference [@®)vides values for such frequencies per
year, as well as simple procedure to calculate thehich is dependent on some specific
circumstances about the activity of concern (th@see defined in section 4.1.2). It is worth
noting that such frequencies may overestimate f@cause they do not take into account
other specific circumstances that could reduce thedues (e.g., safety management systems,

alarms, automatic stops).
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Table 9 presents the generic frequencies for epehifkc LOC. Note that all ships
transporting oil to RNEST are double-walled tankers

Table 9 - Frequencies of LOCs for ships in a esthblent. The base accident failure ratejd equal
to 6.7 10™x T x t x N, where T is the total number of shiper year on the transport route or in
the harbor, t the average duration of loading/urdogy per ship (in hours) and N, the number of
transhipments per year.
(From the ref [18])

Ship/LOC Full bore Leak of the External External
rupture of the | unloading arm | impact, large | impact, small
unloading arm (L.2) spill spill

(L.1) (E.1) (E.2)
single-walled 6 x 10° 6 x 10* 0.1 xfy 0.2 xfq
liquid tanker per transhipmen| per transhipmen

double-walled |6 x 10° 6 x 10" 0.006 xfo 0.0015 xfo

liquid tanker per transhipment per transhipment

gas tanKer, | 6 x 10° 6 x 10° 0.025 xf, 0.00012 X

semi-gas per transhipmen| per transhipmen

tanker

Accordingly, Table 10 shows the possible LOCs far &ccidental scenarios 1a, 2a and
3a. Note that ships perform unloading activitieslagation 3a only. The variables for
estimating the base accident failure régeyere determined in section 4.1.2 and are presented
again in Table 11. Then, the frequency estimategdch accidental scenario, that is the sum
of the frequencies for each possible LOC, wereutaled as follows:

Fy (year™) = F,u(y~1) = (0.006 + 0.0015) X f, = 1.98 x 107°

Fouy ™) =Fp(y )+ (6x107°+ 6 x 107*) X N = 0.09504198
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Table 10 - Possible LOCs for accidental scenarias2h and 3a.

Accidental Full bore Leak of the External External
scenario rupture of the | unloading arm | impact, large | impact, small
unloading arm (L.2) spill spill
(L.1) (E.1) (E.2)
1a X
2a X X
3a X X X

Table 11 — The base accident failure rageahd their variables. The base accident failurerd, is
equal t0 6.% 10™x T x t x N.

Total number of ships per year in the harbor (T) 3811
Average duration of unloading per ship (t) 24 hours
Number of transhipments per year (N) 144
Base accident failure ratg) 2.635 x 10

Also, it was defined fractional frequencies to theteorological conditions. As already
mentioned (section 4.3), the summer meteorologicahario varies from March to August (6
months) and the winter from September to Februdmd@nths). Therefore, it was considered
that half of the year is winter and the other halsummer. Likewise, one sees spring tides
during half of the year and neap tides during ttieeiohalf, since tides alternate on a weekly
basis. This way, each pair of meteorological ceadihas a frequency of 0.25 per year. As a
result, Table 12 presents the final frequency e for each accidental scenario with their
meteorological conditions. It can be seen thatvidaes justify all accidental scenarios to be
selected for the next steps of the methodologysesithey are greater than ®(er year
(Figure 4.17).
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Table 12 - Frequency estimates for each accidestahario with their meteorological conditions.

Accidental scenario Frequency estimate (per year)

3a-winter-neap tide 0.09504198 x 0.25 = 0.02376049
3a-winter-spring tide 0.09504198 x 0.25 = 0.02376049
2a-winter-neap tide 198 x 107% x 0.25 =49 x 1077
2a-winter- spring tide 198 x 1074 x 0.25=4.9 x 1077
la-winter-neap tide 198 x 107% x 0.25=4.9 x 1077
la-winter- spring tide 198 x 107 x 0.25 =49 x 1077
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Figure 4.17 - Flowchart of the proposed methodo]atgtaching step 4 and the criterion for
selecting accidental scenarios for step 5.
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4.5 Population modeling

4.5.1 Data gathering

As already mentioned, it was used demographic datguveniles of the species of
concern, collected at the mangrove channel of #tadca river during 24 consecutive months
(from March 2008 until February 2010).

4.5.2 Population modeling

The population used in modeling was that describeskection 3.1.3 and illustrated in
Figure 4.7. Data was on one stage class onlyjgveniles), because they were collected in
shallow waters of the Suape beach and mangrovenelsanand fishes migrate to deeper
waters as soon as they become adults. Hence,dpidation is made up of juveniles only. In
addition, data provided the total length of eachected fish, so one could estimate their age
based on the von Bertalanffy growth function [97]:

Ly = Lins(1 — e ¥(t-t)); where
Ling is the total lenght that the fish of a population would reach if they were to

grow indefinitely (also known as asymptotic lenght);

L; is the total lenght at age t;

K is a parameter that expresses the rate (1/year)at which the asymptotic lenght is
approached;

t is the age (in years)of the fish;

to is the hypothetical age (in years)the fish would have had at zero lenght,

had their early life stages grown in the manner described by the equation;

There are many methods for estimating the parasetiethe von Bertalanffy growth
function (i.e. life history parameters) for a certapecies. If one or more growth studies about
the species in question are available in FishB&2¢, fthey provide a list of the different
estimates for different population (i.e. from ditfat localities). There were two studies about
Diapterus rhombeusin a population located in the southwest coastPaérto Rico, in
northeastern Caribbean Sea; and in a populati@atddadn the south coast of Margarita Island,
Venezuela. Both studies presented very similarHisgory parameter estimates, so that any
choice between them would be irrelevant for ouppses. Therefore, it was randomly chosen

to use life history parameter estimates from theytn Puerto Rico, i.eL;,,; = 22 cm; K =

2.21/year ;and t, = —0.08 years.
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Afterwards, it was estimated the agefor each collected fish and it could be observed
that 99,8% of individuals in the data were yountian 4 month$ As a result, the time-step
of the model was defined at 4 months. In addittbis value is approximate to this species’
generation time (i.e. 4.8 months) provided by hfstory data orDiapterus rhombeus the
reference [82].

A population model was then implemented in the pajmn modeling and viability
analysis software RAMAS GIS v. 5 [34]. As the geiem time of the species is
approximately 1 time-step, the model should beasdake. unstructured): there should be just
one stage, and the stage matrix should have aeselginent that is the growth rate of the
population R). Also, for a conservative approach, it was natlude density-dependence
effects in the model. Once again, including derddgendence in a population model to
assess impacts of pollution would make the assedsorgealistically optimistic, because
population would recover very fast after chemicadasure.

Therefore, the model projected the population abood N) forward 100 years (or 300
time-steps) from the initial population abundanstineate (22,111 individuals) using the
mathematical expressiom(t + 1) = R(t) X N(t). Temporal variability was incorporated
into R by establishing a lognormal distribution with aaneequal to 1.001 and a standard
deviation (SD) equal to 0.01. It was made a sinmatvith 10,000 replications. For each
time-step during each replication, a valu®tawas randomly selected.

All parameters of the model in question are summedriin Table 13. Note that the
model with such parameters describes the natunalilpton dynamics (without chemical

exposure). In other words, it describes a non-irnpeenario.

Table 13 — Input parameters for population modehaut chemical exposure (non-impact scenario).

Parameter Value

Replications 10,000

Duration 300 time steps = 100 years

Stages 1 (scalar model)

Sex structure All individuals (males and females)
Stage matrix (mean) [1.001]

Stage matrix (SD) [0.01]

% 0,2% of the individuals were older than 4 monthisese outliers were probably adults that do na liv
shallow waters but were there to make reservdsetgpawning period.
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Environmental stochasticity distribution | Lognormal

Initial abundance 22,111

4 5.3 Validation of the model

It was used the subprogram RAMAS Metapop includethe software RAMAS GIS
v.5 [34] to run the population model and check filteire natural population dynamics (i.e.
without chemical exposure). RAMAS GIS and RAMAS kjabp have already been validated
at the program level, by checking all subunits algbrithms of the subprograms, by making
sure that the program does what is described inntheual, by checking the lower-level
algorithms for consistency (e.g., environmentatisésticity distribution) [98].

It is worth mentioning that RAMAS GIS and RAMAS Ngiop do not allow users to
change their algorithms. If the modeler finds thath algorithm is not capable of simulating
the case-specific model, one should think abouteeiprogramming its own algorithm or
using other software. Several software are alreadylable for use in risk assessment of toxic
substances. Pastorek al. [3] conducted a critical evaluation of ecologicabdels that are
potentially useful for QERA.

Not only the validation at the software level, bigo the validation at the model level is
responsibility of the modeler. To validate the mipdevas verified the following issues:

* Do the results of the model address the risk ass®#sobjectives? Yes, the
results provide risk measures (e.g. risk of extmmGt population abundance
decline) that are within the expected results ef fiERA.

* Do the assumptions and limitations of the modeihf& species being modeled?
Yes. The assumptions make a close approximatiogaldy that is sufficient for
the objectives of the assessment. Most of thedimoms are not originated from
the model, but from poor data.

* Are the parameters of the model reasonable? Ye$adn since there is no
chemical exposure, it is expected that the popratbundance will remain
stable. This means that the population growth satauld be something around
1. The population growth rate is given by the eigdne of the stage matrix,
which is equal to 1.001 and approximate to 1.

The Figure 4.18 shows one of the results of theahdidcan be seen that the population

abundance increases slightly and this is, in fagbected since the population growth rate is
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slightly greater than 1. Actually, it would be morealistic if the population abundance
fluctuated around the same level, what could beealsadby including density-dependence
effects. On the one hand, it would make the assm®sw@f a non-impact scenario more
realistic; on the other, it would make the assestnoé an accidental scenario extremely
optimistic and even unrealistic, because densipeddence effects would cause the
population to recover very fast after an accidentther words, massive population mortality
would happen after an accident, and so would dedsipendence effects cause the
population growth rate to increase. This is quiteealistic because after an oil spill it is

expected that fishes find difficulties to feed aadroduce.

All things verified and justified, the model was nsidered to be correct.
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Figure 4.18 — Population abundance as it changesugh time (without chemical exposure). The solictiine represents the average value over 10,000
replications at time t; the vertical blue bars regent 1 standard deviations; and the red poinfgesent the minimum and maximum values.
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4.5.4 Uncertainty analysis

This section deals with variability in the resultsiginated from environmental
stochasticity in population modeling. Uncertaintythe results of the whole QERA will be
further evaluated.

As defined in the risk assessment objectives, aityais considered acceptable as long
as the width of the 95% confidence interval in tesults of the time to “half loss” (i.e. 50%
population decline) is smaller than 1%. The resoitthis measure for this population model
showed that the widest 95% confidence intervalegafiom 0 (i.e. 0% risk of half loss for all
t) to 0.0089 (i.e. 0.89% risk of half loss for Bll As a result, uncertainty was accepted and
that is the end of this step.

4.6 Risk quantification and evaluation

Here, there is essential need for the followinguirglements, which are output elements
of the previous steps:

* A population model for the population @fiapterus rhombeyslocated at the
Suape beach (next to latitude 8°39'S and longi@4f87'W) within a region of
about 7850 square meters, as illustrated in Figure This was formulated in
the fifth step of the methodology.

* The time-step of the population model is 4 months.

» A predicted concentratiorC;(xg, vy, 2o, t) at the center of the population
boundaries, for each accidental scenaribjn the same unit as the time-step of
the model. These are presented in Table 14.

* The frequency estimate of each accidental scenariper time-step of the
model, Fi(t?). As the time step is 4 months and there are 12ttsdin a year,

F(t™Y) = F(year~1)/3. These values are also presented in the Table 14.

Table 14 — Input elements for risk quantificatiomdavaluation. The time-stepjs 4 months.
Ci(x,y,z,T) is the predicted average concentratioailfvithin the area of concern T units of timepste
after the occurrence of the accidental scenari;(t™) is the frequency of occurrence of the
accidental scenario per time-step.

Accidental scenario Ci(x0,¥0,20,T) Fi(t1)
3a-winter-neap tide {17-49, forT=0 0.00792016
0,forT >0
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3a-winter-spring tide {10-12,f0T T=0 0.00792016
0,forT >0

2a-winter-neap tide {21-47, forT =0 1.63 x 10’
0,forT >0

2a-winter- spring tide {14.91,f0r T=0 1.63 x 10/
0,forT >0

la-winter-neap tide {23-79, forT =0 1.63 x 10’
0,forT >0

la-winter- spring tide {18-10, forT =0 1.63 x 10
0,forT >0

4.6.1 Exposure-response assessment

To build a dose-response function, ecotoxicologidala were extrapolated from a
related species (i.Rarupeneus barberinughat is a fish of the same order Bmpterus
rhombeu} associated with crude oiThe toxicological data, test parameters and resark
detailed in Appendix AThese data provide three points for an exposuEsree assessment,

as related in Table 15.

Table 15 — Lethal concentrations ¢, Csy and LC100 of oil to the organisms of the species
Parupeneus barberinus.

Response (in fraction of mortality) Concentration (ml/L)
0 1

0.5 6.7

1 30

Based on these three points, it was added a logadttrendline, since it was expected
that the rate of change in the function quicklyr@ases and then levels out. Also, it was the
best-fit curved line among several attempts of othe different trend or regression types
(e.g., linear trendline, polynomial, power, expamenor moving average trendline). The R-

squared value was 0.9953, which is a relativelydgidaf the line to the data.
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Figure 4.19 - dose-response function.

The fitted curve was then defined as the dose-respfunction. As a result, Table 14
can be updated by defining the response in funaifof)s(xo, vo,zo, T), @s presented in the

Table 16.

Table 16 - Input elements for risk quantificatiamdaevaluation. The time-step, t, is 4 months.
Response is the predicted fraction of mortalityhi@ population T units of time-step after the
occurrence of the accidental scenarig(t®) is the frequency of occurrence of the accidestahario
per time-step.

Accidental scenario Response Fi(t1)

3a-winter-neap tide {0-82, forT =0 0.00792016
0,forT >0

3a-winter-spring tide {0-66, forT =0 0.00792016
0,forT >0

2a-winter-neap tide {0.88, forT=0 1.63 x 10
0,forT >0

2a-winter- spring tide {0-77, forT =0 1.63 x 10’
0,forT >0

la-winter-neap tide {0-91, forT =0 1.63 x 10’
0,forT >0

la-winter- spring tide {0-83, forT =0 1.63 x 10/
0,forT >0
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4.6.2 Assessing impacts and risks of each accidental scenario

Firstly, a simulation of a non-impact scenario waade, so that it could be compared
with the accidental scenarios. The input paramdtara non-impact scenario were already
presented in Table 13. Subsequently, one assesgexcts and risks of each accidental
scenario through the two approaches describedciiose2.5.5.

4.6.2.1 Assessing impacts of each accidental scenario

This approach compared only the impacts of eacldactal scenario. By ignoring its
frequency of occurrence, one considers that thela@ctal scenario is sure to occur.

Note that for all accidental scenarios, massiveufaion mortality happens only at the
time step that the oil spill occur¥ € 0), i.e. the first four months after an oil gpithat is
because it takes at most 3 days until the oil pluwaehes the population and one time-step is
much longer than that. In the next time steps>(0), no mortality happens because of the
accidental scenarfo Consequently, there was no need to assess imthaotsgh time, but
only at the time step = 0. In other words, a simulation was not necgssarestimate the
average population mortality associated with eamhdantal scenario, that would be simply
the initial population abundance (i.e. 22,111 indlirals) times the fraction of mortality. Table

17 presents the number of deaths associated withaeidental scenario.

Table 17 — Number of deaths associated with eaclilestal scenario, based on the initial
population abundance (i.e. 22,111 individuals) amdthe fraction of mortality.

Accidental scenario Fraction of mortality | Number of deaths
3a-winter-neap tide 0.82 18,131
3a-winter-spring tide 0.66 14,593
2a-winter-neap tide 0.88 19,458
2a-winter- spring tide 0.77 17,025
la-winter-neap tide 0.91 20,121
la-winter- spring tide 0.83 18,352

* Mortality would keep happening through time iff fxample, accidental scenario consisted of a @oatis oil
spill from an oil well during more than one timest
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4.6.2.2 Assessing risks of each accidental scenario

Three new models were implemented to representi@tzl scenarios 1a, 2a and 3a. To
do so, one incorporated into the non-impact scenarodel a source of environmental
stochasticity that is independent of the year-taryemporal variation of the growth rate. This
is known agatastrophe

It was included two catastrophes for each of theelmew models, representing their
possible meteorological conditions in the wintere.(ineap tide or spring tide). All
catastrophes had a certain frequency of occurrpacdime-step (4 months), i.€(t™1) =
F(year~1)/3. Thus, for each time-step of each replication,atastrophe was randomly
selected to strike. If it does, it causes a ceffraiction of mortality (originated from the dose-
response function) to the population at that tineg-s

Table 18 shows the parameter values for each of ttiree new models.
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Table 18 - Input parameters for population modehvgiotential accidental scenarios.

Parameter Accidental Accidental Accidental
scenario 1a scenario 2a scenario 3a
Replications 10,000 10,000 10,000
Duration 300 time steps = 100 years 300 time steps = 106 yea 300 time steps = 100 years
Stages 1 (scalar model) 1 (scalar model) 1 (scalar model)

Sex structure

All individuals (males and females)

All individualsiales and females)

All individuals (males anddéag)

Stage matrix (mean) [1.001] [1.001] [1.001]
Stage matrix (standard deviation) [0.01] [0.01] [0.01]
Environmental stochasticity | Lognormal Lognormal Lognormal
distribution

Initial abundance 22,111 22,111 22,111

Catastrophe 1

Name: la-winter-neap
Probability = 0.0000002
Abundance multiplier

_ {0.09,f0r T=0
"l 1,forT>0

Name: 2a-winter-neap
Probability = 0.0000002
Abundance multiplier

_ {0.12,f0rT =0
"l 1L, forT>0

Name: 3a-winter-neap
Probability = 0.00792016
Abundance multiplier

_ {0.18,f0r T=0
"l 1,forT>0

Catastrophe 2

Name: la-winter-spring
Probability = 0.0000002
Abundance multiplier

_ {0.17,]‘07’ T=0
"l 1, forT>0

Name: 2a-winter-spring
Probability = 0.0000002
Abundance multiplier

. {0.23,f0r T=0
"l 1,forT>0

Name: 3a-winter-spring
Probability = 0.00792016
Abundance multiplier

_ {0.34,]‘07’ T=0
"l 1, forT>0
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Then, the results of each model were compareddadhults of the model for a non-
impact scenario. Figures (Figure 4.20 and FiguPd)dcompare a non-impact scenario with
each of the accidental scenarios. In the formesh g@int in the curve can be interpreted as
“there is a Y% risk that, 100 years from now, tlopylation abundance will be less than X”.
In the latter, each point can be interpreted a®r&his a Y% risk that the population
abundance will fall by 50% (half loss) in or befdrae-step X”.

Over 100 years, there is a chance that the popaolatill naturally become extinct. This
chance is defined as the background risk. As theenpi@al consequences of different
accidental scenarios are measured in terms of pildhes, it is possible to compare them
against the background risks that a populationsfat¢he absence of any potential accidental
scenario (i.e. a no-impact scenario). Added rislamsethe increase in risk of extinction (or
decline) that results from some impact on a nafwallation [35].

It can be seen that accidental scenario 3a isritheame that causes significant increase
in risk of extinction when compared with a no-impacenario. Extinction risk curves for no-
impact scenario and accidental scenarios la arate2atatistically superimposed. Also, the
accidental scenario 3a is the only one with sigaiit chances to cause population “half loss”
in the next 100 years. This certainly happens mxaccidental scenarios 1a and 2a are
extremely rare (i.e. frequency of occurrence issimall).

All things considered, the accidental scenario 8athe only one that may need
management actions in order to reduce its risksvéder, some further assessment is needed

to make such a conclusion.
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Figure 4.20 — Comparison of a non-impact scenatiith wach of the accidental scenarios, in termseafinal extinction risk. Each point in a curve dam
interpreted as “there is a Y% risk that, 100 yefimsn now, the population abundance will be lessith& The dotted line indicates the average valukereas
the solid lines the 95% confidence intervals. Thveical bars with two horizontal tabs represem imaximum difference between a non-impact sceaadaan
accidental scenario. The difference is measuretthhasnaximum vertical distance between the curve.ld¢ation of the maximum difference (the threshalde
at which the difference is maximum) may be diffef@ndifferent curves. The box to the upper rigdgorts the values of the differences. The coldheftext is the
same as the color of the risk curve with whichfitst (dark blue) curve is compared. The reportednber is the Kolmogorov-Smirnov test statistic Di¢lv is the
maximum vertical difference). The asterisks gieedignificance level (*: 0.05, **: 0.01, ***: 0.001Ins: not significant), based on two-sample Kolntoge
Smirnov test [34; 99].

96



Prabability

Ja-a al-scenario.mp
Time to "half loss" Za-a al-scenario.mp

‘1a-accidental-scenario.mp

1.0

Median =43.7 I _

Time

Figure 4.21 - Comparison of a non-impact scenarihwach of the accidental scenarios, in termdroétto “half loss” (i.e. 50% population abundance

decline). Each point in a curve can be interpredsdthere is a Y% risk that the population abundamll fall by 50% (half loss) in or before timesptX”. In this
graph, there are two plots for each scenario. Tis¢olgram (vertical bar graph) shows the probabilityat the population size will fall below the spied
threshold exactly at a specific time step. Theioaous curve is the cumulative probability disttilbm, and it shows the probability of falling belawor before a
specific time step. The 95% confidence intervadsadso plotted together with the continuous cuiree graph is scaled according to the cumulativérithistion
and that is why the histogram is nearly impercdptilf the median of a distribution is within thiensilated time period (as happens with accidentaehstio 3a), it
is indicated by the solid vertical line. Both tlieel and the number for the median are in the saphar @s the distribution, so one can identify whemulation the
median refers to.
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4.6.3 Risk categorization

It was used the risk criteria proposed in sectidn72 Table 3. For better reading, they

are copied here:

Table 19 - Categories for assessing risks of eacidantal scenario in a QERA.

Category Risk of half loss Years
Critically Endangered > 50% 10
Endangered > 20% 20
Vulnerable > 10% 100
Low Risk >0.1% 100
Negligible > 0.001% 100
Background risk < 0.001% 100

Both accidental scenarios 1la and 2a are statigtieguial (in terms of 95% confidence
interval) to a non-impact scenario, so that thelprge to the same risk category. Looking at
the data that originates the Figure 4.21, the cativ@l probability of the time to half loss,
there is a 0% risk (95% confidence interval from ®%0.0089%) that the population
abundance will fall below 11,055 (half loss) indivgls in or before time-step 300 (i.e. 100
years). This way, they vary from a “Background rikka “Negligible” category.

Concerning accidental scenario 3a, Figure 4.23tihtes its risk categorization. The
necessary points for such categorization are ctlatéhe Table 20. One could then conclude
that accidental scenario 3a causes the populatiorcoocern to be categorized as

“Endangered”.
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Figure 4.22 - Risk categorization for accidentag¢sario 3a.
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Table 20 — Cumulative probabilities of the timén#df loss associated with accidental scenario 3a.

Time (years) Time-step (4 Cumulative Lower bound | Upper bound
months) probability of (95% (95%
the time to confidence confidence
“half loss” interval) interval)
10 30 38.04% 37.15% 38.93%
20 60 60.81% 59.92% 61.70%
100 300 99.09% 98.20% 99.98%

4.6.4 Cumulating risks of all accidental scenarios

It is considered here all accidental scenarioscsadieto the current step of methodology
(risk quantification and evaluation), i.e. acciddrgcenarios 1la, 2a and 3a in the winter. By
cumulating the frequencies (Table 21) for which tinegmber of deaths of a particular

accidental scenaria\

N, IS greater than or equal b it was built the FN curve presented in
the Figure 4.23.

The y-axis is in logarithmic scale and that is lseathe frequency of occurrence of
20121 or more deaths was defined @t®/year instead of zero. The value ©0~8/year is
the frequency criterion (in the fourth step of tiethodology, i.e. frequency estimates) to
screen out accidental scenarios that are irrelavaterms of risk. Therefore, ecological risks

from any event that occurs with a frequency leas tihat are considered to be none (zero).

Table 21 - Sorted list of frequencies.

Frequency Number of deaths (N) Frequency of N or more deaths
(per year) (per year)

0.00000049 20121 1E-8

0.00000049 19458 0.00000049

0.00000049 18352 0.00000098

0.02376049 18131 0.00000147

0.00000049 17025 0.02376196

0.02376049 14593 0.02376245
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Figure 4.23 — FN curve for cumulating risks of aficidental scenarios.

4.6.5 Sensitivity analysis

It is worth exploring the sensitivity to parameteisthe model for accidental scenario
3a, so that one can understand how changes onfisgemiameters cause changes in risk
measures. Firstly, one analyzed how reductiondénftequency of occurrence can reduce
ecological risks. This is mostly useful to undemstdnow important is the fourth step (i.e.
frequency estimates) of this methodology to thelltesof this specific QERA. As already
mentioned, the methodology is interactive. In teense, if the risk assessor finds it
appropriate, more work on reliability analysis dsndone in order to calculate more accurate
frequency estimates, and so more accurate risksedwer, analyzing the sensitivity to the
frequency estimates provides information to thk nenager who wishes to evaluate control
measures and preventive actions (e.g., safety neamag systems, alarms, automatic stops)
which can reduce the accidental scenario’s frequehoccurrence and so reduce the risks.

Several simulations were made with the primary rhdde accidental scenario 3a,
gradually reducing the frequency of occurrence. Figure 4.24 presents the results of 4
simulations in which frequencies were reduced b%260%, 90% and 98%. It can be

observed that even after a 98% reduction in itgueacy of occurrence, risks remain still
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high, i.e. 0.0843 risk of half loss in the next M¥ars (95% confidence interval from 0.0754
to 0.0932).
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Figure 4.24 - Sensitivity analysis that expressngfes in risks measures(i.e. cumulative probabilftthe time to half loss) as a function of changeke
frequency of occurrence of accidental scenarioB#ch point in a curve can be interpreted as “thera Y% risk that the population abundance will Bl 50%
(half loss) in or before time-step X". If the medliaf a distribution is within the simulated timeripd, it is indicated by the solid vertical lineofh the line and the

number for the median are in the same color agltbgibution, so one can identify which simulatible median refers to.
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Secondly, it was analyzed how reductions in theseqonences can reduce ecological
risks. This is useful to the risk manager who walatsevaluate recovery measures and
mitigation actions (e.g. re-routing of spills, bumay the oil before it reaches an ecosystem,
pollution remediation, habitat protection, trangitbien of individuals) which can reduce the
magnitude of the consequences and so reduce kse ris

Several simulations were made with the primary rhdde accidental scenario 3a,
gradually reducing the adverse effects on populafio fraction of mortality). Figure 4.25
presents the results for 3 of them, in which tlaetion of mortality was reduced by 30%, 50%
and 80%.
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Figure 4.25 - Sensitivity analysis that expressngfes in risks measures(i.e. cumulative probabilftthe time to half loss) as a function of changeke
magnitude of the consequences. Each point in sectam be interpreted as “there is a Y% risk tha ffopulation abundance will fall by 50% (half losspr
before time-step X". If the median of a distributiis within the simulated time period, it is indied by the solid vertical line. Both the line ahé humber for the
median are in the same color as the distributianpse can identify which simulation the mediannefe.
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Lastly, it was included density dependence in mimary models for a non-impact
scenario and accidental scenario 3a. Density deperdincluded affects the single element
in the stage matrix (i.e. the growth ra®; density dependence type is Scramble because it i
thought that resources are shared more-or-lesdlg@umaong the juveniles; maximal growth
rate Rmay IS 1.222; carrying capacityK] is equal to the initial population abundance. (i.e
11,222 individuals); standard deviation of K isaer

The rationale for analyzing the sensitivity to dgndependence was to reinforce what
had already been stated in this work: includingsttgrdependence in a population model to
assess impacts of pollution makes the assessmemtclnservative, because population
recovers faster after exposure. In other words, elogl density dependence may
underestimate ecological risks originated from stdal accidents.

It is worth stressing that an accidental scenaripisdel that includes density
dependence has to be compared with a non-impatasocs model that also includes density
dependence. The Figure 4.26 shows such compaAsoexpected, the maximum difference
between risks including density dependence (i.27)0was smaller than the maximum
difference between risks not including density deence (i.e. 0.99, see Figure 4.20).
Therefore, changes in risks from a non-impact stema accidental scenario 3a are smaller if

density dependence is included in both models.
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Figure 4.26 — Risk sensitivity to density dependaendoth models for a non-impact scenario and @aafal scenario 3a. This figure must be compared
with Figure 4.20 to understand the changes. Eacdhtpo a curve can be interpreted as “there is a ¥i%k that, 100 years from now, the population adamce
will be less than X”. The dotted line indicates #werage value, whereas the solid lines the 95%idemce intervals. The vertical bar with two horital tabs
represent the maximum difference between a nonehgoanario and accidental scenario 3a. The bakiéoupper right reports the value of the differerniee
color of the text is the same as the color of thke curve with which the first (dark blue) curvee@mmpared. The reported number is the Kolmogoroirsfam test

statistic D (which is the maximum vertical diffecej The value X to the upper left is the x-valueldch the difference is maximum.
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4.6.6 Uncertainty analysis

This section is concerned with one of the objestisEthe QERA (defined in the first
step), i.e. to deal with uncertainty of significaatcidental scenarios. In this context,
uncertainty was measured by estimating a rangeefldwound and upper bound) to risk
measures based on the best case and worst casedeal scenario 3a.

Up until here, all parameters for the assessmentbean defined from a conservative
point of view. Consequently, the presented risk snezs associated with accidental scenario
3a represent the worst case. It was then condactachulation from an optimistic point of
view in an effort to represent the best case oldaotal scenario 3a. As a result, the following
changes were made in the primary model for accadiestenario 3a (i.e. that of its worst
case):

* Frequencies were reduced by 20%.

* Density-dependence was included in the model. Dem&pendence included
affects the single element in the stage matrix the growth rateR); density
dependence type is Scramble; maximal growth Mae) is 1.2497; carrying
capacity K) is 10,990; standard deviationkfis zero.

* It was considered that only 50% of the componehtsiloon the surface of the
water will actually dissolve in water, i.&/;,qyq,(t) = 0.5 X Wgyay (t) . This
way, PNECs were further calculated using the promedn section 4.3.
Afterwards, the responses (in fraction of mortalityere calculated through the
dose-response function in section 4.6.1.

The new frequencies and fractions of mortalityddrest case scenario are presented in
Table 22. The results for measuring uncertaintywéioand upper bounds) are presented in the
Figure 4.27. Looking at time step 60 (i.e. 20 ygaosmie can conclude that even from an
optimistic point of view, risks originated from adental scenario 3a cause the population of
concern to be categorized as “Endangered” (i.éeamt 20% risk of half loss in the next 20

years, according to section 2.5.7.

Table 22 - Input parameters for a best case acdalextenario 3a.

Accidental scenario Fraction of mortality | Frequency of occurrence
3a-winter-neap tide 0.62 0.006336
3a-winter-spring tide | 0.46 0.006336
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accidental scenario 3a (lower bound).
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5 CONCLUSIONS

The primary objective of this work was to develapd goropose a methodology for

QERA for industrial accidents. Indeed, it was preed a methodology capable of quantifying

ecological risks caused by events with low freqyent occurrence but that may cause

catastrophic ecological damage. The main goal®ptioposed methodology was to integrate

information from four different studies that canntdbute to quantify ecological risks

originating from rare events. Besides that, thecjgeobjectives of this work were achieved

since the methodology:

uses reliability analysis for estimating frequescad occurrence of accidental
scenarios caused by equipment failure or humam;erro

uses fate and transport modeling to predict indiaidevel exposure in case of a
particular accidental scenario;

uses dose-response modeling and hazard quotiezdtitmate individual-level
adverse effects;

uses population modeling to translate individuakleinto population-level
adverse effects;

provides results that allows for the comparison mgnaccidental scenarios, as a
basis for prioritizing risk management measure<utithited resources;
presents the total ecological risks of an estatvlestit in a single risk measure
(i.e. FN risk curve), as a simple way to commuraa#ks to stakeholders;

deals with environmental variability in time andasp;

can point out further work that can effectively imape results via a sensitivity
analysis;

can deal with uncertainty, measuring it and commatmg it to risk managers
on a quantitative basis;

is flexible in terms of data needs, i.e. can uses# types of data;

uses objective criteria throughout the seconddthird fourth steps in order to
rule out accidental scenarios that will not conttébto the final ecological risk,
avoiding waste of cost and time;

was tested in an application example and provdzktpracticable, efficient and
convenient. Because most data for applying the odetlogy was already

available from other studies and public databages,methodology could be
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applied in a relatively short period of time, iaaout 5 months. If no data were
available, it is estimated that collecting datadoch an assessment and applying

the methodology would take about 2 years.

More benefits of the methodology are described Biegtep as follows. The first step of
the methodology allows for an improved knowledgewldangerous installations within an
establishment, chemicals of concern and charattsri®f the ecological environments
possibly affected by accidents. It also encouragisaction of the risk assessor with other
professionals such as risk managers, environmerdahgers, ecologists, technical managers
and operators of the establishment. The second alews to systematically identify the
existing accidents and their possible ecologicanalge, causing an improved level of
preparation to emergencies.

The third step provides a screening assessmenheofetological damage possibly
caused by the identified accidents. Individual-leegposure is predicted via fate and
transport models. Most of these models are detéstiirand some uncertainty in the results
of the QERA is originated from their predictionsndgrtainty can be reduced by identifying
the most influent meteorological conditions andatireg meteorological scenarios.

The frequencies of the accidental scenarios amma&tstd in the fourth step. Also, some
uncertainty in the results of the QERA is origimhfeom frequency estimates. This can be
minimized by conducting a detailed case-specifi@bbdity analysis.

The fifth step of the methodology uses mathematiwadleling applied to ecology (i.e.
population modeling) to translate individual-lewposure (predicted in the third step) into
population-level effects. Population modeling prdvte be an efficient approach to quantify
ecological impacts caused by industrial accideptsyiding results in more relevant units
than individual-level effects. The iterative proges implementing a population model was
presented in a comprehensive scheme built by tteau

Some uncertainty in the final results of the QERAdriginated from uncertainty in the
population model, which is originated from: difflies in data gathering; difficulties in
parameter estimation; weak ability to validate gapan models; effects of alternative model
structures. Nonetheless, uncertainty is an indelgblaracteristic of any future prediction. It
does not make population modeling unfeasible ag &mit is evaluated and communicated to
decision makers. To make this claim, one needsoteectly represent uncertainty in the

results. In this sense, the methodology measuresriainty by estimating a range (lower
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bound and upper bound) to risk measures based eohabt and worst case of accidental
scenarios.

Besides being useful to a QERA for industrial aenid, the population model built in
the fifth step provides relevant information to Kieac many key gaps in environmental
management, such as optimal resource allocationmionitoring affected areas, optimal
management of threatened and endangered specigsspatial planning for landscape
restoration and management.

The ecological risks originating from accidentsam establishment is quantified in the
sixth step. Risks can be assessed in two waysby1a comparative approach, in which
ecological risks related to each accidental scerame compared with ecological risks in the
absence of any potential accidental scenario @.eo0-impact scenario); and (2) by a
cumulative approach, in which ecological risks bfagcidental scenarios are cumulated and
presented as a FN curve. Both ways provide quémétand relevant information to support
the decision-making process for managing possildelogical catastrophes. Thus, the
decision maker could evaluate different alternativé risk reduction via a cost-benefit
analysis. It is important to note again that theppsed methodology is interactive, so that
revaluation may occur during any part of the asses$ or new information can be
incorporated to improve results.

It is worth mentioning that the methodology usuakguires more than one person to
perform it. In other words, the methodology demated@sn work because specific knowledge
on several different fields of studies is necessiarynost cases, team should be composed by
an ecological risk assessor, an ecologist, a fadetransport modeler (e.g., an oceanographer,

if toxic disperses through the ocean), a reliapdimalyst and a system engineer.
5.1 Limitations

* There are better ways of measuring and commungatircertainty than the
approach used in the methodology (i.e. based odiffezence between the best
and worst case of accidental scenarios).

* No risk criteria were proposed in the FN risk cumdthough risk criteria was
proposed for categorizing each accidental scerédwize (in terms of probability
of the time to half loss), no risk criteria were@posed for the cumulative risks
of all accidental scenarios in the FN curve.
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» The parameters for the population model are estithetirough historical data

only, ignoring expert opinion.
5.2 Future studies

In order to tackle the limitations of the methodplpit is proposed the following future
studies:

e to study the several concepts and techniques okrtaisty analysis in
population models, compare their performances, roi@te the best way to
estimate and communicate uncertainty in a QERAIrfdustrial accidents, and
incorporate it into the methodology;

» to propose ecological risk criteria for acceptapilin terms of the results
provided by the FN risk curve.

» to investigate the role of expert opinion (i.e. legests) in order to improve the
parameterization of a population model, focusingtbe study of Bayesian
methods to do so.

» to incorporate expert opinion in the fifth stepe(ipopulation modeling) of the
methodology using Bayesian methods.

5.3 Conclusions to the application example

The results of the QERA showed that ecologicalsris&m accidental scenario 3a cause
the fish population of concern to be categorizetEaglangered” (according to section 4.6.3)
even in a best case scenario. Conversely, ecolagg&a from other accidental scenarios are
negligible. From this point of view, managementi@t should be taken to reduce the
frequency of occurrence and/or the magnitude ofctimsequences of accidental scenario 3a,

until risks reach an acceptable level (i.e. “Loskticategory).

5.3.1 Limitations

* The fate and transport model predicted the kilografcrude oil on the surface
of the ocean within each cellk x dy. However, the key species of concern do
not live only on the surface of the water, but idepth range up to 70 meters
[100]. In this context, it was made a crude appr@tion to convert kilograms

of petroleum per area of water into milliliter af per volume of water.
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 The frequencies were estimated based on averagatisits (i.e. generic
frequencies) and did not take into account mangiipecircumstances of the
accidental scenario under assessment (e.g., humanadntrol measures).

* Input data to parameterize the population modelpeas, i.e.:

0 The sampler area was too small (20 m?), leadindhigh standard
deviations in parameter estimates (e.g., populafomwth rate).

o Data did not allow the population model to be aggfs structured,
because they were about juvenile individuals only.

o Data were collected in a specific location whereanmount of oil was
predicted in case of accident, so there was a heesktrapolate the
location of the fish population in order to takdoiraccount chemical
effects caused by oil exposure.

0 ecotoxicological data to build a dose-response ewras extrapolated
from a related species;

* Ecological risks related to accidental scenariogh@ summer (when the oil
plume moves to the south) were not calculated tsec#he oil plume does not
reach the fish population of concern, althoughatymeach others populations to

the south.

5.3.2 Future application

As the methodology is interactive, any new inforimatand revaluation can be
incorporated into the assessment at any timejrgjaatnew round of the methodology, until
results are reliable enough to be presented taweskagers.

This section concerns about proposing a seconddrainthe methodology in the
application example in order to improve resultshef first round. In the second round, there is
no need to redo every single step of the methogolimgtead, it should tackle the limitations
in the results of the first round (section 5.31h)this context, the first round was useful to
point out what new efforts can effectively impraesults, they are:

« To model the fate and transport of oil in the wafie. per water columm
dx X dy X dz) instead of on the surface of the water (i.e. water celldx x
dy). As the POM is a three-dimensional model, it Isoandicated for such

modeling.
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To conduct a more detailed reliability analysi®rder to estimate more accurate
frequencies concerning specific circumstances efdtcidental scenario under
assessment. In fact, reliability engineering isedl-gteveloped field of study, so
that a more detailed reliability analysis (inclugligeneric equipment failures,
control measures and human error) is possible.
To gather richer input data for the population moBerhaps, one may need to
choose as indicator a population of another reptatigee species in the coastal
region of Suape, i.e.:

0 A species that is easier to monitor (i.e. biggee semaller abundance,

and longer life spam).

o Ecologists should have been collecting data abbig population
dynamics since more than 2 years up until the ptese
Data should include all age/stage classes of tpelpbon.
Sampler size should be more representative.

At best, ecotoxicological data about the speciesiishbe available.

o O O o

The location where data is collected should be @veaegion where
significant amounts of oil are predicted (in cadeacocident). In this
context, the first round of the methodology helpsi¢cide this location.

o If no richer data is already available, it will hecessary to collect these
data. This would take at least 2 years. Nonethetkedirst round of the
methodology provides basis of knowledge for anatiffe data collection
directed to a QERA.

To include another population to the south of thlease points and to build a
metapopulation model with potential for migratiogtWween the two populations.
This way, ecological risks related to accidentainseios in the summer could be

also quantified.
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APPENDIX A

Ecotoxicological data for Exposure Assessment andd®e-Response curve
(from the ref [82])

»** AQUATIC TEST #: 730181 ***

CHEMICAL

GRADE PURITY FORM. RADIOLABEL CAS#
TEST 100 8002059
NAME: Petroleum

COMMENT: CRUDE OIL, AGHA JARI CRUDE OIL

TEST CONDITIONS SPECIES
STUDY TYPE: NC SPECIES # 16544 I_Darupeneus
MEDIA: SW (NAME): barberinus

_ ' (Goatfish)
LOCATION: LAB _
CONTROL: C AGE-S e NR NR .
EXPOSURE TYPE: S LIFE STA E not repoite , unknown
APPLICATION COMMENT: 0.43 G,<=39.5 MM LENGTH

. 1X
FREQ.:
PUBLICATION

EXPOSURE DUR.: 48 hour(s)
STAND DUR. (D): 2 day(s)

TEST CONCENTRATION
CHEM ANAL. METHOD: unmeasured

REFERENCE #: 5746 Eisler, R., 1975

UNIT OF MEASURE: ml/L milliliters per liter
TYPE VALUE RANGE STANDARD CONC (ug/L) ION
F 1.0 NR TO NR 1 ml/L NR
EFFECT RESULTS ENDPOINT
. o i 0,
EFFECT: Mortality ENDPOINT: Lethal conce_ntratlon to 0%
TREND: of test organisms
RESPONSE SITE: NR ENDPOINT
% EFFECT: NR ASSIGN.: :
EFFECT MEASUREMENT: SICNEleNeR NA
. LEVEL: NR
Mortality
BCF Value (F): NR (NR to NR)
BCF Value (): NC (NC to NC)
EE Comment:

———
WATER QUALITY VALUE RANGE (UNIT)
TEMPERATURE: 23 NR TO NR C
pH: NR NR TO NR
HARDNESS: NR NR TO NR NR
SALINITY: NR NR TO NR NR
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ALKALINITY:
CONDUCTIVITY:
DISSOLVED OXYGEN:
ORGANIC CARBON (NR):

COMMENTS
OTHER EFFECTS:

GENERAL COMMENTS: DNUM/6//

FIELD DATA
HABITAT CODE:
HABITAT DESC.:
SUBSTRATE CODE:
SUBSTRATE DESC.:
GEOG. LOCATION:
GEOG. CODE:
LATITUDE:
LONGITUDE:

HALF LIFE: (to)

NA = Not Applicable
NC = Not Coded
NR = Not Reported

NR
NR
NR
NR

DEPTH:
APPLIC TYPE:
APPLIC RATE:
APPLIC

DATE(SEASON):
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NR
NR
NR

TO
TO
TO
TO

0

NR
NR
NR
NR

NR
NR
NR
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*»** AQUATIC TEST #: 730182 ***

CHEMICAL
GRADE PURITY FORM. RADIOLABEL CAS#
TEST 100 8002059
NAME: Petroleum
COMMENT: CRUDE OIL, AGHA JARI CRUDE OIL

TEST CONDITIONS SPECIES
STUDY TYPE: NC SPECIES # é65t4)14 I_Darupeneus
MEDIA: SW (NAME): gr efr'mrl]JS
LOCATION: LAB _ (Goatfish)
CONTROL: C AGE: | NR NR ..
EXPOSURE TYPE: S LIFE STAG'_E- not repoite , unknown
APPLICATION COMMENT: 0.43 G,<=39.5 MM LENGTH
) 1X
FREQ.:
PUBLICATION

EXPOSURE DUR.: 48 hour(s)
STAND DUR. (D): 2 day(s)

TEST CONCENTRATION
CHEM ANAL. METHOD: unmeasured

REFERENCE #: 5746 Eisler, R., 1975

UNIT OF MEASURE: ml/L milliliters per liter
TYPE VALUE RANGE STANDARD CONC (ug/L) ION
F 6.7 NR TO NR 6.7 ml/L NR
EFFECT RESULTS ENDPOINT
: i i 0
EFFECT: Mortality ENDPOINT: Lethal concentration to 50%
TREND: of test organisms
RESPONSE SITE: NR ENDPOINT
% EFFECT: NR ASSIGN.. : NA
EFFECT MEASUREMENT: SIGNIFICANCE:
. LEVEL: NR
Mortality
BCF Value (F): NR (NR to NR)
BCF Value (): NC (NC to NC)

EE Comment:
_—————

WATER QUALITY VALUE RANGE (UNIT)
TEMPERATURE: 23 NR TO NR C
pH: NR NR TO NR
HARDNESS: NR NR TO NR NR
SALINITY: NR NR TO NR NR
ALKALINITY: NR NR TO NR NR
CONDUCTIVITY: NR NR TO NR NR
DISSOLVED OXYGEN: NR NR TO NR NR
ORGANIC CARBON (NR): NR NR TO NR NR
COMMENTS

OTHER EFFECTS:
GENERAL COMMENTS: DNUM/6//
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FIELD DATA
HABITAT CODE:
HABITAT DESC.:
SUBSTRATE CODE:
SUBSTRATE DESC.:
GEOG. LOCATION:
GEOG. CODE:
LATITUDE:
LONGITUDE:

HALF LIFE: (to)

NA = Not Applicable
NC = Not Coded
NR = Not Reported

DEPTH:
APPLIC TYPE:
APPLIC RATE:

APPLIC
DATE(SEASON):
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¥ AQUATIC TEST #: 730183 ***

CHEMICAL
GRADE PURITY FORM. RADIOLABEL CAS#
TEST 100 8002059
NAME: Petroleum
COMMENT: CRUDE OIL, AGHA JARI CRUDE OIL

TEST CONDITIONS SPECIES
STUDY TYPE: NC SPECIES # é65t4)14 I_Darupeneus
MEDIA: SW (NAME): gr efr'mrl]JS
LOCATION: LAB _ (Goatfish)
CONTROL: C AGE: | NR NR ..
EXPOSURE TYPE: S LIFE STAG'_E- not repoite , unknown
APPLICATION COMMENT: 0.43 G,<=39.5 MM LENGTH
) 1X
FREQ.:
PUBLICATION

EXPOSURE DUR.: 48 hour(s)
STAND DUR. (D): 2 day(s)

TEST CONCENTRATION
CHEM ANAL. METHOD: unmeasured

REFERENCE #: 5746 Eisler, R., 1975

UNIT OF MEASURE: ml/L milliliters per liter
TYPE VALUE RANGE STANDARD CONC (ug/L) ION
F 30.0 NR TO NR 30 ml/L NR
EFFECT RESULTS ENDPOINT
EFFECT: Mortality ENDPOINT: Letr;al concentration to
TREND: 100% of test organisms
RESPONSE SITE: NR ENDPOINT
% EFFECT: NR ASSIGN.. : NA
EFFECT MEASUREMENT: SIGNIFICANCE:
: LEVEL: NR
Mortality
BCF Value (F): NR (NR to NR)
BCF Value (): NC (NC to NC)

EE Comment:
_—————

WATER QUALITY VALUE RANGE (UNIT)
TEMPERATURE: 23 NR TO NR C
pH: NR NR TO NR
HARDNESS: NR NR TO NR NR
SALINITY: NR NR TO NR NR
ALKALINITY: NR NR TO NR NR
CONDUCTIVITY: NR NR TO NR NR
DISSOLVED OXYGEN: NR NR TO NR NR
ORGANIC CARBON (NR): NR NR TO NR NR
COMMENTS

OTHER EFFECTS:
GENERAL COMMENTS: DNUM/6//
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FIELD DATA
HABITAT CODE:
HABITAT DESC.:
SUBSTRATE CODE:
SUBSTRATE DESC.:
GEOG. LOCATION:
GEOG. CODE:
LATITUDE:
LONGITUDE:

HALF LIFE: (to)

NA = Not Applicable
NC = Not Coded
NR = Not Reported

DEPTH:
APPLIC TYPE:
APPLIC RATE:

APPLIC
DATE(SEASON):
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APPENDIX B

Loss of Containment Events (LOCSs) for ships in ansablishment

(from the ref [18])

LOC for ships in an establishment

L.1

E.1

E.2

Full bore rupture of the loading/unloading arm
- outflow from both sides of the full bore rupture

Leak of the loadng/unloading arm
- outflow from a leak with an effective diameter equal to 10% of the nommal

diameter, with a maximum of 50 mm

External impact, large oill

- gastanker continuous release of 180 m’” in 1800 s
- semi-gas tanker (refrigerated) continuous release of 126 m’ in 1800 s
- singe-walkd liqud tanker continuous release of 75 m’ in 1800 s
- double-walled liqud tanker continuous release of 75 m’ in 1800 s
External impact, small spill

- gastanker continuous release of 90 m’ in 1800 s
- semi-gas tanker (refrigerated) continuous release of 32 m’ in 1800 s
- singe-walkd liqud tanker continuous release of 30 m” in 1800 s
- double-walled liqud tanker continuous release of 20 m” in 1800 s
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GLOSSARY

Abundance: the total number or density (number per unit areairmt volume) of
organisms in a given location.

Acute toxicity: the ability of a chemical to cause a toxic respoiseorganisms
immediately or shortly after exposure.

Adverse ecological effectsChanges that are considered undesirable becdaegalter
valued structural or functional characteristics exfosystems or their components. An
evaluation of adversity may consider the type,risiiy, and scale of the effect as well as the
potential for recovery.

Age Class:a category comprising individuals of a given agthimia population.

Agent: Any physical, chemical, or biological entity thancinduce an adverse response
(synonymous with stressor).

Age-specific fecundity:the number of eggs or offspring produced per umetby an
individual of a specified age.

Age-specific survival:the proportion of individuals of agealive at timet who will be
alive at timet+1.

Assessment endpointenvironmental characteristic or value that is tgph®ected (e.g.
population abundance, species diversity, or ecesygrroductivity).

Biodegradation: a process by which microbial organisms transfomalter (through
metabolic or enzymatic action) the structure ofrslzals introduced into the environment.

Biomarkers: measures of body fluids, cells, tissues or measteiken on the whole
organism, indicating, in terms biochemical, celtulgphysiological, compartmental or
energetic, the presence of contaminants substancé® magnitude of the response of the
target organism.

Biota: living groups of organisms or species.

Biotic: living organisms, usually referring to the biolagliccomponents of an
ecosystem.

Chronic toxicity: the ability of a chemical to produce a toxic resgmwrwhen an
organism is exposed over a long period of time.

Community: an assemblage of populations of different specigkiwa specified
location in space and time. Sometimes, a partigulagrouping may be specified, such as the

fish community in a lake or the soil arthropod coumity in a forest.
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Conceptual modeil A conceptual model in problem formulation is atten description
and visual representation of predicted relatiorshyetween ecological entities and the
stressors to which they may be exposed.

Density dependence:a change in the influence of any factor (a derd#yendent
factor) that affects population growth as populatidensity changes. Density-dependent
factors tend to retard population growth by inciegsnortality or emigration or decreasing
fecundity as population density increases. Theyaeod population growth by decreasing
mortality or increasing fecundity as population signdecreases.

Dose:the amount of chemical taken into an organism péraf time.

Deadweight tonnage:a measure of how much weight a ship is carryingaor safely
carry. It is the sum of the weights of cargo, fuegsh water, ballast water, provisions,
passengers, and crew.

ECsy: the toxicant concentration at which 50% of the tegianisms show effects (e.g.
mortality).

Ecological entity. A general term that may refer to a species, agrf species, an
ecosystem function or characteristic, or a spedifabitat. An ecological entity is one
component of an assessment endpoint.

Ecological model:a mathematical expression that can be used toibesar predict
ecological processes or endpoints such as popualaimndance (or density), community
species richness, productivity, or distribution®afanisms.

Ecological relevance One of the three criteria for assessment endpsétection.
Ecologically relevant endpoints reflect importarftaacteristics of the system and are
functionally related to other endpoints.

Ecological risk assessmentThe process that evaluates the likelihood thatees®
ecological effects may occur or are occurring essalt of exposure to one or more stressors.

Ecosystem: the interacting system of a biological communityd aits non-living
environmental surroundings.

Ecotoxicology: the branch of toxicology concerned with the studytaxic effects,
caused by natural or synthetic pollutants, to thesttuents of ecosystems, animal (including
human), vegetable and microbial, in an integratexin

Emigration: the movement of an individual or group out of ageaor population.

Endpoint: the biological or ecological unit or variable bemgasured or assessed.
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Environmental impact statement (EIS) Environmental impact statements are
prepared under the national environmental policybgdederal agencies as they evaluate the
environmental consequences of proposed actionss EE3cribe baseline environmental
conditions; the purpose of, need for, and consempgenf a proposed action; the no-action
alternative; and the consequences of a reasorate 1of alternative actions. A separate risk
assessment could be prepared for each alternatigecomparative risk assessment might be
developed. However, risk assessment is not theappyoach used in EISs.

Exposure The contact or co-occurrence of a stressor wittcaptor.

Exposure-response assessment description of the relationship between the
concentration (or dose) of the chemical that caaseerse effects and the magnitude of the
response of the receptor.

Fate and transport model: a description of how a chemical is carried throtigé
environment. This may include transport throughldgacal as well as physical parts of the
environment.

Fecundity: the number of live offspring per individual in avgh age class that will
survive to be counted in the first age class.

Fish measurement: Standard Length (SL)refers to the length of a fish measured
from the tip of the snout to the posterior endhe tast vertebra or to the posterior end of the
midlateral portion of the hypural plate. Simply ptitis measurement excludes the length of
the caudal fin;

Total length (TL) refers to the length from the tip of the snouthte tip of the longer
lobe of the caudal fin, usually measured with thiees compressed along the midline. It is a
straight-line measure, not measured over the cofvibe body;Fork length (FL) refers to
the length from the tip of the snout to the enthefmiddle caudal fin rays.

Geographic information system (GIS): software that combines a database and
mapping capability; often used in spatially explioiodeling.

Grow rate: the rate of change of population abundance. Depgndn the context,
growth rate could also refer to the rate of changeass or size of an organism.

Habitat: the place where animals and plants normally liieernocharacterized by a
dominant plant form or physical characteristic.

Hazard quotient: the ratio of an estimated exposure concentrationd@se) to a

toxicity threshold expressed in the same units.
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Immigration: the movement of an individual or group into a newpuydation or
geographical region.

Indicator species:species thought to be more sensitive and thersfemee as an early
warning indicator of ecological effects.

Key species:species strategically chosen to represent ecologifects in the risk
assessment. Key species can be, for example, tadispecies that are thought to be more
sensitive and therefore serve as an early warmdgator of ecological effects, species of
scientific and economic importance, rare and eneli@ty species, or any species to be
protected.

Landscape:the traits, patterns, and structure of a spec#mggaphic area, including its
biological composition, its physical environmemgdats anthropogenic or social patterns. An
area where interacting ecosystems are groupedepedted in similar form.

Life stage: a developmental stage of an organism (for exampienile, adult, egg,
pupa, larva).

Life story: the temporal pattern and habitat association efdifages (e.g. egg, larva,
pupa and adult in an insect or egg, fry, smoltepile, and adult in a salmon) and the
schedule of births and deaths for a species.

Lowest-observed-effect-level (LOEL): the lowest concentration or amount of a
substance, found by experiment or observation urider same defined conditions of
exposure, that causes any alteration in morphologgtional capacity, growth, development,
or life span of target organisms.

Measurement endpoints: quantitative expressions of an observed or measured
biological response, such as the effects of a tekiemical on survivorship or fecundity,
related to the valued environmental character@tasen as the assessment endpoint.

Migration: the movement of an individual or group into or ofian area or population.

Mortality: the number of individuals of a population that die@ given period of time.

Neap tide:when the tide’s range is at its minimum.

No-observed-effect-level (NOEL)the greatest concentration or amount of a substanc
found by experiment or observation under the samfned conditions of exposure, that
causes no alterations of morphology, functionabcay, growth, development, or life span of
target organisms.

Organism: any form of animal or plant life.
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Population growth rate: the rate at which numbers of individuals are adtiedhe
population over time.

Population: a group of interbreeding organisms occupying aqadar space.

Predicted Environmental Concentration (PEC): the local maximum of a predicted
concentration functio(x,y,z,tyelated to an accidental scenario.

Predicted No Effect Concentration (PNEC):the concentration below which exposure
to a substance is not expected to cause adveesaseff

Productivity: the rate of production of living biomass in a p@tign or community.

Receptor. The ecological entity that might be exposed strassor.

Recovery. The rate and extent of return of a populatiooca@nmunity to some aspect(s)
of its previous condition. Because of the dynanature of ecological systems, the attributes
of a “recovered” system should be carefully defined

Recovery measures:mitigation actions which could reduce the magnituafethe
consequences of an accidental scenario, and soa ¢kl risk.

Remedial action goals:a subset of remedial action objectives consistinghedium-
specific chemical concentrations that are protectdf human health and the ecological
environment.

Spatially explicit model: a model that tracks spatial information (e.g. ldeations of
organisms or the pattern of a landscape).

Species: An organism belonging to such a category, represenn binomial
nomenclature by an uncapitalized Latin adjectivaaun following a capitalized genus name,
as inAnanas comosushe pineapple, andquus caballusthe horse.

Species richnessthe total number of species in a location or thelner per unit area
or volume.

Spring tide: when the tide’s range is at its maximum. It is naimed after the season
(i.e. spring) but, like that word, derives fromeerlier meaning of jump, burst forth, rise as in
a natural spring.

Stressor: any physical, chemical, or biological entity thancinduce an adverse
response in an organism.

Survival: the number of individuals of a population that aliee after a given period of
time.

Threshold: the chemical concentration (or dose) at which ptatsar biological effects

begin to be produced.
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Toxicity extrapolation model: any mathematical expression for extrapolating toxic
data between species, endpoints, exposure duraiodsso forth. Also includes uncertainty
factors.

Toxicity test: a test in which organisms are exposed to chemicasest medium (for

example, waste, sediment, soil) to determine thextsf of exposure.
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