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RESUMO

O sistema operacional Android disponibiliza funções e métodos de manuseio de dados sen-
síveis para proteger os dados dos usuários. Dados sensíveis são todo tipo de dados que podem
identificar o usuário, como localização de GPS, dados biométricos e informações bancárias. A
literatura de segurança Android propõe extrair features binárias de um método classificar-lo em
uma das classes de Security Relevant Methods, agregando informação de o método manuseia
dados sensíveis. Entretanto, existe uma lacuna na literatura onde não são avaliados algoritmos
de Ensemble Dinâmico. Os algoritmos de Ensemble Dinâmico são estado da arte para Sistemas
de Múltiplos classificadores, que por sua vez, não atacam objetivamente o tipo específico de
features binárias. Assim sendo, este trabalho endereça a lacuna em relação a algoritmos de
Ensemble Dinâmicos aplicados ao problema de classificação de Security Relevant Methods.
Nossas análises motram que, ao contrário do que é inicialmente posto pela literatura, SVM não
é o melhor classificador para esse problema, sendo MLP, Random Forest, Gradient Boosted

Decision Trees e META-DES usando Random Forest como geração do pool os melhores resul-
tados. Também constatamos que, em geral, algoritmos de Ensemble Dinâmico possuem uma
desvantagem em relação aos classificadores monolíticos. Ademais, essa desvantagem é exarce-
bada em algoritmos que utilizam classificadores baseados em distância, como o OLP. Quando
utlizamos o algoritmo de embedding Triplet Loss, observamos um aumento de performance
para o kNN e OLP, mas não de outras técnicas de Ensemble Dinâmico, mostrando que um
conjunto de features binárias tem impacto mais significativo sobre esses algoritmos.

Palavras-chaves: Security Relevant Methods. Métodos de Ensemble. Sistema de Múltiplos
Classificadores. Ensenmble Dinâmico.



ABSTRACT

The Android operating system provides functions and methods to handle sensitive data to se-
cure users’ data. Sensitive data is every data that can identify the user, such as GPS location,
biometric data, and banking data. The Android security literature proposes extracting binary
features from a method and classifying the method into one of the Security Relevant Method’s
classes, adding information about how the method handles sensitive data. However, there is
a gap in the literature where Dynamic Ensemble algorithms are not evaluated. Dynamic En-
semble techniques are state of the art on Multiple Classifiers Systems, which do not explicitly
address the problem of a dataset of binary features. Thus, this work tackles the gap related
to Dynamic Ensemble applied to Security Relevant Methods classification. Our analyzes show
that, unlikely initially stated in the literature, SVM is not the best classifier for this problem,
being MLP, Random Forest, Gradient Boosted Decision Trees, and META-DES using Random
Forest as pool generation gives the best results. We also find that, in general, Dynamic En-
semble algorithms have a disadvantage compared to monolithic classifiers. Furthermore, this
disadvantage is exacerbated in algorithms that use distance-based classifiers, such as OLP.
When using the Triplet Loss embedding algorithm, we observed an increase in performance for
kNN and OLP, but not for other Dynamic Ensemble techniques, showing that a set of binary
features has a more significant impact on these algorithms.

Keywords: Security Relevant Methods. Ensemble Methods. Multiple Classifier Systems. Dy-
namic Ensemble.



LIST OF FIGURES

Figure 1 – Process of sensitive data leak and malware classification. The steps which
machine learning is employed are highlighted in blue. . . . . . . . . . . . . 21

Figure 2 – Architecture of an Autoencoder. In red, the encoder neuros, in green the
bottleneck neuron and in blue the decoder neurons. . . . . . . . . . . . . . 41

Figure 3 – Permutation of different digits in a binary string. The different digits are
highlighted in red. 𝑑 represents the Hamming difference between the strings
and ℎ0 = 1010, or, the number of different digits in the string compared
to ℎ0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Figure 4 – Example of ambiguous situation, x-axis is the distance between samples
and y-axis the number of instances in each distance bin. Red and green are
negative and positive samples compared to an anchor. . . . . . . . . . . . 45

Figure 5 – Linear separation of five hard instances. . . . . . . . . . . . . . . . . . . . 47
Figure 6 – Linear separation of five easy instances. . . . . . . . . . . . . . . . . . . . 47
Figure 7 – Accuracy for K-Nearest Neighbors (kNN) (Figure 7a), Multilayer Percep-

tron (MLP) (Figure 7b), Support Vector Machine (SVM) (Figure 7c) and
Random Forest (Figure 7d) using Principal Component Analysis (PCA).
The black line is the accuracy for each model using binary features and the
grey region is the standard deviation. Each coloured line correspond to the
traning set size in the legend. Each point is the model accuracy and vertical
bar its accuracy standard deviation. . . . . . . . . . . . . . . . . . . . . . 59

Figure 8 – Accuracy for kNN (Figure 8a), MLP (Figure 8b), SVM (Figure 8c) and Ran-
dom Forest (Figure 8d) using Logistic PCA. The black line is the accuracy
for each model using binary features and the grey region is the standard de-
viation. Each coloured line correspond to the traning set size in the legend.
Each point is the model accuracy and vertical bar its accuracy standard
deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60



Figure 9 – Accuracy for kNN (Figure 9a), MLP (Figure 9b), SVM (Figure 9c) and Ran-
dom Forest (Figure 9d) using Autoencoder. The black line is the accuracy
for each model using binary features and the grey region is the standard de-
viation. Each coloured line correspond to the traning set size in the legend.
Each point is the model accuracy and vertical bar its accuracy standard
deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Figure 10 – Accuracy for kNN (Figure 10a), MLP (Figure 10b), SVM (Figure 10c)
and Random Forest (Figure 10d) using Triplet Loss. The black line is the
accuracy for each model using binary features and the grey region is the
standard deviation. Each coloured line correspond to the traning set size in
the legend. Each point is the model accuracy and vertical bar its accuracy
standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Figure 11 – Accuracy for K-Nearest Oracle Elimination (KNORA-E) (Figure 11a), K-
Nearest Oracle Union (KNORA-U) (Figure 11b) and META-DES (Figure
11c) using Bagging and Perceptron, and Online Local Pool (OLP) using
Self-generating Hyperplanes (SGH) (Figure 11d), using PCA as embedding.
The black line is the accuracy for each model using binary features and the
grey region is the standard deviation. Each coloured line correspond to the
traning set size in the legend. Each point is the model accuracy and vertical
bar its accuracy standard deviation. . . . . . . . . . . . . . . . . . . . . . 63

Figure 12 – Accuracy for KNORA-E (Figure 12a), KNORA-U (Figure 12a) and META-
DES (Figure 12a) using PCA and Decision Tree as base classifier. The black
line is the accuracy for each model using binary features and the grey region
is the standard deviation. Each coloured line correspond to the traning set
size in the legend. Each point is the model accuracy and vertical bar its
accuracy standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . 64

Figure 13 – Accuracy for KNORA-E (Figure 13a), KNORA-U (Figure 13b) and META-
DES (Figure 13c) using Bagging and Perceptron, and OLP using SGH (Fig-
ure 13d), using Logistic PCA as embedding. The black line is the accuracy
for each model using binary features and the grey region is the standard de-
viation. Each coloured line correspond to the traning set size in the legend.
Each point is the model accuracy and vertical bar its accuracy standard
deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65



Figure 14 – Accuracy for KNORA-E (Figure 14a), KNORA-U (Figure 14a) and META-
DES (Figure 14a) using Logistic PCA and Decision Tree as base classifier.
The black line is the accuracy for each model using binary features and the
grey region is the standard deviation. Each coloured line correspond to the
traning set size in the legend. Each point is the model accuracy and vertical
bar its accuracy standard deviation. . . . . . . . . . . . . . . . . . . . . . 66

Figure 15 – Accuracy for KNORA-E (Figure 15a), KNORA-U (Figure 15b), META-DES
(Figure 15c) using Bagging and Perceptron, and OLP using SGH (Figure
15d), with Autoencoder as embedding. The black line is the accuracy for
each model using binary features and the grey region is the standard devi-
ation. Each coloured line correspond to the traning set size in the legend.
Each point is the model accuracy and vertical bar its accuracy standard
deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Figure 16 – Accuracy for KNORA-E (Figure 16a), KNORA-U (Figure 16b) and META-
DES (Figure 16c) using Autoencoder and Decision Tree as base classifier.
The black line is the accuracy for each model using binary features and the
grey region is the standard deviation. Each coloured line correspond to the
traning set size in the legend. Each point is the model accuracy and vertical
bar its accuracy standard deviation. . . . . . . . . . . . . . . . . . . . . . 68

Figure 17 – Accuracy for KNORA-E (Figure 17a), KNORA-U (Figure 17b) and META-
DES (Figure 17c) using pool of Perceptrons, and OLP with SGH (Figure
17d), using Triplet Loss as embedding. The black line is the accuracy for
each model using binary features and the grey region is the standard devi-
ation. Each coloured line correspond to the traning set size in the legend.
Each point is the model accuracy and vertical bar its accuracy standard
deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Figure 18 – Accuracy for KNORA-E (Figure 18a), KNORA-U (Figure 18b) and META-
DES (Figure 18c) using Triplet Loss and Decision Tree as base classifier.
The black line is the accuracy for each model using binary features and the
grey region is the standard deviation. Each coloured line correspond to the
traning set size in the legend. Each point is the model accuracy and vertical
bar its accuracy standard deviation. . . . . . . . . . . . . . . . . . . . . . 70



Figure 19 – Distribution of the mean-normalized similarity between an instance and the
rest of the dataset using PCA. The x-axis is the distance between samples,
and the y-axis is the number of instances in each distance bin. Red and
green are negative and positive samples compared to an anchor. . . . . . . 71

Figure 20 – Distribution of the mean-normalized similarity between an instance and the
rest of the dataset using Autoencoder. The x-axis is the distance between
samples, and the y-axis is the number of instances in each distance bin.
Red and green are negative and positive samples compared to an anchor. . 72

Figure 21 – Distribution of the mean-normalized similarity between an instance and the
rest of the dataset using Triplet Loss. The x-axis is the distance between
samples, and the y-axis is the number of instances in each distance bin.
Red and green are negative and positive samples compared to an anchor. . 72

Figure 22 – Distribution of K-Disagreeing Neighbors (kDN) for different embedding
dimmensions for PCA, in blue, and the baseline binary features in orange.
The higher tick in each graph shows the maximum value, the middle shows
the mean value and the lower shows the minimum value of kDN. . . . . . . 73

Figure 23 – Distribution of kDN for different embedding dimmensions for Autoencoder,
in red, and the baseline binary features in orange. The higher tick in each
graph shows the maximum value, the middle shows the mean value and the
lower shows the minimum value of kDN. . . . . . . . . . . . . . . . . . . 74

Figure 24 – Distribution of kDN for different embedding dimmensions for Autoencoder,
in green, and the baseline binary features in orange. The higher tick in each
graph shows the maximum value, the middle shows the mean value and the
lower shows the minimum value of kDN. . . . . . . . . . . . . . . . . . . 74



LIST OF TABLES

Table 1 – Classifiers used in the literature. . . . . . . . . . . . . . . . . . . . . . . . 24
Table 2 – Set of binary features and types of classifiers used in each work. . . . . . . 27
Table 3 – Hyperparameters used in monolithic classifiers. . . . . . . . . . . . . . . . . 49
Table 4 – Hyperparameters used for Multiple Classifier Systems (MCS). 𝑘 represents

the size of the Region of Competence (RoC), Dynamic Selection data set
(DSEL) size is the percentage of data used to train the selection algorithm. 49

Table 5 – Results for monolithic, where red indicates the best model, green the second-
best model, and blue the third-best. . . . . . . . . . . . . . . . . . . . . . 52

Table 6 – Results for MCS Bagging Perceptron, where red indicates the best model,
green the second-best model, and blue the third-best. . . . . . . . . . . . . 53

Table 7 – Results for MCS Bagging Decision Tree, where red indicates the best model,
green the second-best model, and blue the third-best. . . . . . . . . . . . . 54

Table 8 – Results for MCS Boosting Perceptron, where red indicates the best model,
green the second-best model, and blue the third-best. . . . . . . . . . . . . 54

Table 9 – Results MCS Random Forest, where red indicates the best model, green the
second-best model, and blue the third-best. . . . . . . . . . . . . . . . . . 55

Table 10 – Results aggregating all three best classifiers, where red indicates the best
model, green the second-best model, and blue the third-best. . . . . . . . . 56

Table 11 – Results for MCS classifiers using perceptron as base classifiers, including the
modified OLP (Triplet OLP), where red indicates the best model, green the
second-best model, and blue the third-best. . . . . . . . . . . . . . . . . . 77

Table 12 – List of all features extracted. Class 1 means a Semantic feature, Class 2 a
Syntactic feature and 3 a Data-Flow feature. . . . . . . . . . . . . . . . . . 85



LIST OF ABBREVIATIONS AND ACRONYMS

API Application Programming Interface

BCE Binary Cross Entropy

BHF Binary Hashing Function

DCS Dynamic Classifier Selection

DES Dynamic Ensemble Selection

DS Dynamic Selection

DSEL Dynamic Selection data set

IMEI International Mobile Equipment Identity

kDN K-Disagreeing Neighbors

kNN K-Nearest Neighbors

kNNE K-Nearest Neighbor Equality

KNORA-U K-Nearest Oracle Union

KNORA-E K-Nearest Oracle Elimination

MCS Multiple Classifier Systems

MLP Multilayer Perceptron

OLA Overall Local Accuracy

OLP Online Local Pool

PCA Principal Component Analysis

RoC Region of Competence

SGH Self-generating Hyperplanes

SRM Security Relevant Methods

SS Static Selection

SSIM Structural Similarity Index

SVD Single-Value Decompositon

SVM Support Vector Machine



LIST OF SYMBOLS

Γ Greek letter Gamma

Σ Greek letter Sigma

𝛼 Greek letter alpha

𝜃 Greek letter theta

𝜓 Greek letter psi

| · | Set cardinality

∪ Set union

∧ Logical and

∈ Belongs to

← Variable assignment



CONTENTS

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2 BACKGROUND AND RELATED WORK . . . . . . . . . . . . . . . 20

2.1 ANDROID SECURITY . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.1 Security Relevant Methods . . . . . . . . . . . . . . . . . . . . . . . . 21

2.1.2 Malware Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1.3 Code Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.1.4 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2 THE HAMMING SPACE . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 ENSEMBLE METHODS . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 Pool Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3.2 Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3.3 Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.4 Dynamic Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.4.1 Region of Competence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.4.2 Selection Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.4.3 Selection Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4 EMBEDDING ALGORITHMS . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.1 Linear Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.4.2 Nonlinear Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4.3 Metric Learning Embeddings . . . . . . . . . . . . . . . . . . . . . . . 41

3 ASSESSING THE IMPACT OF BINARY FEATURES ON MULTI-

PLE CLASSIFIER SYSTEMS . . . . . . . . . . . . . . . . . . . . . . 44

3.1 HAMMING SPACE AND MULTIPLE CLASSIFIER SYSTEMS . . . . . . . 44
3.1.1 Binary Features and Online Local Pool Algorithm . . . . . . . . . . . 46

4 METHODOLOGY . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.1 OUR APPROACH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.1 The Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.1.2 Evaluation Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2 EXPERIMENTAL PROCEDURE . . . . . . . . . . . . . . . . . . . . . . . 51
5 EXPERIMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52



5.1 RESULTS AND EXPERIMENTS . . . . . . . . . . . . . . . . . . . . . . . 52
5.1.1 First Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.1.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1.3 Second Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1.3.1 Monolithic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.1.3.2 Dynamic Ensemble Selection . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.1.3.3 Embeeding Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.1.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.2 DISCUSSION REGARDING OLP . . . . . . . . . . . . . . . . . . . . . . 75
6 CONCLUSION AND FUTURE WORKS . . . . . . . . . . . . . . . 78

6.1 FUTURE WORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

APPENDIX A – FEATURES AND FEATURE TYPES . . . . . . . 85



17

1 INTRODUCTION

Machine learning is a tool applicable to numerous problems, such as securing user data in
smartphones. In order to guarantee data privacy in smartphone apps, the security literature
uses methods that help the app developer track undesired data flow. Data Flow is the process
of tracking which method and variables were used to transmit out of the device, create or
store, modify, or unmodified data Wu et al. (2016).

Tools that perform data flow tracking analyze the source code of an app statically or
dynamically. Static analysis interprets the source code and extracts how the app handles
data without executing it, unlike dynamic analysis, which executes the source code in a safe
environment Li et al. (2017).

In addition to source code, both analysis methods require a list of Security Relevant Meth-
ods (SRM). These methods are functions of the Android Application Programming Interface
(API) that operate on sensitive data. Sensitive data is any private data related to a user or
data that can be used to identify a person, such as photos, International Mobile Equipment
Identity (IMEI), biometric data, GPS localization, and banking information. As it is up to
the users to allow an app to access sensitive data, they can misinterpret if an application is
trustworthy or not Rasthofer, Arzt and Bodden (2014).

As methods of code analysis have an essential role in flagging possible threats to be cor-
rected by the developer, methods such as proposed by Rasthofer, Arzt and Bodden (2014) help
to improve the analysis coverage by labeling previously unknown API methods. Nevertheless,
treats can remain undetected by these methods. Thus, other methods are necessary to detect
undetected threats during development.

Other techniques, such as proposed by Arp et al. (2014), focus on detecting apps with
malicious behavior rather than helping the developer identify unwanted data flow. Although
malware detection and SRM classification are different, some techniques share similar feature
sets.

These feature sets are extracted directly from the app by analyzing its source code or
behavior. This feature set comprehends binary features, representing the existence or not of
specific characteristics, such as keywords, method return type, or data flow between parameters
and the return variable.

We observed that works on SRM and malware classification explore deeply monolithic clas-
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sifiers and static ensemble selection. Although Cruz, Sabourin and Cavalcanti (2018) reports
that dynamic ensemble selection of classifiers outperforms monolithic classifiers and static
ensembles, SRM classification does not explore these techniques.

Unlike in the literature on Dimmensionaly Reduction, we found that the literature on
dynamic ensemble techniques does not present evidence of algorithm performance on pure
binary feature datasets. The algorithms focus on solving classification problems grounded on
continuous random variables. The binary-valued data is overlooked despite its applicability.
Thus, an analysis of each step of MCS algorithms is required to understand how datasets of
binary features impact these algorithms.

To fill the gaps in SRM classification literature and MCS, we focus on three main questions:

• How do binary features affect the performance of Dynamic Ensemble algorithms?

• How do Dynamic Ensemble techniques perform compared to Static Ensemble and mono-
lithic classifiers in SRM Classification?

• What modifications can increase performance, either in preprocessing the dataset or
modifying Dynamic Ensemble techniques?

In order to answer these questions, we need to understand how dynamic ensemble algo-
rithms are affected by a binary feature dataset. Therefore, we analyze the aspects of a dataset
of binary features and how it can theoretically impact the OLP algorithm.

Then, we proceed to evaluate the algorithms over the SRM dataset, comparing MCS
and monolithic classifiers. We use Bagging, Boosting, and Random Forest as pool generation
methods to increase knowledge of MCS algorithms’ performance in this problem.

Analyzing the impact of binary features in MCS can also be measured when we embed
the dataset into a real-valued space. In some applications, using an embedding algorithm can
positively impact the performance of algorithms by removing variables that penalize specific
classifiers. Deep Metric Learning, such as Triplet Loss, uses supervised learning to create a
better-separated embedding to improve classification or clustering problems, as reported by
Kaya and Bilge (2019).

Our results and analysis show that Dynamic Ensemble has worse performance than mono-
lithic classifiers. The combination of META-DES and Random Forest has the least observable
difference compared to monolithic classifiers. Moreover, embedding the data into a better-
separated space does not improve the performance of MCS, except for the OLP. We interpreted
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these results as a limitation of the pool of classifiers to generate a good pool of classifiers to
combine and form the MCS algorithms to select the most competent classifiers in the pool.

In addition to this analysis, we modify the OLP RoC, now considering the similarity between
instances in the embedded space of a neural network trained with the metric learning algorithm,
Triplet Loss. Our findings show that despite its improvements over the original OLP algorithm,
it still does not outperforms monolithic classifiers.

The rest of the document is structured as follows: Chapter 2 introduces Android Security,
fundamentals of Hamming spaces, ensemble methods, and embedding algorithms. In Chapter
3 we assess the impact of binary features over ensemble methods. In Chapter 4 we present the
experimental procedure used during the experiments, presented in the Chapter 5. Finally, we
draw our conclusions in Chapter 6.
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2 BACKGROUND AND RELATED WORK

In this chapter, we present concepts related to SRM classification, Hamming space, En-
semble Methods, and Embedding algorithms. This build-up is necessary to ground the scope
of the work and its contributions.

2.1 ANDROID SECURITY

First, we need to define sensitive data to understand its importance in Android security.
Sensitive data is any data that can be used to identify a user, or any user’s private informa-
tion, such as photos, IMEI, biometric data, GPS localization, bank information, and private
messages. Non-sensitive data is any dynamic information that does not identify the user.
Non-sensitive data is often public or shared, such as application source code.

It is common to modularize snippets of code recurrently used into functions or methods.
When a set of snippets are used to agglutinate functionalities to another software, this set
gets called API. APIs are a powerful tool to developers, as APIs standardize how resources are
being accessed, creating a standard and simple interface to resources and functionalities.

On mobile systems, like Android, it is necessary to call specific methods of its API to
generate sensitive data. For example, by instantiating a Camera object in an app’s code,
which handles camera functionalities, and evoking the Camera.takePicture function to take
a picture, the application uses the camera to take a picture. It is important to note that any
application can operate with user-sensitive data, and to manage that, the Android system has
a Permission System that enables the user to manage which apps are using sensitive data.

Before executing the app for the first time, the app informs the user of a list of permissions
required to execute correctly. Then, the user can select which permissions the app is allowed
to use. This Permission System is one of the most critical security systems in Android as it
permits the user to manage which data apps can use. However, this system cannot make the
user control how and where data is processed.

Malware is an app with illegitimate intentions while handling user-sensitive data. As with
any other app, the malware uses the Android Permission System. However, the malware has
the intention to harm the user, often disguising itself as a good-intentioned app.

Two main methods are used to detect malware or unexpected behavior in an app, Code
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Source Code Code Analysis

Static Analysis
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Figure 1 – Process of sensitive data leak and malware classification. The steps which machine
learning is employed are highlighted in blue.

Analysis and Malware Classification. Code Analysis uses the app source code to analyze in-
teractions and leaves it to the developer to decide if any of these interactions are intended
or not. Meanwhile, Malware Classification analyzes the app and classifies it into benign or
malware. Figure 1 shows when in each stage of software development, both Malware and SRM
Classification help to keep user data safe.

Before we proceed to methods that enforce and analyze if an application is purposefully
leaking private data, we must first understand how the system generates private data and
how a malicious app can leak it. In the following section, we will introduce Security Relevant
Methods.

2.1.1 Security Relevant Methods

Let us back to our example of the Camera.takePicture function. This function generates
or operates on sensitive data, which are called SRM. Knowledge of the SRM is essential to
detect data leaks, as they carry information about how data is processed and if the method
generates sensitive data. In this section, we will discuss the SRM classes: Sources, Sinks,
Validators, and Authenticators and their impact.

The first class of SRM is called a Source method. Arzt et al. (2014) define this method
as a source of sensitive data. These methods are available on the Android API to every app
developer, as many of these sensitive data are essential to some features, such as localization
in a map, messaging apps, or social media apps.

As we defined a source of sensitive data, the next step to characterize data leakage is
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to identify how data can leave the device. A Sink method, as defined by Li et al. (2015),
provides the functionality to send data outside the device. This functionality includes sending
data through an internet connection, writing files, or any method that makes an app capable
of communicating with another app, remote host, or device. Thus, as the data can only leave
by using a Sink, the unwanted relation between a Source and a Sink defines a data leak.

However, only considering Source and Sink methods as SRM classes, despises methods do
not generate user data directly but are used to obfuscate or cipher sensitive data. In order to
address the limitations of the Source-Sink model, another class was recently approached by
Spoto et al. (2019), the Validator method. This method transforms user-sensitive data into
non-sensitive data or treats possible harmful sequences of characters.

Spoto et al. (2019) argues that Validator methods are essential to analyze if an app is
leaking sensitive data. Since Validator results do not yield sensitive data, not considering this
behavior should result in false data leak reports. For example, if a code variable contains
sensitive data, its contents are processed by a Validator, and after that, it reaches a Sink
method, the analysis method should not report a data leak.

Finally, Piskachev and Bodden (2019) defines Authenticators as methods that have the
functionality to change, elevate, or lower the application’s privilege. These methods have the
power to grant or revoke access of an app to system functionalities, remote data, or sensitive
data.

Even though it is critical to know which methods yield sensitive data, Rasthofer, Arzt and
Bodden (2014) noticed that developers or specialists label just a tiny portion of the APIs
functions. As manual annotation is costly, Rasthofer introduces machine learning methods to
classify API methods into SRM classes.

2.1.2 Malware Classification

A broad range of machine learning fields is applied to Android malware classification,
analyzing network traffic and payload Wang et al. (2019), Pang et al. (2019), Narudin et
al. (2016), Natural Language Processing to identify instruction patterns of the disassembled
version of the application Yang et al. (2017), Zhang et al. (2019).

When studying malware classification, we can observe that the main contributions of recent
works are the proposition of new features and different ensembles of algorithms. Regarding the
features, we can divide between unstructured and structured data usage. We define structured
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data as tabular information, such as numerical, boolean, or categorical. Meanwhile, unstruc-
tured data is data that is represented in formats such as images, text, or audio samples.

Since unstructured data is out of the scope of this work, we will focus on works that utilize
structured data.

Martín, Lara-Cabrera and Camacho (2019) conducted in-depth research over malware clas-
sification and observed that the most used features are sensitive API calls, used Permissions,
and Intents. Liu et al. (2020) conducted a similar study and showed that 44 out of 100 works
on malware classification consider API calls to classify malicious apps, and 63 out of 100 works
use API calls or Permissions as features to malware classification.

Martín, Lara-Cabrera and Camacho (2019) and Liu et al. (2020) show that API calls are
one of the most popular features used in the literature to classify malware. Recall Section 2.1,
where we discussed that every app could have access to user-sensitive data. It is natural to
think that API can be used to classify an app as malware; there is variability in the usage of
this feature.

For example, Badhani and Muttoo (2019) uses the tag of a API package rather than
analyzing the underlying API methods, as the methods can vary from different API versions.
We will discuss further how features are extracted and the format used during classification.

To sumarize both SRM and malware classification, Table 1 shows that in the literature,
homogeneous ensembles are explored by Zhu et al. (2018), Yerima, Sezer and Muttik (2015),
and Sheen, Anitha and Natarajan (2015), which reports results for Random Forest, Rotation
Forest, and monolithic classifiers.

The homogeneous ensemble combines multiple classifiers of a single type, such as multi-
ple decision trees or multiple neural networks. Meanwhile, heterogeneous ensembles combine
classifiers of different types, such as combining decision trees and neural networks.

For heterogeneous ensembles, Badhani and Muttoo (2019) introduces a combination of
supervised and unsupervised learning, where a clustering algorithm splits uniform and diverse
clusters. Diverse clusters comprise data labeled with multiple classes, and their samples are
labeled by a heterogeneous ensemble, while uniform consists of only one class per cluster,
and the cluster class labels instances. Whereas, Martín, Lara-Cabrera and Camacho (2019)
performs the most detailed study of ensemble classifiers for Malware Classification so far,
exploring both homogeneous and heterogeneous ensembles.

The next topic will introduce how to detect possible data leaks.
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Reference Monolithic
Classifiers

Static
Classifier
Ensemble

Dynamic
Classifiers
Ensemble

SRMClassification

Piskachev and Bodden (2019) 3

Sas, Bessi and Arcelli Fontana (2018) 3 3

Rasthofer, Arzt and Bodden (2014) 3

MalwareClassification

Taheri et al. (2020) 3

Martín, Lara-Cabrera and Camacho (2019) 3

Badhani and Muttoo (2019) 3

Zhu et al. (2018) 3

Zhu et al. (2017) 3

Sheen, Anitha and Natarajan (2015) 3 3

Yerima, Sezer and Muttik (2015) 3 3

Table 1 – Classifiers used in the literature.

2.1.3 Code Analysis

Previously we introduced what sensitive data is, how it is created, and how it could leak by
using API methods. Now, we will discuss how a list of labeled API functions into SRM classes
is useful.

There are two kinds of source code analysis, Static Analysis, and Dynamic Analysis. Static
Analysis is a set of tools that examines the application code without executing it. The tool
analyzes all the code structures and how data is processed in this process. Li et al. (2017)
point that Static Analysis is mainly used to detect data leakage, privilege exploitation of benign
apps, permission misuse, and energy efficiency.

On the other hand, Wong and Lie (2017) says that Dynamic Analysis is strictly dependent
on the execution path, limiting to specific inputs that trigger an app’s malicious behavior.
Furthermore, Fernandes, Paupore and Rahmati (2016) uses Dynamic Analysis to enforce that
sensitive data will not reach a sink method, executing the application in a safe environment
with limitations over sink API access.

Although sending determined information to a host or another device can be the application
intention, Arzt et al. (2014) note that a developer can use a third-party library to send this
information to a malicious host. In this case, Static or Dynamic Analysis enables the developer
to track unwanted behavior by the library.

Rasthofer, Arzt and Bodden (2014) proposes to expand the number of labeled SRM to
improve the detection rate for Static and Dynamic Analysis methods. By employing supervised
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learning to classify if an API function generates, consumes sensitive data, or neither, the authors
manually classify some functions from the Android API and extract 213 features. These are
binary features and are classified as Syntactic, Semantic, and Data Flow features. These
features intend to classify if a method is a Source or Sink and categorize them into source
categories, explaining what information source methods provide.

The work of Sas, Bessi and Arcelli Fontana (2018) is similar to Rasthofer, Arzt and Bodden
(2014) in the sense that both classify security-relevant methods. Moreover, they extend the
classification process to general Java APIs and add a new Mixed method class, which is either
a Source or a Sink of data and uses a slightly different feature set.

Piskachev and Bodden (2019) include Validators and Authenticators to provide the analysis
methods a broader detection of vulnerabilities. Also, as previously observed in Sas, Bessi and
Arcelli Fontana (2018), a method can perform two different tasks, either acting as data Source
and Sink. However, Piskachev and Bodden (2019) uses binary classification to infer if a method
belongs to a class. The system also analyzes a new codebase that a developer is working on
and accepts user classification for new or unlearned methods.

Having studied how SRM classification impacts the detection of data leakage in Code
Analysis methods and Malware Classification algorithms, we are going to discuss how features
are extracted to perform SRM classification.

2.1.4 Feature Extraction

Feizollah et al. (2015), and Liu et al. (2020) conducted extensive studies of machine
learning applied to malware detection published from 2010 to 2014 and from 2012 to 2019,
respectively. The taxonomy proposed by Feizollah et al. (2015) classifies features into Static
features, Dynamic features, Hybrid features, and Application Metadata features.

As stated by Feizollah et al. (2015), Static features relate to information extracted statically
from the app without effectively executing it. These features are available in the Android
Manifest file or the source code. The Android Manifest is a file that holds meta-information
from an app, present in every Android application.

Dynamic features relate to information inferred from the software during execution, such
as system calls, network traffic, system components, and user interaction.

Hybrid features are created when Static and Dynamic features are combined. Furthermore,
Application Metadata features are information provided by the app developer found on the
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store where it is published, which involves application description, identification of the app
creator, and category.

Static, Dynamic, and consequently, Hybrid features are interpreted as categorical features.
For example, if an app is constrained only to use the phone camera, it will have a specific
camera permission tag in the Manifest file. Considering that there are 𝑁 different permissions,
a reasonable way to extract this information from the Manifest File is to assign a numerical
value to each 𝑁 feature and fill a table with the respective permission.

However, as an app can require multiple permissions, a list containing each permission is
necessary to track which permissions an app requires. Note that a variable size list could be
undesired in a structured data environment. Thus, to avoid that, the table must contain a
column for each permission, transforming categorical into binary features. This process can
also be employed to extract some Dynamic features, tracking which Systems Calls or System
Components are used during the application execution.

When analyzing the API methods, the source of the features is extracted differently from
malware classification. Features extracted from SRM are divided into Syntactic, Semantic, and
Data Flow features.

Syntactic features are related to the programming language, such as class and function
modifiers, return type, variables, and arguments. Semantic features are naming patterns ex-
tracted from the methods and are defined by a specialist, which lists what information is helpful
to classification. For example, a method starting with Get can characterize a Source method.
Rasthofer, Arzt and Bodden (2014) points out that Syntactic and Semantic features help to
track naming and coding patterns in the APIs.

Finally, Data Flow features explain how data is processed during the method call, for
example, if an inner function call uses any of the method’s parameters. Rasthofer, Arzt and
Bodden (2014) considers Data Flow features as part of Syntactic and Semantic features, but
Piskachev and Bodden (2019) reports that this feature class has its characteristics. Despite
that, Data Flow features could be extracted dynamically. We observe that in SRM classification,
these features are extracted statically.

Rasthofer, Arzt and Bodden (2014) proposes a feature set containing binary features re-
flecting the presence or not of keywords in the method’s name, modifiers on the method such
as public or private, method belonging to specific classes, parameter type, or parameter flow
to the method’s result. The complete list of features is present in Appendix A, Table 12.

In our analysis of Binary Datasets in Android Security, we observe the usage of Static,



Chapter 2. Background and Related Work 27

Reference Static
features

Dynamic
features

Hybrid
features

SRMClassification

Piskachev and Bodden (2019) 3

Sas, Bessi and Arcelli Fontana (2018) 3

Rasthofer, Arzt and Bodden (2014) 3

MalwareClassification

Taheri et al. (2020) 3

Martín, Lara-Cabrera and Camacho (2019) 3 3 3

Badhani and Muttoo (2019) 3

Zhu et al. (2018) 3

Zhu et al. (2017) 3

Sheen, Anitha and Natarajan (2015) 3

Yerima, Sezer and Muttik (2015) 3

Table 2 – Set of binary features and types of classifiers used in each work.

Dynamic, and Hybrid features for Malware Classification and only Static Features for SRM
Classification, as shown in Table 2.

Although feature selection plays a significant role in machine learning, few works employ
feature selection to obtain a more reliable feature set. Taheri et al. (2020) employs feature
selection by using the most relevant features from a Random Forest classifier, showing that
feature selection reduces the classifier’s performance. On the other hand, Sheen, Anitha and
Natarajan (2015) shows that Chi-Square, Relief, and Information Gain can be used to gain
accuracy in some datasets.

Observing that malware and SRM classification uses binary features, we reserve the follow-
ing section to study the specificities of these features and their natural mathematical space,
the Hamming space.

2.2 THE HAMMING SPACE

The Hamming space ℋ is the set of finite strings containing a sequence of 𝑛 0’s and 1’s.
The maximum number of different strings is 2𝑛, as each element in the string is binary and can
only assume two values. We will write each string ℎ ∈ ℋ, also called binary string or binary
code, as the n-tuple in Equation 2.1.

ℎ = (𝑥1, 𝑥2, ..., 𝑥𝑛) 𝑥𝑖 = {0, 1}. (2.1)

We can relate strings in the Hamming space to the computer’s binary representations of
numbers. For example, the natural number 10 can be represented as the binary string 1010
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with length 𝑛 = 4, using the Algorithm 1. The transformation of data into a binary string is
called Binary Hashing Function (BHF), we describe the BHF of a decimal number.

Algorithm 1 Natural Number to Binary String
1: procedure SimpleBHF(𝑥)

Require: 𝑥 ≥ 0
2: 𝑛← ⌈𝑙𝑜𝑔2(𝑥)⌉ ◁ ⌈ ⌉ is the ceil function
3: ℎ← {0}𝑛

4: while 𝑛 > 0 do
5: ℎ[𝑛− 1]← 𝑥%2 ◁ % stands for modulo operator
6: 𝑥← 𝑥/2 ◁ / stands for the integer division function
7: 𝑛← 𝑛− 1
8: end while
9: return ℎ

10: end procedure

The similarity metric between two instances in the Hamming space is the editing dis-
tance between two binary strings. This distance function is called the Hamming distance. The
Hamming distance 𝐷ℎ is defined by the Equation 2.2 and represents how many elements are
different between two binary codes.

𝐷ℎ(𝑥, 𝑦) =
𝑛∑︁

𝑖=0
|𝑥𝑖 − 𝑦𝑖| (2.2)

As stated by Taheri et al. (2020), the Minkowski distance and the Hamming distance
are equivalent for binary codes. The Minkowski distance 𝐷𝑚, shown in Equation 2.3 is the
generation of the Euclidean distance, when 𝑝 = 2.

𝐷𝑚(𝑥, 𝑦) = 𝑝

⎯⎸⎸⎷ 𝑛∑︁
𝑖=0
|𝑥𝑖 − 𝑦𝑖|𝑝 𝑝 ≥ 1. (2.3)

BHF are particularly useful when they are designed to learn how to create a mapping while
maintaining the original neighborhood structure of the original data. Like transforming natural
numbers to binary strings, the transformation of data, such as images, to binary code can also
be performed using a BHF. The applicability is related to the reduction of complexity during
a search of similar examples in a dataset.

For example, let us take the pixel-wise similarity between two images of size 1024× 1024

pixels. In this case, the similarity is the mean difference between every pixel in the two images.
When computing the similarity between the images, 1024× 1024× 3 operations compute the
difference between each pixel, then more 1024 sums are performed to sum all the differences,
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in a total of (1024 × 1024 × 3) + 1024 operations performed, which is translated into the
complexity of 𝑛2.

When transforming the image into a binary string, the similarity between two strings is the
size of the string 𝑛. Thus, BHF are a powerful tool to reduce complexity in similarity search,
as computation of similarity between binary instances becomes more computationally efficient.

As far as we are concerned, the Dynamic Selection (DS) literature does not cover the
classification of instances with pure binary features. Meanwhile, tasks that perform similar-
ity search on high-dimensionality data are favored when transformed to Hamming space, as
neighborhood estimation becomes less computationally costly.

2.3 ENSEMBLE METHODS

Machine Learning is the branch of Computer Science that investigates algorithms that
learn from data. It is common to think of a single model that classifies data in a table, detects
objects in an image, or clusters data.

We can divide machine learning models into two main groups, monolithic classifiers and
Ensemble Methods, also known as MCS. Classifiers such as Perceptron, Decision Tree, kNN,
SVM and MLP are considered monolithic classifiers, as they do not use or combine multiple
classifiers. Their objective is to learn the whole dataset by using a single classifier.

For Kuncheva (2014), the philosophy to employ an ensemble of classifiers is to create a
more accurate classifier in detriment to a higher computational cost when compared to the
single base model. Instead of searching for the best classifier and features, the objective is to
find the best set of classifiers and the best combination method.

Zhang and Ma (2012) justifies this philosophy statically, arguing that it is common for a
low-biased classifier to have a high variance. So, a classifier with a good performance on a
specific training set can have a poor performance on a different set. Thus, a combination of
classifiers reduces the variability while maintaining a good performance.

Britto, Sabourin and Oliveira (2014) reviews MCS techniques and proposes a taxonomy,
breaking MCS into three parts: Pool Generation, Selection and Integration. The Pool Genera-
tion is the step reserved to train the pool of classifiers, followed by selecting the classifier set,
called the Selection phase. And then, the Integration phase combines the classifiers selected.
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2.3.1 Pool Generation

As introduced previously, the Pool Generation, or Overproduction phase, creates the clas-
sifiers used during the Selection phase. In this step, the objective is to create a set of diverse
classifiers. Kuncheva (2014) and Zhang and Ma (2012) state that diverse classifiers are the
critical point that improves classification performance, as these differences reflect missing and
hitting different instances. For Kuncheva (2014), diversity represents variability in the errors
of the base classifiers.

The pool of classifiers can assume two forms, a homogeneous pool or a heterogeneous
pool. A heterogeneous pool combines a set of different classification algorithms. In this case,
diversity is achieved by using different algorithms that generate different classification regions.

Meanwhile, a homogeneous pool consists of a single class of classifiers as the base for the
pool. Britto, Sabourin and Oliveira (2014) states that diversity, in this case, is achieved by
training each classifier with different instances in the dataset, changing the initial parameters
of the classifiers, or using different features.

From the pool of classifiers arises the concept of the Oracle. The Oracle is a theoretical
model, defined by Kuncheva (2002), which defines a classifier that always selects the classifier
that correctly predicts the test instance from the pool. This model is observed by Cruz,
Sabourin and Cavalcanti (2018) as an upper bound of MCS, as it is not possible to know
the label of a test instance. However, this model is considered too optimistic by Souza et al.
(2017) as DS schemes have a significant performance gap between them and the Oracle.

As Ensemble Methods fundamentally uses a set of classifiers, we will now explore four pool
generation methods: Bagging, Boosting, Random Forest, and Self-generating Hyperplanes.

The Bagging algorithm splits a dataset into 𝑁 smaller sets with replacement. Breiman
(1996) introduced this method, intended to be used together with an unstable, or weak,
classifier, where small changes in the training data create a significant change in the predictions.
Then, combining these classifiers creates a more robust and accurate classifier.

Freund and Schapire (1997) proposed the Boosting algorithm, where rather than dividing
the dataset into smaller sets, the wrongfully classified instances from a classifier are used
to train another classifier. Freund and Schapire (1997) proposed this technique for two-class
classification and regression problems and was further improved for multi-class problems by
Zhu et al. (2009).

The Random Forest overproduction algorithm, proposed by Ho (1998), is the algorithm
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used by the Random Forest classifier to create its pool of classifiers. The Random Forest com-
bines Bagging Breiman (1996) and a Random Subspace algorithm Ho (1998) that randomly
selects features at each level of the Decision Tree. In other words, different features are used
at each level of the tree.

SGH, proposed by Souza et al. (2017), has the objective to generate a pool of classifiers,
ensuring that every instance in the training set is correctly classified. The SGH pool generation
approaches the problem of relying on the selection method to correctly select the local Oracles
by creating a pool of Oracles. By using SGH and comparing with the expected results by the
Oracle model, they argue that Dynamic Classifier Selection (DCS) algorithms use local data
to select the best classifier, and the Oracle is a global measure. They suggested that the rate
that a DCS technique selects the correct classifier for a given instance was a better upper
bound.

The SGH method is iterative and uses the perceptron as the base classifier. The preference
for perceptrons comes from the theory of the pool of weak classifiers, Ko, Sabourin and Britto
(2008) demonstrates that Dynamic Ensemble Selection (DES) techniques marginally improve
accuracy.

The Algorithm 2 describes the SGH. The algorithm computes the centroid of each class,
selects the two centroids with the biggest distance, and separates them by a linear classifier.
In other words, a perceptron is placed between the two centroids. Then, the perceptron is
added to the pool of classifiers and used to label every instance of the training set. Each
correctly classified instance is removed from the current training instances, and these steps
are performed iteratively until the training set is empty.

After understanding the mechanisms behind pool generation, the question of how to select
the best classifiers arises.

2.3.2 Selection

The selection method defines a heuristic used to select the most suited classifiers. If the
algorithm will select a single classifier DCS, or an ensemble of classifiers DES. Cruz, Sabourin
and Cavalcanti (2018) states that the selection can be performed statically, during training
time, or dynamically, during inference time.

Cruz, Sabourin and Cavalcanti (2018) describes three main categories of Ensemble Meth-
ods by its selection approach: Static Selection, Dynamic Classifier Selection, and Dynamic
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Algorithm 2 Pseudocode of SGH
1: procedure SGH(Γ)

Require: Training dataset Γ← {𝑥1, 𝑥2, ..., 𝑥𝑁}
2: 𝑃𝑜𝑜𝑙← {}
3: while Γ ̸= {} do
4: 𝑅← 𝑔𝑒𝑡𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑠(Γ) ◁ Calculate centroid of each class
5: 𝑟1, 𝑟2 ← 𝑠𝑒𝑙𝑒𝑐𝑡𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑠(𝑅) ◁ Select the most distant centroids
6: 𝑝← 𝑝𝑙𝑎𝑐𝑒𝐻𝑦𝑝𝑒𝑟𝑝𝑙𝑎𝑛𝑒(𝑟1, 𝑟2) ◁ Place a hyperplane between 𝑟1 and 𝑟2
7: 𝑖← 1
8: while 𝑖 < 𝑁 do
9: if 𝑝(𝑥𝑖) = 𝑙𝑎𝑏𝑒𝑙(𝑥𝑖) then

10: Γ← Γ− 𝑥𝑖 ◁ Remove correctly classified instances
11: end if
12: end while
13: 𝑃𝑜𝑜𝑙← 𝑃𝑜𝑜𝑙 ∪ 𝑝
14: end while
15: return 𝑃𝑜𝑜𝑙
16: end procedure

Ensemble Selection, which we can further combine into Static Selection (SS) and DS. SS se-
lects the ensemble of classifiers during the training phase and then uses this ensemble to label
the test instances. Meanwhile, DS each unknown example will be used to select a classifier or
an ensemble of classifiers.

An example of such a heuristic is to select the classifier with higher accuracy in the pool,
evaluated in a set of instances, ideally, different from the training. Then, it is used to label the
test instances. This heuristic that we just described is the Single Best method, a DCS static
method, as it selects a single classifier during training.

2.3.3 Integration

The last step on a MCS is the Integration step. Also called Aggregation, the predictions of
multiple selected classifiers are combined into a single prediction in this phase. Cruz, Sabourin
and Cavalcanti (2018) breaks the integration approaches into Non-trainable, Trainable, and
Dynamic weighting.

Non-trainable integration techniques are simple rules that are used to fuse multiple model
outputs without extra complexity. Kittler et al. (1998) presents rules such as the Sum, Product,
Maximum, Minimum, Median, and the Majority Voting of the outputs. The Majority Voting
rule is one of the most used integration algorithms. By using the mode of the ensemble’s
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prediction, it is an effective way to combine independent classifiers, as reported by Cruz,
Sabourin and Cavalcanti (2018).

Trainable approaches combine multiple outputs by another learning algorithm using the
training data and are known to be better than non-trainable approaches, as stated by Cruz,
Sabourin and Cavalcanti (2018). Finally, the Dynamic weighting algorithms attribute dynamic
weights to each classifier, estimated by the classifier’s performance in the neighborhood of the
test instance.

2.3.4 Dynamic Selection

Previously, in Section 2.3.2, we gave an example of a SS technique, where the classifier is
selected during training and later used for test instances. Now, we will introduce basic concepts
to clarify DS techniques.

In Dynamic Selection (DS), the selection of competent classifiers is performed during
inference time, selecting a single or a set of classifiers based on the test instance. Note that
either a single or an ensemble of classifiers can be selected dynamically. Thus, the main
difference between static and dynamic selection methods is to select the most fitted set of
classifiers for a specific instance.

Britto, Sabourin and Oliveira (2014) report the viability of such techniques by directly
comparing DS algorithm with the selection of the best classifier in the pool and a static
combination of the best classifiers, showing that DS techniques are superior. Other works also
demonstrate the superior performance in the DS literature, such as Cavalin, Sabourin and
Suen (2013) and Ko, Sabourin and Britto (2008).

In the review made by Cruz, Sabourin and Cavalcanti (2018), the authors present a tax-
onomy that divides DS techniques into three main steps, the definition of the region of com-
petence, the determination of the selection criteria, and the determination of the selection
technique.

2.3.4.1 Region of Competence

Didaci and Giacinto (2004) defines that a classifier has both a "region of competence" and
a "region of lack of competence". The region of competence is an area in the feature space in
which a classifier has a low error rate. Meanwhile, the region of lack of competence is where



Chapter 2. Background and Related Work 34

the classifier has its worse performance. However, how do we define the region of competence
or lack of competence for an algorithm?

In his review, Cruz, Sabourin and Cavalcanti (2018) observes that the selection of the local
region is essential to DS techniques, as these algorithms are sensitive to the distribution of
the local region. Also, they present four methods of RoC definition: using kNN, employing
clusterization algorithms, using decision, or by a potential function.

The most used method is the kNN approach, as observed by Cruz, Sabourin and Cavalcanti
(2018). This method uses the test instance to select 𝑘 nearest instances in DSEL. Each classifier
in the pool has its competence evaluated in the test instance’s neighborhood. This process is
described by Didaci and Giacinto (2004), used on algorithms such as Overall Local Accuracy
(OLA), proposed by Woods, Jr and Bowyer (1997), and KNORA-U and KNORA-E, proposed
by Ko, Sabourin and Britto (2008).

The first step of clustering methods is to cluster the data in DSEL. For example, Kuncheva
(2000) uses K-means as the clusterization algorithm. Each centroid represents patterns in the
feature space, enabling the computation of similarity between test instances and DSEL features.
The competence of classifiers is measured for all instances in every cluster. Then, the cluster
representing the test instance is calculated, and the most competent classifiers in the cluster
are used to label the test instance.

Proceeding to potential functions, Cruz, Sabourin and Cavalcanti (2018) observes that
this method differs from clustering methods and kNN methods, as rather than using a subset
of DSEL, is used the whole DSEL. First, the probability of a base classifier correctly labeling
the instances in the DSEL is calculated. Then, a function of the similarity between the test
instance and each DSEL instance scales the probability. An example for this algorithm is the
potential function described by (WOLOSZYNSKI; KURZYNSKI, 2011), defined in the Equation
2.4, where 𝜓𝑙 is the 𝑙 classifier in the pool, 𝑥 the test instance, 𝑥𝑘 the 𝑘 instance in the DSEL,
𝐶 is a function that assigns 1 and -1 if a classifier correctly or incorrectly classifies an instance,
and 𝑑𝑖𝑠𝑡 is the euclidean distance.

𝑐(𝜓𝑙, 𝑥) =
∑︀𝑁

𝑘=1 𝐶(𝜓𝑙, 𝑥𝑘)𝑒𝑥𝑝(−𝑑𝑖𝑠𝑡(𝑥, 𝑥𝑘)2)∑︀𝑁
𝑘=1 𝑒𝑥𝑝(−𝑑𝑖𝑠𝑡(𝑥, 𝑥𝑘)2)

(2.4)

Finally, the decision space approach, rather than using the instances in DSEL, uses the
output profile of the base classifiers, which is the set of predictions of a classifier of the instances
in DSEL. The output profile of the test instance is compared with the output profiles in the



Chapter 2. Background and Related Work 35

DSEL to calculate the RoC. A method that uses this technique is the META-DES, proposed
by Cruz et al. (2015), discussed later in this document.

2.3.4.2 Selection Criteria

The selection criteria define how to estimate the competence level of the classifier for a test
instance. Cruz, Sabourin and Cavalcanti (2018) divides the selection criteria into two groups:
individual-based and group-based measures.

Individual-based measures evaluate the competence of each base classifier in the pool
independently. Cruz, Sabourin and Cavalcanti (2018) reports that this category can be further
divided into seven groups based on the type of information used to evaluate the classifiers.
The groups identified by the authors are Ranking, Accuracy, Probabilistic, Behavior, Oracle,
Data complexity, and Meta-learning.

On the other hand, group-based measures are composed of algorithms that consider the
ensemble’s final composition. This composition can be measured differently, considering the
pool’s diversity, data handling, or ambiguity. These measures have the objective of selecting
classifiers that will improve the ensemble. Aksela (2003) lists diversity measurements, for
example, the correlation between the errors of the classifiers, the ratio between different and
same errors, and the weighted count of errors and correct results that are used to select
classifiers with complementary information.

Before we proceed to specific algorithms, we must discuss two required concepts, the Oracle
model and Instance Hardness. Recalling the concept of Oracle, introduced in Section 2.3.1, it
is a theoretical model which always selects from the pool the classifier that correctly predicts
the test instance.

Instance Hardness, as presented by Smith, Martinez and Giraud-Carrier (2014), is a measure
of the misclassification likelihood of an instance, manifesting how hard it is to be labeled.
Walmsley et al. (2018) traces a parallel between instance hardness and noisy samples and
applies it to modify the Bagging algorithm, avoiding noisy samples in the datasets that train
the pool of classifiers.

The kDN score of an instance is defined by the Equation 2.5, representing the ratio of the
number of neighbors that have a different label than the test instance. In Equation 2.5, 𝑘𝑁𝑁
is the set of nearest neighbors of an instance 𝑥, 𝑘 is the number of neighbors, 𝑙𝑎𝑏𝑒𝑙 is the
class label of an instance, and the modulo sign || represent the size of a set.
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𝑘𝐷𝑁(𝑥) = | {𝑖 | 𝑖 ∈ 𝑘𝑁𝑁(𝑥) ∧ 𝑙𝑎𝑏𝑒𝑙(𝑖) ̸= 𝑙𝑎𝑏𝑒𝑙(𝑥)} |
𝑘

(2.5)

2.3.4.3 Selection Method

After our exposition of the required fundamentals, let us continue the discussion of the
selection methods. We will discuss five techniques corresponding to the individual accu-
racy (OLA), individual oracle (KNORA-U, KNORA-E and OLP) and individual meta-learning
(META-DES) taxonomy defined by Cruz, Sabourin and Cavalcanti (2018).

From the OLA, Algorithm 3, we note its simple decision process. The algorithm selects the
best classifier in the pool based on its accuracy in the RoC. Line 5 computes and stores the
accuracy for a classifier 𝑐𝑖, and then the best classifier is selected in line 7.

Algorithm 3 Overall Local Accuracy algorithm
1: procedure OLA(𝑥𝑞,Γ, 𝐶, 𝑘)

Require: Query pattern 𝑥𝑞

Require: DSEL set Γ = {𝑥1, 𝑥2, ..., 𝑥𝑁}
Require: Pool of classifiers 𝐶 = {𝑐1, 𝑐2, ...𝑐𝑀}
Require: Neighborhood size 𝑘

2: 𝜃 ← 𝑘𝑁𝑁(𝑥,Γ) ◁ Gets the k-nearest neighbors
3: 𝛼← {} ◁ Define an empty set
4: for all 𝑐𝑖 ∈ 𝐶 do
5: 𝛼𝑖,𝑞 ← |{𝜃𝑗|𝜃𝑗 ∈ 𝜃 ∧ 𝑙𝑎𝑏𝑒𝑙(𝜃𝑗) = 𝑐𝑖(𝜃𝑗)}|/𝑘 ◁ Where || is the size function of a set

and 𝑙𝑎𝑏𝑒𝑙 is the correct sample label
6: end for
7: 𝑐* ← 𝑐𝑏𝑒𝑠𝑡, 𝑏𝑒𝑠𝑡 = argmax𝛼𝑖,𝑞

8: return The most competent classifier 𝑐*
9: end procedure

Now, we will discuss the selection criteria that use the Oracle model, the KNORA-E and
KNORA-U. Unlike OLA, KNORA-U and KNORA-E select an ensemble of classifiers, which
are combined using majority voting scheme.

The KNORA-U, described in Algorithm 4, selects from the pool all the classifiers that
correctly label at least one instance of the RoC. Meanwhile, the KNORA-E, described in
Algorithm 5, selects only the classifiers that correctly label all the instances in the RoC.

Let us continue our discussion of selection criteria with OLP. The algorithm has three steps,
the RoC Evaluation, the Local Pool Generation, and the Generalization. The RoC Evaluation
estimates if the test instance is hard enough to be classified with a pool of Perceptrons, the
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Algorithm 4 K-Nearest Oracle Union algorithm
1: procedure KNORAU(𝑥𝑞,Γ, 𝐶, 𝑘)

Require: Query pattern 𝑥𝑞

Require: DSEL set Γ = {𝑥1, 𝑥2, ..., 𝑥𝑁}
Require: Pool of classifiers 𝐶 = {𝑐1, 𝑐2, ...𝑐𝑀}
Require: Neighborhood size 𝑘

2: 𝐶 ′ = {} ◁ The pool of competent classifiers
3: 𝜃 ← 𝑘𝑁𝑁(𝑥,Γ, 𝑘) ◁ Gets the k-nearest neighbors
4: for all 𝑐𝑖 ∈ 𝐶 do
5: 𝛼𝑖,𝑞 ← |{𝜃𝑗|𝜃𝑗 ∈ 𝜃 ∧ 𝑙𝑎𝑏𝑒𝑙(𝜃𝑗) = 𝑐𝑖(𝜃𝑗)}|/𝑘 ◁ Where || is the size function of a set

and 𝑙𝑎𝑏𝑒𝑙 is the correct sample label
6: if 𝜃𝑗 > 0 then
7: 𝐶 ′ ← 𝐶 ′ ∪ 𝑐𝑖

8: end if
9: end for

10: return The pool 𝐶 ′

11: end procedure

Algorithm 5 K-Nearest Oracle Elimination algorithm
1: procedure KNORAE(𝑥𝑞,Γ, 𝐶, 𝑘)

Require: Query pattern 𝑥𝑞

Require: DSEL set Γ = {𝑥1, 𝑥2, ..., 𝑥𝑁}
Require: Pool of classifiers 𝐶 = {𝑐1, 𝑐2, ...𝑐𝑀}
Require: Neighborhood size 𝑘

2: while 𝑘 > 0 do
3: 𝐶 ′ = {} ◁ The pool of competent classifiers
4: 𝜃 ← 𝑘𝑁𝑁(𝑥,Γ, 𝑘) ◁ Gets the k-nearest neighbors
5: for all 𝑐𝑖 ∈ 𝐶 do
6: 𝛼𝑖,𝑞 ← |{𝜃𝑗|𝜃𝑗 ∈ 𝜃 ∧ 𝑙𝑎𝑏𝑒𝑙(𝜃𝑗) = 𝑐𝑖(𝜃𝑗)}|/𝑘 ◁ Where || is the size function of a

set and 𝑙𝑎𝑏𝑒𝑙 is the correct sample label
7: if 𝜃𝑗 = 1 then
8: 𝐶 ′ ← 𝐶 ′ ∪ 𝑐𝑖

9: end if
10: end for
11: if |𝐶 ′| = 0 then
12: 𝑘 = 𝑘 − 1
13: else
14: Break
15: end if
16: end while
17: return The pool 𝐶 ′

18: end procedure
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Local Pool Generation creates the pool of perceptrons and the Generalization phase combines
the pool using majority voting.

First, the RoC Evaluation phase selects the instance’s neighborhood using kNN. The ob-
jective of extracting the region is to evaluate if the RoC is hard enough to be classified by a
pool of classifiers. The RoC is considered to be hard if it has at least one instance with kDN
higher than a threshold. If the instance’s RoC is hard, the algorithm proceeds to the local pool
generation. If not, a simple kNN labels the instance.

The generation of the local pool follows the steps in Algorithm 6. The size 𝑀 of the local
pool dictates the number of iterations required to build the pool. At each iteration, the size of
the local region increases by 2, shown in line 4, selected by the K-Nearest Neighbor Equality
(kNNE) algorithm.

Proposed by Sierra et al. (2011), kNNE improve the kNN by giving equal chances for all
classes. In more detail, the algorithm takes the average distance between the test instance and
every 𝑘 nearest neighbors of each class. Then, the class with the smaller average distance is
the label.

Going back to the local region, to build a pool of classifiers, OLP uses the SGH, creating
a pool of local oracles. The classifiers in this pool are evaluated in the training dataset using
OLA and added to the global classifiers pool.

Algorithm 6 Online Local Pool algorithm
1: procedure OLP(𝑥𝑞,Γ, 𝐶, 𝑘)

Require: Query pattern 𝑥𝑞

Require: Training set Γ = {𝑥1, 𝑥2, ..., 𝑥𝑁}
Require: Neighborhood size 𝑘
Require: Local pool size 𝑀

2: 𝐶 ′ = {} ◁ The pool of competent classifiers
3: for 𝑚 ∈ 1, 2, ...,𝑀 do
4: 𝑘𝑚 ← 𝑘 + 2× (𝑚− 1)
5: 𝜃𝑚 ← 𝑘𝑁𝑁𝐸(𝑥𝑞, 𝑘𝑚,Γ) ◁ Gets the k-nearest neighbors
6: 𝐶𝑚 ← 𝑆𝐺𝐻(𝜃𝑚)
7: 𝑐𝑚,𝑛 ← 𝑂𝐿𝐴(𝑥𝑞,Γ, 𝐶𝑚, 𝑘𝑚)
8: 𝐶 ′ ← 𝐶 ′ ∪ {𝑐𝑚,𝑛}
9: end for

10: return The pool 𝐶 ′

11: end procedure

Lastly, the meta-learning techniques present a different paradigm from previous techniques.
Cruz et al. (2015) approaches the problem of estimating the competence of classifiers by using
a meta-learning algorithm. Recalling the MCS architecture of overproduction, selection, and
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integration, the META-DES divides into three phases, Overproduction, Meta-learning, and
Generalization.

The overproduction phase is similar to the previous methods: generating a pool of classi-
fiers. However, the selection method is a classifier trained in the meta-learning phase rather
than a simple rule.

Algorithm 7 Meta-learning phase of META-DES, adapted from Cruz et al. (2015)
1: procedure METADES(Γ)

Require: Γ← {𝑥1, 𝑥2, ..., 𝑥𝑁} ◁ Training dataset
Require: Pool of classifiers 𝐶 = {𝑐1, 𝑐2, ...𝑐𝑀}
Require: Neighborhood size 𝑘

2: 𝒯 * ← {}
3: for all 𝑥𝑖 ∈ Γ do
4: Compute the consensus of the pool 𝐻(𝑥𝑖, 𝐶)
5: if 𝐻(𝑥𝑖, 𝐶) < ℎ𝑐 then
6: 𝜃𝑖 ← 𝑘𝑁𝑁(𝑥𝑖, 𝑘,Γ) ◁ Gets the k-nearest neighbors
7: 𝑥̃𝑖 ← 𝑜𝑢𝑝𝑢𝑡𝑝𝑟𝑜𝑓𝑖𝑙𝑒(𝑥𝑖, 𝐶) ◁ Compute the output profile of 𝑥𝑖

8: 𝜑𝑖 ← 𝑓𝑖𝑛𝑑𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑃𝑟𝑜𝑓𝑖𝑙𝑒𝑠(𝑥̃𝑖, 𝐶,𝐾𝑝,Γ) ◁ Finds the 𝐾𝑝 similar ouput
profiles

9: for all 𝑐𝑗 ∈ 𝐶 do
10: 𝑣𝑖,𝑗 = 𝑚𝑒𝑡𝑎𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑜𝑟(𝜃𝑖, 𝜑𝑖, 𝑐𝑖, 𝑥𝑖)
11: if 𝑐𝑖 correctly classifies 𝑥𝑖 then
12: 𝛼𝑖,𝑗 = 1 ◁ Means that 𝑐𝑖 is a competent classifier for 𝑥𝑖

13: else
14: 𝛼𝑖,𝑗 = 0 ◁ Means that 𝑐𝑖 is not a competent classifier for 𝑥𝑖

15: end if
16: 𝒯 * = 𝒯 * ∪ (𝑣𝑖,𝑗, 𝛼𝑖,𝑗)
17: end for
18: end if
19: end for
20: Divide 𝒯 * into 25% for validation and 75% for training
21: Train a classifier 𝜆 using 𝑣 as feature space and 𝛼 as class
22: return The meta classifier 𝜆
23: end procedure

The Algorithm 7 describes the meta-learning phase. The meta-learning is used in scenar-
ios where the classifier pool has low confidence in its prediction, measured by a confidence
score. Thus, to improve the prediction, a meta-classifier is trained using classifiers that had a
confidence score lower than a threshold.

Line 10 shows that five meta-instances are extracted for every instance and classifier: the
neighbor’s hard classification, the posterior probability, the overall local accuracy, the output
profiles classification, and the classifier’s confidence. This set of features is used in combination
with 𝛼𝑖,𝑗, which labels if the classifier 𝑐𝑗 is a competent classifier of the instance 𝑥𝑖.
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Finally, in the generalization phase, the meta-features are extracted using the similar output
profiles of the instance 𝑥𝑖 in the RoC using the DSEL. Then the meta-features are used to
select the competent classifiers in the pool, which are combined using majority voting.

2.4 EMBEDDING ALGORITHMS

Embedding algorithms are a class of models that creates mappings between two feature
spaces. These mappings are used to reduce dimensionality and improve data complexity. This
section will introduce Linear, Nonlinear, and Distance Metric Learning embeddings.

2.4.1 Linear Embeddings

Initially proposed by Pearson (1901), PCA is a helpful technique to reduce data dimension-
ality and decorrelate features. PCA works by selecting the eigenvectors with higher eigenvalues,
effectively selecting the components with the highest variances. In other words, the algorithm
finds a lower-dimensional space that minimizes the distance between the data points and the
projections.

This algorithm removes linear dependent features by creating new orthogonal dimensions
where the original linear dependent features are comprised of a single dimension, used to
improve classifier performance on specific applications Bishop and Nasrabadi (2006).

As pointed out by Collins et al. (2001), the original PCA algorithm does not contemplate
binary or category features, as the PCA’s formulation is to minimize a squared loss function or
project data onto a lower dimensionality space while maintaining the variance, which is more
suitable to Euclidean variables.

To tackle the previous formulation issue, Tipping (1998) proposes a probabilistic formula-
tion for PCA, where the latent variables could be defined as independent Bernoulli distribu-
tions. Similarly, Collins et al. (2001) generalizes for any member of the exponential family of
distributions, for example, Poisson, Bernoulli, Normal and Exponential distributions.

However, Landgraf and Lee (2020) points out that the definition of Collins et al. (2001) is
more approximate to Single-Value Decompositon (SVD) that o PCA as it aims at a low-rank
factorization of the natural parameters matrix. So, the authors propose an algorithm that
computes the principal components by using a linear combination of the data.
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Figure 2 – Architecture of an Autoencoder. In red, the encoder neuros, in green the bottleneck
neuron and in blue the decoder neurons.

2.4.2 Nonlinear Embeddings

As defined by Goodfellow, Bengio and Courville (2016), Autoencoders are neural networks
with symmetric architecture with a bottleneck that tries to copy their input to the output. The
Autoencoder bottleneck is an intermediate layer that compresses data into a smaller dimension.
After training, the output of this bottleneck is used as embedding.

The Autoencoder can be seen as a non-linear alternative to PCA. As the bottleneck com-
presses the data points, the Autoencoder generalizes the input data in a lower dimension.
An essential characteristic of autoencoders to Sakurada and Yairi (2014) is the capability of
representing structure and patterns in a smaller set of features.

Figure 2 shows the architecture of an autoencoder, where a circle represents each neuron.
We can break the network into three parts, the encoder, the bottleneck, and the decoder.
The encoder part of the network is represented in red and performs the data compression. The
bottleneck is the green neuron and the layer where the data compression is highest. The output
of the bottleneck is used as embedding. Finally, the decoder uses the embedded information
and tries to reconstruct the original data.

2.4.3 Metric Learning Embeddings

Finally, Metric Learning Embeddings are algorithms that learn how to separate data into
a new space. This separation is performed by agglutinating similar instances and separating
different instances. However, how do we define similar and different instances?

Measure similarity is an ill-posed problem that varies between problems. For example, the
similarity between two images can be measured by using 𝐿1 distance, which measures the pixel-
wise difference between two images, or using more complex metrics such as Structural Similarity
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Index (SSIM) proposed by Wang et al. (2004), which measures differences in luminance,
contrast, and structure in an image.

Metric Learning embeddings learn similarity or dissimilarity between two instances in a
dataset by approximating instances of the same class and separating instances of different
classes in the embedding space. As observed in the survey of Kaya and Bilge (2019), classifiers
such as kNN, SVM, and Naïve Bayes do not perform any transformation to the dataset, which
can be represented in a better way. This transformation is performed by linear approximators,
such as PCA and non-linear approximators, such as neural networks. Non-linear approximators
are extremely useful for combining features, extracting patterns in data, and projecting that
into a lower-dimensional space.

The Triplet Loss function, introduced by Weinberger and Saul (2009), is used to train
neural networks which use the data label to create an embedding space. The network uses
the original features as input and feeds through a bottleneck, which reduces the number of
dimensions. Unlike an Autoencoder, the network trained with the Triplet Loss learns how to
separate the classes in the embedded space better than copying the input in the output.

Equation 2.6 mathematically describes the Triplet Loss function. The variables 𝐴, 𝑃 , and
𝑁 represent an anchor, positive and negative instances extracted from the training set. The
positive point has the same label as the anchor, while the negative anchor does not. The neural
network is represented by 𝑓 , and 𝛼 is the margin value between classes.

This loss function works by maximizing the distance between 𝐴 and 𝑁 while minimizing
the distance between 𝐴 and 𝑃 . The variable 𝛼 is a tunable hyperparameter that penalizes the
network if the margin between classes is below this threshold.

𝐿(𝐴,𝑃,𝑁) = ||𝑓(𝐴)− 𝑓(𝑃 )||2 − ||𝑓(𝐴)− 𝑓(𝑁)||2 + 𝛼 (2.6)

The margin 𝛼 is fundamental to avoiding negative instances and not invading the neigh-
borhood of positive instances. This definition is similar to the SVM margin, as pointed by
Weinberger and Saul (2009). Kaya and Bilge (2019) points out that margin can help find
hard, semi-hard, or easy groups of instances.

Kaya and Bilge (2019) defines hard instances are negative samples that lie at a distance
smaller than an anchor and the closest positive instance. Semi-hard instances are negative
instances that lie within the range of the closest positive sample and the margin. In contrast,
easy instances are negative instances located further than the distance between the anchor
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and the closest positive sample, plus the margin.
Selecting the instances during training is also essential. Wu et al. (2017) shows that while

selecting hard instances during training yields noisy training, and training progress halts if
negative samples are uniformly distributed and are randomly selected, a distance weighting
sampling improves the performance of trained networks.
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3 ASSESSING THE IMPACT OF BINARY FEATURES ON MULTIPLE CLAS-

SIFIER SYSTEMS

Our objective in this chapter is to discuss the impacts of datasets with binary features on
DS algorithms.

3.1 HAMMING SPACE AND MULTIPLE CLASSIFIER SYSTEMS

We discussed in Section 2.2 the applicability of Hamming features by reducing complexity
in neighborhood estimation in high dimensionality spaces. However, despite the advantages
of a more efficient space for comparisons between instances, this binary space yields multiple
instances sharing the same Hamming distance. Zhang et al. (2013) defines this as ambiguity.
This issue is reported in the literature of high-dimensionality search by Gui et al. (2021) and
Zhang et al. (2013).

As stated by Gui et al. (2021), the Hamming space presents challenges to estimating the
neighborhood of an instance. This issue arises from the binary characteristic of the features,
which results in data points sharing the same Hamming distance. Zhang et al. (2013) state
that binary features negatively impact kNN due to the number of instances that can share the
same distance and data sparsity.

Materializing the ambiguity problem, let us assume a binary string of size 4, if we choose
the instance ℎ0 = 1010, we can create a set 𝑠 of 4 other instances that are equidistant from
ℎ0, with 𝑑 = 1: 𝑠 = {0010, 1110, 1000, 1011}.

We can generalize the number of different data points sharing the same Hamming distance
as the following: to create all the strings with distance 𝑑 to ℎ0, we select 𝑑 digits from ℎ0 to
flip and permute the positions of which bits from ℎ0 are going to be flipped. Figure 3 shows
all the possible unique binary codes considering ℎ0 = 1010. Also, note that permutating the
different or equal positions leads to repeated strings. Thus, we can remove the repetitions in
the permutation without losing unique strings.

Thus, the number 𝐶 of binary codes where its Hamming distance to ℎ is 𝑑 is defined by
Equation 3.1, where the instance ℎ has 𝑛 features.

𝐶 = 𝑛!
(𝑛− 𝑑)!𝑑! (3.1)
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Figure 3 – Permutation of different digits in a binary string. The different digits are highlighted
in red. 𝑑 represents the Hamming difference between the strings and ℎ0 = 1010,
or, the number of different digits in the string compared to ℎ0.
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Figure 4 – Example of ambiguous situation, x-axis is the distance between samples and y-axis
the number of instances in each distance bin. Red and green are negative and
positive samples compared to an anchor.

As we showed in Equation 3.1, the number of codes sharing the same Hamming distance
increases as the code size increases, far exceeding the 𝑘 nearest neighbors, usually 5 or 7.

A practical example of this ambiguity is displayed in the histogram in Figure 4. Here, we
select an anchor instance from the binary dataset, used to calculate the Hamming distance
between it and the rest. Then, the number of samples with the same label as the anchor,
positive samples, are displayed in green and red. The negative samples have different labels
compared to the anchor. Here, the instances selected by the kNN play a significant role in
classifying the sample correctly, as the majority of the samples are equally distant to the
anchor.

The ambiguity is related to the binary disposition of the features associated with kNN.
When analyzing DS, we observe that the majority of the techniques use neighborhood al-
gorithms to define the RoC of an instance, and as stated by Cruz, Sabourin and Cavalcanti
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(2018), the distribution of the RoC impact DS performance. However, can datasets containing
purely binary features impact DS?

3.1.1 Binary Features and Online Local Pool Algorithm

Let us take as an example the OLP, Souza et al. (2019). The algorithm decides which
method will be used to classify an instance based on the instance kDN. If the instance hardness
of an instance is high enough, a pool of classifiers is generated with SGH. Otherwise, kNN
performs the classification.

We must observe the impact of binary features on OLP, first, during the decision process
of how to choose between the SGH pool and kNN classification, and second, how the features
impact the pool generation process.

Before we analyze these topics, we must recall how the OLP algorithm works. The OLP
uses an instance hardness threshold 𝐼𝐻𝑡ℎ to decide if the neighbors of the instance are hard
enough to require a pool of classifiers to label an instance. This threshold is compared to the
kDN score of the test instance over all other instances in the RoC.

As we discussed in Section 2.3.4.3, in the OLP, if the instance hardness is high enough, the
RoC is selected, and a pool of classifiers is trained using the SGH algorithm. SGH, introduced
by Souza et al. (2017) is a pool generation algorithm that iteratively creates hyperplanes until
each instance is classified correctly by at least one classifier.

Although kDN is well suited to decide if an instance is hard enough in 𝑅𝑛 space when
applied to a dataset of binary features, using kDN can lead to issues when generating a pool
of classifiers with SGH. As the Hamming distance evaluates how many bits are the difference
between two binary strings, and the kDN measures the ratio of mismatching labels in a region,
an instance can be both hard by the kDN score and linearly separable. Thus, when the SGH
generates a pool, this pool will contain only one classifier, making kDN inadequate to measure
how difficult the RoC of an instance is.

The example in Figure 5 shows that the maximum number of unique 2-dimensional in-
stances with Hamming distance of 2 to a test instance is 1.

Figure 5 shows an example of a hard instance by kDN while being linearly separable. The
example shows a RoC with 5 instances, 3 red triangles placed on (0, 0) and 2 blue x-crosses
placed at (1, 1). The kDN is the maximum for a RoC with 𝑘 = 5, and at the same time, the
classes are linearly separable by the classifier 𝐶. This is also true for other combinations for
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Figure 6 – Linear separation of five easy instances.

the features 1 and 2, like (0, 0) and (1, 0) or (0, 0) and (1, 0).
Figure 6 shows the case where the kDN is smaller than a certain threshold, considering the

instance as easy. In this case, the unknown green instance would be classified as a red triangle
using the kNN algorithm.

In these cases, kNN uses a heuristic to select the instances to classify the unknown point,
which depends on the algorithm’s implementation. For example, (PEDREGOSA et al., 2011) uses
the instances’ order in the dataset and selects the first instances. This issue can also be ex-
tended from classification to the definition of the RoC for DS. As the RoC is the neighborhood
of a test sample related to training samples, it equally suffers from this ambiguity.
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4 METHODOLOGY

Malware Classification and SRM Classification relies on creating a binary dataset of fea-
tures, which is a new characteristic in DS literature. Thus, to understand how these algorithms
perform under these circumstances, we conduct experiments to compare MCS performance
related to monolithic classifiers and how preprocessing these binary features with embedding
algorithms impacts the performance of such classifiers. In this section, we present the method-
ology used during our experiments.

4.1 OUR APPROACH

4.1.1 The Dataset

Our experiments have focused on SRM classification. To be precise, we use the extended
feature set proposed by Rasthofer, Arzt and Bodden (2014), which contains 213 static binary
features extracted from Android API methods. This extended feature set consists of Semantic,
Syntactic, and Data Flow features and includes Android Permissions required for the method.
The authors evaluate both feature sets, but only the feature set without permissions is available
in the repository1. The dataset provided by the authors contains 144 features and 793 instances.

We executed code provided by Rasthofer, Arzt and Bodden (2014) with the same API
version, but we could not replicate the same amount of dataset instances. To increase the
number of data, we merged several APIs, available here2, removed instances with missing
features and duplicated instances, resulting in 640 instances.

4.1.2 Evaluation Procedure

As we discussed in Section 2.1, differently from Malware Classification, in SRM Classifica-
tion, we observe that only Sas, Bessi and Arcelli Fontana (2018) analyzes ensemble learning.

Thus, to fill the gap of knowledge for these classifiers, we evaluate monolithic, static,
and dynamic ensembles of classifiers in SRM dataset consisting of pure binary features. This
evaluation intends to create a baseline for all the models using the binary feature space. Then,
1 https://github.com/secure-software-engineering/SuSi
2 https://github.com/walbermr/SuSi/tree/develop/android-platforms
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Decision Tree max height = unlimited criterion = Gini Impurity
Naive Bayes algorithm: Bernoulli
KNN 𝑘 = 7
SVM kernel = linear 𝐶 = 1.0
MLP hidden layers size = (100) max iterations: 1000
Random Forest pool size = 100 max height = unlimited
Gradient BoostedDecision Trees max pool size = 100

Table 3 – Hyperparameters used in monolithic classifiers.

Single Best score function = accuracy
Static Selection percentage to select = 0.5 score function = accuracy
OLA 𝑘 = 7 DSEL size = 0.5
KNORA-U 𝑘 = 7 DSEL size = 0.5
KNORA-E 𝑘 = 7 DSEL size = 0.5
META-DES 𝑘 = 7 DSEL size = 0.5 output profiles = 5 selection threshold = 0.5

Table 4 – Hyperparameters used for MCS. 𝑘 represents the size of the RoC, DSEL size is the
percentage of data used to train the selection algorithm.

we also include Embedding Algorithms such as PCA, Logistic PCA, Autoencoder, and Metric
Learning using Triplet Loss.

Table 3 shows the hyperparameter used for each monolithic classifier. Other hyperparam-
eters are set as the default of scikit-learn Pedregosa et al. (2011).

To perform the comparisons between MCS and monolithic classifiers, we included Single
Best, Static Selection, OLA, KNORA-U, KNORA-E, META-DES, OLP, and the Oracle model,
using the standard hyperparameters of DESLib, Cruz et al. (2020). The hyperparameters are
presented in Table 4, aditionally, for OLA, KNORA-U, KNORA-E, and META-DES, if the
instance hardness of the test instance is lower than 0.3, the kNN is used as classifier, if it is
higher, the pool of classifiers is used.

The algorithms to train the pool of classifiers are the Bagging, Boosting, and Random
Forest. For the Bagging, each generated bootstrap had the size of the dataset, generating
100 classifiers in the pool. The boosting algorithm used is the AdaBoost, using the default
hyperparameters, like the Random Forest, which also uses 100 classifiers. The maximum size
of the Decision Tree is set to unlimited, meaning that the tree can increase its height until it
fits every data point.

In our tests, we included two types of base classifiers to train the pool of classifiers used
by the MCS, Decision Tree, and Perceptron, using the standard hyperparameters of the scikit-

learn library Pedregosa et al. (2011). This procedure is described by Cruz et al. (2015), where
a pool of weak classifiers are used in the pool, as a weak classifier generates more diversity
when the dataset slightly changes.
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Now, we will discuss the embedding algorithms hyperparameters. The autoencoder ar-
chitecture with three fully-connected layers, the first is a 213 input to 𝑒𝑚𝑏_𝑑𝑖𝑚𝑚 output,
followed by a layer with 𝑒𝑚𝑏_𝑑𝑖𝑚𝑚 input and 𝑒𝑚𝑏_𝑑𝑖𝑚𝑚 output, the last layer a 𝑒𝑚𝑏_𝑑𝑖𝑚𝑚
input to 213 output, where 𝑒𝑚𝑏_𝑑𝑖𝑚𝑚 is the embedding dimension. The last layer has a sig-
moid activation function, and the other layers have a 𝑅𝑒𝐿𝑈 activation. We use adam as an
optimizer and 10−3 as the learning rate, and due to the nature of the training data, Binary
Cross Entropy (BCE) as loss function, described in Equation 4.1.

𝐵𝐶𝐸(𝑥, 𝑦) = 𝑦𝑛 · 𝑙𝑜𝑔𝑥𝑛 + (1− 𝑦𝑛) · 𝑙𝑜𝑔(1− 𝑥𝑛) (4.1)

Finally, the network trained with the Triplet Loss also uses a three-layer network, with
the first layer 213 input to 100 size output, 100 size input to 100 output, and 100 input
to 𝑒𝑚𝑏𝑑𝑖𝑚𝑚 output. The first and second layers use 𝑅𝑒𝐿𝑈 activation, and the last layer
has no activation. The training loss uses the Triplet Loss, described in Section 2.4.3, with a
𝑎𝑙𝑝ℎ𝑎 = 1.0. We use adam as an optimizer and 10−3 as the learning rate with a decay of 10%

for every 8 epochs.
Regarding the instance sampling method, we used random sampling. As discussed in Sec-

tion 2.4.3, Wu et al. (2017) points out that random sampling could negatively impact the
training architecture. However, random sampling is enough to analyze its impact on the prob-
lem to draw a baseline for metric learning algorithms’ performance on binary data.

To adhere to the experimental procedure defined in Benavoli, Corani and Mangili (2016),
we perform a stratified hold-out repeated 30 times. Raschka (2018) presents this procedure
as a method to evaluate model stability. To statistically verify the results, we use the Kruskal-
Wallis test, proposed by Kruskal and Wallis (1952) to evaluate if exists a statistically significant
difference between a pair of models. This methodology is used by Cruz et al. (2015) to compare
pairs of classifiers on the same dataset using a hold-out repeated 20 times per dataset.

As Rasthofer, Arzt and Bodden (2014), we use Precision and Recall to evaluate the clas-
sifiers, and we add F1 and Accuracy. Precision is the ratio between the correctly predicted
instances of a class and the total class predictions, and Recall is the ratio between correctly
predicted instances of a class and all the instances of this class. F1 combines Precision and Re-
call giving a more general intuition of the performance of the classifiers, and accuracy measures
how many samples are correctly classified. Precision, recall, F1, and accuracy are described
in Equation 4.1.2, where 𝑇𝑃 , 𝐹𝑃 , 𝑇𝑁 , and 𝐹𝑁 , stand for true positive, false positive, true
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negative, and false negative, respectively.

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(4.2)

𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(4.3)

𝐹1 = 2× 𝑟𝑒𝑐𝑎𝑙𝑙 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

(4.4)

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(4.5)

4.2 EXPERIMENTAL PROCEDURE

We conducted the experiments using a stratified hold-out of 30 partitions of the dataset.
Each partition has a proportion of 80% to train and 20% to test. To train the DSEL algorithm
for dynamic ensemble algorithms, we further divide the training set into 50% to train the pool
of classifiers and 50% to train the selection algorithm.

The first experiment, Section 5.1.1, is relative to classifier comparison in order to fill the
SRM literature gap related to the lack of an evaluation of dynamic ensemble algorithms. The
experiments directly compare monolithic, static, and dynamic ensembles of classifiers.

In the second experiment, Section 5.1.3, we apply preprocessing algorithms to the binary
features. This experiment has an objective to understand how much the set of binary features
can be improved and how embedding algorithms can improve MCS techniques. This experi-
ment is conducted with an ablation study, changing the number of dimensions created by the
embeddings and evaluating the performance of DES techniques in this new feature space.
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5 EXPERIMENTS

This chapter describes the experiments performed and their parameters and then analyzes
their results. Each experiment intends to answer a specific question and fill gaps in the literature
relative to MCS using binary features.

5.1 RESULTS AND EXPERIMENTS

5.1.1 First Experiment

In Table 5 we present the results for monolithic classifiers and observe that MLP has
the best result for all the metrics. When we compare the results reported by Rasthofer, Arzt
and Bodden (2014), we can observe that both MLP, Random Forest, and Gradient Boosted
Decision Trees classifiers all outperform SVM. The Kruskall-Wallis test shows that exists
significant difference between SVM and Random Forest (𝑝−𝑣𝑎𝑙𝑢𝑒 = 0.002), Gradient Boosted
Decision Trees (𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0.002), and with MLP (0.017), considering a 95% confidence
interval.

Our first evaluation for MCS uses the method described by Cruz et al. (2015) to train
the pool of classifiers, where the pool of base classifiers consists of 100 Perceptrons trained
using the Bagging technique. It is demonstrated in the literature that weak classifiers achieve

Model Precision Recall F1 Score Accuracy

Decision Tree 0.8446(0.0309) 0.8418(0.0307) 0.8413(0.0311) 0.8418(0.0307)

Naive Bayes 0.8234(0.0308) 0.8219(0.0310) 0.8208(0.0309) 0.8219(0.0310)

kNN 0.8256(0.0267) 0.8050(0.0247) 0.7939(0.0267) 0.8050(0.0247)

SVM 0.8676(0.0281) 0.8667(0.0282) 0.8659(0.0285) 0.8667(0.0282)

MLP 0.8851(0.0304) 0.8838(0.0306) 0.8832(0.0312) 0.8838(0.0306)

Random Forest 0.8947(0.0250) 0.8915(0.0259) 0.8903(0.0267) 0.8915(0.0259)

Gradient Boosted
Decision Trees

0.8916(0.0225) 0.8903(0.0224) 0.8899(0.0226) 0.8903(0.0224)

Table 5 – Results for monolithic, where red indicates the best model, green the second-best
model, and blue the third-best.
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Model Precision Recall F1 Score Accuracy

Single Best 0.8157(0.0316) 0.8127(0.0300) 0.8099(0.0317) 0.8127(0.0300)

Static Selection 0.8438(0.0310) 0.8410(0.0312) 0.8386(0.0318) 0.8410(0.0312)

OLA 0.8252(0.0325) 0.8229(0.0329) 0.8213(0.0339) 0.8229(0.0329)

KNORA-U 0.8447(0.0302) 0.8420(0.0307) 0.8399(0.0312) 0.8420(0.0307)

KNORA-E 0.8627(0.0293) 0.8607(0.0295) 0.8596(0.0304) 0.8607(0.0295)

META-DES 0.8638(0.0295) 0.8607(0.0300) 0.8584(0.0308) 0.8607(0.0300)

OLP 0.7244(0.0434) 0.6828(0.0509) 0.6794(0.0538) 0.6828(0.0509)

Oracle 0.9782(0.0138) 0.9776(0.0144) 0.9775(0.0144) 0.9776(0.0144)

Table 6 – Results for MCS Bagging Perceptron, where red indicates the best model, green the
second-best model, and blue the third-best.

better results for DES techniques create variability in the pool, and Bagging helps stabilize
weak classifiers during training Cruz et al. (2015).

So, we compared MCS algorithms using a pool of 100 Perceptrons trained using Bagging.
Table 6 shows that META-DES and KNORA-E are the two best classifiers, the Kruskal-Wallis
test shows that there is no difference between META-DES and KNORA-E (𝑝−𝑣𝑎𝑙𝑢𝑒 = 0.970),
but the difference between META-DES and KNORA-U (𝑝− 𝑣𝑎𝑙𝑢𝑒 = 0.023) is significant.

We can also observe that the OLP is outperformed by META-DES, this difference is
statistically relevant (𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 3.041 × 10−11), although Souza et al. (2019) shows that
OLP and META-DES should have similar performance. Our analysis in Section 3.1 shows that
the intrinsic ambiguity of the Hamming space impacts kNN-based algorithms and, in particular,
the OLP.

We can further explore MCS models by using a weak Decision Tree classifier. In this case,
the Table 7 shows that KNORA-E has better results overall. The Kruskal-Wallis test shows
no significant difference between KNORA-E and META-DES (𝑝− 𝑣𝑎𝑙𝑢𝑒 = 0.847), and shows
significant difference between KNORA-E and OLA (𝑝− 𝑣𝑎𝑙𝑢𝑒 = 1.192× 10−3).

Table 8 shows the results for MCS algorithms using Perceptron as base classifiers, using
Boosting during the overproduction phase. We can observe that META-DES, KNORA-E and
KNORA-U are the three best classifiers, but the difference between them is not statistically
relevant. This can be observed in the pairwise comparison between KNORA-E with META-DES
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Model Precision Recall F1 Score Accuracy

Single Best 0.7966(0.0344) 0.7933(0.0328) 0.7906(0.0327) 0.7933(0.0328)

Static Selection 0.8240(0.0383) 0.8209(0.0377) 0.8184(0.0379) 0.8209(0.0377)

OLA 0.8356(0.0292) 0.8338(0.0301) 0.8326(0.0306) 0.8338(0.0301)

KNORA-U 0.8293(0.0383) 0.8266(0.0373) 0.8245(0.0379) 0.8266(0.0373)

KNORA-E 0.8639(0.0352) 0.8614(0.0353) 0.8603(0.0356) 0.8614(0.0353)

META-DES 0.8614(0.0295) 0.8600(0.0294) 0.8588(0.0297) 0.8600(0.0294)

Oracle 0.9828(0.0098) 0.9821(0.0105) 0.9821(0.0104) 0.9821(0.0105)

Table 7 – Results for MCS Bagging Decision Tree, where red indicates the best model, green
the second-best model, and blue the third-best.

Model Precision Recall F1 Score Accuracy

Single Best 0.8230(0.0356) 0.8172(0.0346) 0.8138(0.0357) 0.8172(0.0346)

Static Selection 0.7775(0.0413) 0.7540(0.0560) 0.7333(0.0772) 0.7540(0.0560)

OLA 0.8237(0.0371) 0.8214(0.0357) 0.8190(0.0364) 0.8214(0.0357)

KNORA-U 0.8288(0.0365) 0.8234(0.0338) 0.8188(0.0353) 0.8234(0.0338)

KNORA-E 0.8270(0.0365) 0.8254(0.0353) 0.8226(0.0364) 0.8254(0.0353)

META-DES 0.8396(0.0290) 0.8296(0.0285) 0.8238(0.0305) 0.8296(0.0285)

Oracle 0.9988(0.0027) 0.9988(0.0028) 0.9988(0.0028) 0.9988(0.0028)

Table 8 – Results for MCS Boosting Perceptron, where red indicates the best model, green
the second-best model, and blue the third-best.

(𝑝− 𝑣𝑎𝑙𝑢𝑒 = 0.778) and with OLA (𝑝− 𝑣𝑎𝑙𝑢𝑒 = 0.558).
A single base classifier is enough to classify the training dataset in some cases. So, the

Boosting algorithm stops the pool generation process, creating a pool of 1 classifier when
Decision Tree is used as the base classifier. This problem is not an issue for a Perceptron,
as its parameters are defined randomly. Meanwhile, the Decision Tree does not have this
characteristic, as the training procedure solely depends on the dataset randomness and the
classifier hyperparameters. As MCS requires a set of classifiers, the usage of Decision Trees
with Boosting to this problem is not feasible.

When using Random Forest as the pool generation algorithm, we observe in Table 9
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Model Precision Recall F1 Score Accuracy

Single Best 0.7810(0.0311) 0.7799(0.0305) 0.7766(0.0309) 0.7799(0.0305)

Static Selection 0.8520(0.0293) 0.8455(0.0305) 0.8413(0.0325) 0.8455(0.0305)

OLA 0.8241(0.0333) 0.8224(0.0323) 0.8210(0.0326) 0.8224(0.0323)

KNORA-U 0.8577(0.0267) 0.8510(0.0275) 0.8472(0.0286) 0.8510(0.0275)

KNORA-E 0.8611(0.0284) 0.8565(0.0308) 0.8544(0.0320) 0.8565(0.0308)

META-DES 0.8858(0.0261) 0.8828(0.0266) 0.8815(0.0271) 0.8828(0.0266)

Oracle 0.9976(0.0039) 0.9975(0.0040) 0.9975(0.0040) 0.9975(0.0040)

Table 9 – Results MCS Random Forest, where red indicates the best model, green the second-
best model, and blue the third-best.

that META-DES is the best DES for all metrics. The Kruskal-Wallis pairwise test between
META-DES and KNORA-E (𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 1.194 × 10−3) and META-DES and KNORA-U
(𝑝− 𝑣𝑎𝑙𝑢𝑒 = 5.277× 10−5), shows that a statistical significance backs these results.

Comparing Table 5 and Table 7, we can observe that META-DES and KNORA-U combined
with Random Forest as pool generation over Bagging using Decision Tree as base classifier.

KNORA-U has a worse selection method, all the classifiers that correctly classify at least
one instance in the RoC will be selected for aggregation. Thus, KNORA-U is more sensitive
to the local performance of the underlying classifiers. So, increasing the variability in the pool
of classifiers benefits the algorithm. As META-DES uses a meta-learning approach, it also
benefits from the increase in pool variability.

Finally, when comparing all the classifiers, we observe in Table 10 that the monolithic
classifiers have, overall, the three best models, with Random Forest outperforming all other
techniques. However, for Accuracy, these results are not statistically significant. Comparing
Random Forest with MLP (𝑝− 𝑣𝑎𝑙𝑢𝑒 = 0.431), Gradient Boosted Trees (𝑝− 𝑣𝑎𝑙𝑢𝑒 = 0.497)
and META-DES Random Forest (𝑝− 𝑣𝑎𝑙𝑢𝑒 = 0.666), considering a 𝑝− 𝑣𝑎𝑙𝑢𝑒 of 0.001.

Also, note that, for all pool generation methods, the accuracy of the Oracle model is higher
than 97%. Even though (SOUZA et al., 2017) considers this information as too optimistic about
being used as an upper bound of MCS, as it is performed globally and the MCS techniques
only use local data, this indicates that the pool generation methods are capable of creating
competent classifiers.
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Model Precision Recall F1 Score Accuracy

MLP 0.8851(0.0304) 0.8838(0.0306) 0.8832(0.0312) 0.8838(0.0306)

Random Forest 0.8947(0.0250) 0.8915(0.0259) 0.8903(0.0267) 0.8915(0.0259)

Gradient Boosted
Decision Trees

0.8916(0.0225) 0.8903(0.0224) 0.8899(0.0226) 0.8903(0.0224)

Bagging
Perceptron

KNORA-U 0.8447(0.0302) 0.8420(0.0307) 0.8399(0.0312) 0.8420(0.0307)

KNORA-E 0.8627(0.0293) 0.8607(0.0295) 0.8596(0.0304) 0.8607(0.0295)

META-DES 0.8638(0.0295) 0.8607(0.0300) 0.8584(0.0308) 0.8607(0.0300)

Decision Tree

OLA 0.8356(0.0292) 0.8338(0.0301) 0.8326(0.0306) 0.8338(0.0301)

KNORA-E 0.8639(0.0352) 0.8614(0.0353) 0.8603(0.0356) 0.8614(0.0353)

META-DES 0.8614(0.0295) 0.8600(0.0294) 0.8588(0.0297) 0.8600(0.0294)

Boost Perceptron

KNORA-U 0.8288(0.0365) 0.8234(0.0338) 0.8188(0.0353) 0.8234(0.0338)

KNORA-E 0.8270(0.0365) 0.8254(0.0353) 0.8226(0.0364) 0.8254(0.0353)

META-DES 0.8396(0.0290) 0.8296(0.0285) 0.8238(0.0305) 0.8296(0.0285)

Random Forest

KNORA-U 0.8577(0.0267) 0.8510(0.0275) 0.8472(0.0286) 0.8510(0.0275)

KNORA-E 0.8611(0.0284) 0.8565(0.0308) 0.8544(0.0320) 0.8565(0.0308)

META-DES 0.8858(0.0261) 0.8828(0.0266) 0.8815(0.0271) 0.8828(0.0266)

Table 10 – Results aggregating all three best classifiers, where red indicates the best model,
green the second-best model, and blue the third-best.
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5.1.2 Conclusion

From the results presented, we note that rather than previously presented in the literature,
there are better alternatives rather than SVM to SRM classification, for instance, monolithic
classifiers as Random Forest, Gradient Boosted Decision Trees, MLP, and DES, as META-DES
with Random Forest.

Also, we conclude that MCS algorithms are impacted by the SRM Classification dataset.
We assert that based on the experiments results with multiple DCS and DES, and what is
reported by the MCS literature.

First, we compared Perceptron and Decision Tree as base classifiers using Bagging. The
comparisons show that neither Perceptron nor Decision Tree trained using Bagging had satis-
factory results.

We ground this on the results of different pools evaluated on DES: Bagging, Boosting,
and Random Forest, which had no significant impact on the majority of MCS. Except for
combining Random Forest as pool generation and META-DES. This combination results in a
performance similar to monolithic classifiers, with no perceived statistical difference. Observing
the results of the Oracle model, we can observe that the pool generation algorithms create
competent classifiers. However, the only algorithm capable of selecting these classifiers was
the META-DES and Random Forest.

The variability of the binary features can explain these results. Compared to a real-valued
feature, selecting different instances from the dataset is enough to create classifier diversity,
unlikely with binary features, backed by Random Forest’s results as pool generation. Also,
the meta-features and a meta-estimator in META-DES play a fundamental role in selecting
the most competent classifiers. We can conclude that by evaluating the pool of classifiers
in the RoC, either by their accuracy or finding the local oracles, such as OLA, KNORA-E,
and KNORA-U, in a dataset of binary features, is not enough to select the most competent
classifiers.

5.1.3 Second Experiment

Keeping in mind the ambiguity issues presented in Section 3, in this section, we aim to
explore the impact of binary features on the classifiers. Here, we evaluate the performance of
monolithic classifiers and MCS in the embedded space created by 4 embedding algorithms,
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PCA, Logistic PCA, Autoencoder, and Triplet Loss.
The embedding algorithms are then used to transform the binary feature space into contin-

uous features. We use the embedded features to analyze if the sparsity of the hamming features
impacts the algorithms. We use the classifiers’ accuracy measured on the binary feature set
and compare it with the accuracy when trained with each embedding.

The analysis is performed by conducting an ablation study, evaluating how each embedding
algorithm performs when presented with a reduced training set and varying the number of
dimensions. We vary the training dataset size from 80%, down to 20% in steps of 10% and
use 2, 3, 5, 10, 15, 20, 25, 50, 100, 150, and 200 as embedding dimensions.

As PCA decorrelate the features, we first calculated the rank of the features before the
embedding. While performing the ranking, we found that, of the 213 features, 178 are linearly
independent, consequently uncorrelated. This number of linear independent features suggests
that the classifiers will perform worse until the embedding created by PCA reaches 178 features.
However, the ranking does not project which features contribute the most to classification.

5.1.3.1 Monolithic

First, let us discuss the results for kNN, MLP, Random Forest and SVM using PCA as em-
bedding algorithm, shown in Figure 7. We can observe that using PCA results in no significant
improvement over the original feature set. Also, as PCA removes the linear dependency from
data, increasing the number of dimensions improves the results until a certain point. Despite
the 178 linear independent features, we can observe for the 4 models that 100 dimensions are
enough to represent the original dataset.

The Logistic PCA results are presented in Figure 8. Similarly to PCA’s results, we do
not observe a clear improvement over the original feature set. However, compared to PCA,
Logistic PCA has a slightly improvement on low-dimension embeddings. However, we can
observe degradation in the SVM’s performance for embeddings with more than 25 dimensions.

Furthermore, note that the results for MLP are more sensitive to the embedding created by
the Logistic PCA algorithm. We note either an improvement or a reduction in the classifier’s
accuracy at lower dimensions. However, we could not observe a pattern in these results. For
example, the proportions of 30% and 60% as training perform worse than 20% and 40%.

On the other hand, the Autoencoder proved to be worse Figure 9 shows that for every
dimension and dataset size, it always worse than using the binary features.
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(a) kNN
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(b) MLP

2 3 5 10 15 20 25 50 100 150 200
Dimmensions

0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95

Ac
cu

ra
cy

20% 
30% 
40% 
50% 
60% 
70% 
80% 

(c) SVM
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(d) Random Forest

Figure 7 – Accuracy for kNN (Figure 7a), MLP (Figure 7b), SVM (Figure 7c) and Random
Forest (Figure 7d) using PCA. The black line is the accuracy for each model using
binary features and the grey region is the standard deviation. Each coloured line
correspond to the traning set size in the legend. Each point is the model accuracy
and vertical bar its accuracy standard deviation.

It is also noticeable a decrease in the MLP performance when the Autoencoder uses 30%
of the instances as training. The accuracy is heavily impacted, especially at 100 dimensions.
However, these results are specific to the MLP. Thus, we consider this a training instability
for this particular case.

As for Triplet Loss, Figure 10 shows that the embedding reduces the performance for MLP
and Random Forest, Figure 10b and Figure 10d. Meanwhile, the kNN results shows a gain in
accuracy, Figure 10a.

The observed results are better than the baseline binary features, black line, it is also better
than the PCA, Figure 7a and Autoencoder, Figure 9a. Using Triplet Loss, the kNN improved
its performance for all dimensions, varying from 50% to 80% of the dataset used as training.



Chapter 5. Experiments 60

2 3 5 10 15 20 25 50 100 150 200
Dimmensions

0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95

Ac
cu

ra
cy

20% 
30% 
40% 
50% 
60% 
70% 
80% 

(a) kNN
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(b) MLP
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(c) SVM
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(d) Random Forest

Figure 8 – Accuracy for kNN (Figure 8a), MLP (Figure 8b), SVM (Figure 8c) and Random
Forest (Figure 8d) using Logistic PCA. The black line is the accuracy for each
model using binary features and the grey region is the standard deviation. Each
coloured line correspond to the traning set size in the legend. Each point is the
model accuracy and vertical bar its accuracy standard deviation.

We also observe that the number of dimensions generated by the Triplet Loss algorithm
does not impact the accuracy. The accuracy difference between embedding dimensions can be
assigned to random initialization of the network.

5.1.3.2 Dynamic Ensemble Selection

Now, we focus our analysis on DES, comparing KNORA-E, KNORA-U, META-DES, and
OLP using Bagging as pool generation algorithm, considering Perceptron and Decision Tree
as base classifiers. The embedded space is used to train the base classifiers and the MCS
algorithms.
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(a) kNN
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(b) MLP
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(c) SVM
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(d) Random Forest

Figure 9 – Accuracy for kNN (Figure 9a), MLP (Figure 9b), SVM (Figure 9c) and Random
Forest (Figure 9d) using Autoencoder. The black line is the accuracy for each
model using binary features and the grey region is the standard deviation. Each
coloured line correspond to the traning set size in the legend. Each point is the
model accuracy and vertical bar its accuracy standard deviation.

The results for DES using Perceptron as base classifier with PCA are displayed in Figure
11, and the results for DES using Decision Tree as base classifier with PCA are displayed in
Figure 12. We can observe that KNORA-E, KNORA-U, and META-DES have resulted in line
with monolithic classifiers, where the accuracy keeps increasing until the embedding reaches
100 dimensions. Moreover, OLP presents a small increase in accuracy with more than 100
dimensions.

The results for Logistic PCA for DES using Baggin Perceptron and OLP, and Decisionn
Tree are presented in Figure 13 and Figure 16, respectively. Here, the results are similar to
the PCA’s, where the performance increases with the number of dimmensions, and reaches a
peak on 100 dimmensions.
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(a) kNN
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(b) MLP
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(c) SVM

2 3 5 10 15 20 25 50 100 150 200
Dimmensions

0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95

Ac
cu

ra
cy

20% 
30% 
40% 
50% 
60% 
70% 
80% 

(d) Random Forest

Figure 10 – Accuracy for kNN (Figure 10a), MLP (Figure 10b), SVM (Figure 10c) and Ran-
dom Forest (Figure 10d) using Triplet Loss. The black line is the accuracy for
each model using binary features and the grey region is the standard deviation.
Each coloured line correspond to the traning set size in the legend. Each point is
the model accuracy and vertical bar its accuracy standard deviation.

Using Autoencoder to generate the embedding is shown in Figure 15, for DES with Per-
ceptron as base classifier and Figure 16, for Decision Tree as base classifier. There is also a
lower accuracy than the baseline with binary features in these cases. Except for OLP, there is
an increase in accuracy when using Autoencoder with more than 15 dimensions.

Evaluating the results obtained for Triplet Loss, Figure 17 shows the results for DES with
Perceptron as base classifier and Figure 18 the results for DES with Decision Tree, we do not
observe the same improvements as the ones for kNN.

Despite the KNORA-E and KNORA-U using kNN to define the RoC, the kNN’s ambiguity
on Hamming space do not have a big impact on the final classifier performance. Note that,
in Figure 17a and Figure 18a, KNORA-U has a small accuracy improvement when using the
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(a) KNORA-E
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(b) KNORA-U
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(c) META-DES
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(d) OLP

Figure 11 – Accuracy for KNORA-E (Figure 11a), KNORA-U (Figure 11b) and META-DES
(Figure 11c) using Bagging and Perceptron, and OLP using SGH (Figure 11d),
using PCA as embedding. The black line is the accuracy for each model using
binary features and the grey region is the standard deviation. Each coloured line
correspond to the traning set size in the legend. Each point is the model accuracy
and vertical bar its accuracy standard deviation.

Triplet Loss embedding with 80% and 70% of the dataset as training.
However, we observe a significant impact in OLP when paired with a Triplet Loss em-

bedding, which consistently improves the classification accuracy using a training set higher
than 20% for all dimensions. This improvement can be explained by the usage of kNN as the
classifier when the instance is not hard enough.
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(a) KNORA-E
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(b) KNORA-U
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(c) META-DES

Figure 12 – Accuracy for KNORA-E (Figure 12a), KNORA-U (Figure 12a) and META-DES
(Figure 12a) using PCA and Decision Tree as base classifier. The black line is the
accuracy for each model using binary features and the grey region is the standard
deviation. Each coloured line correspond to the traning set size in the legend. Each
point is the model accuracy and vertical bar its accuracy standard deviation.
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(a) KNORA-E
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(b) KNORA-U
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(c) META-DES
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(d) OLP

Figure 13 – Accuracy for KNORA-E (Figure 13a), KNORA-U (Figure 13b) and META-DES
(Figure 13c) using Bagging and Perceptron, and OLP using SGH (Figure 13d),
using Logistic PCA as embedding. The black line is the accuracy for each model
using binary features and the grey region is the standard deviation. Each coloured
line correspond to the traning set size in the legend. Each point is the model
accuracy and vertical bar its accuracy standard deviation.
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(a) KNORA-E
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(b) KNORA-U
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(c) META-DES

Figure 14 – Accuracy for KNORA-E (Figure 14a), KNORA-U (Figure 14a) and META-DES
(Figure 14a) using Logistic PCA and Decision Tree as base classifier. The black
line is the accuracy for each model using binary features and the grey region is the
standard deviation. Each coloured line correspond to the traning set size in the
legend. Each point is the model accuracy and vertical bar its accuracy standard
deviation.
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(a) KNORA-E
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(b) KNORA-U
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(c) META-DES
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(d) OLP

Figure 15 – Accuracy for KNORA-E (Figure 15a), KNORA-U (Figure 15b), META-DES (Fig-
ure 15c) using Bagging and Perceptron, and OLP using SGH (Figure 15d), with
Autoencoder as embedding. The black line is the accuracy for each model using
binary features and the grey region is the standard deviation. Each coloured line
correspond to the traning set size in the legend. Each point is the model accuracy
and vertical bar its accuracy standard deviation.
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(a) KNORA-E
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(b) KNORA-U
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(c) META-DES

Figure 16 – Accuracy for KNORA-E (Figure 16a), KNORA-U (Figure 16b) and META-DES
(Figure 16c) using Autoencoder and Decision Tree as base classifier. The black
line is the accuracy for each model using binary features and the grey region is the
standard deviation. Each coloured line correspond to the traning set size in the
legend. Each point is the model accuracy and vertical bar its accuracy standard
deviation.
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(b) KNORA-U
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(c) META-DES
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(d) OLP

Figure 17 – Accuracy for KNORA-E (Figure 17a), KNORA-U (Figure 17b) and META-DES
(Figure 17c) using pool of Perceptrons, and OLP with SGH (Figure 17d), using
Triplet Loss as embedding. The black line is the accuracy for each model using
binary features and the grey region is the standard deviation. Each coloured line
correspond to the traning set size in the legend. Each point is the model accuracy
and vertical bar its accuracy standard deviation.
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(a) KNORA-E
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(b) KNORA-U
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(c) META-DES

Figure 18 – Accuracy for KNORA-E (Figure 18a), KNORA-U (Figure 18b) and META-DES
(Figure 18c) using Triplet Loss and Decision Tree as base classifier. The black line
is the accuracy for each model using binary features and the grey region is the
standard deviation. Each coloured line correspond to the traning set size in the
legend. Each point is the model accuracy and vertical bar its accuracy standard
deviation.
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5.1.3.3 Embeeding Evaluation

Recalling our study of the impact of binary features on MCS, in Section 3, we can compare
the embeddings created by PCA, Autoencoder, and Triplet Loss. The specific instance used
here is the same in Section 3.

Note that the embedding algorithms transform the binary features into real-valued features.
In the Hamming distance case, each bin in the histogram represented every possible distance.
However, with real-valued features, each bin represents a range of distances.

Consequently, some modifications were necessary to compare the binary case and the
embeddings. We used the L2 distance to evaluate instance similarity, which is the natural
distance in the Euclidean space and has no numerical difference in the Hamming space, as we
studied in Section 2.2. The distance distribution is divided by its mean to keep it centered at
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 1. This modification standardizes the mean of the distribution to 1, easing the
comparison between embeddings algorithms. Additionally, we reduced the maximum x-axis
range to 3 and increased the bins’ granularity by 20.

First, Figure 19 shows the distances between a specific instance and the rest of the dataset
in the embedding created by PCA. We can observe that the distribution still presents ambiguity,
such as the original feature set.
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Figure 19 – Distribution of the mean-normalized similarity between an instance and the rest
of the dataset using PCA. The x-axis is the distance between samples, and the
y-axis is the number of instances in each distance bin. Red and green are negative
and positive samples compared to an anchor.
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Figure 20 – Distribution of the mean-normalized similarity between an instance and the rest
of the dataset using Autoencoder. The x-axis is the distance between samples,
and the y-axis is the number of instances in each distance bin. Red and green are
negative and positive samples compared to an anchor.
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Figure 21 – Distribution of the mean-normalized similarity between an instance and the rest
of the dataset using Triplet Loss. The x-axis is the distance between samples, and
the y-axis is the number of instances in each distance bin. Red and green are
negative and positive samples compared to an anchor.
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Figure 22 – Distribution of kDN for different embedding dimmensions for PCA, in blue, and
the baseline binary features in orange. The higher tick in each graph shows the
maximum value, the middle shows the mean value and the lower shows the mini-
mum value of kDN.

When we extrapolate the observed distribution to the whole dataset, we used the violin
plot to show the distribution of kDN. The x-axis shows a violin for each embedding dimension.
The violin form represents how the kDN is distributed, and the tick shows the mean kDN.
Dimension 213 shows the baseline distribution.

Figure 22, and Figure 23, shows the kDN score distribution of PCA and Autoencoder
respectively, over multiple dimmensions. The distributions are in line with the expectations
observed during the evaluation of the embeddinds with kNN, where there was no improvement
in accuracy.

Meanwhile, as Triplet Loss showed an improvement with kNN, we expected that the mean
kDN score would be lower than the previous methods. However, we still observe a maximum
kDN of 1.0, indicating that even with an easier embedding, there are instances that all its
neighbors have a different label, likely pointing to a noisy instance.
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Figure 23 – Distribution of kDN for different embedding dimmensions for Autoencoder, in red,
and the baseline binary features in orange. The higher tick in each graph shows
the maximum value, the middle shows the mean value and the lower shows the
minimum value of kDN.
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Figure 24 – Distribution of kDN for different embedding dimmensions for Autoencoder, in
green, and the baseline binary features in orange. The higher tick in each graph
shows the maximum value, the middle shows the mean value and the lower shows
the minimum value of kDN.
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5.1.4 Conclusion

In our experiments, we conclude that distance-based classifiers, such as kNN and OLP, are
the most impacted by binary features, as the distance does not carry information about each
feature. As 178 of the binary features are uncorrelated, dimensionality reduction using PCA
and Autoencoder will reduce the classifier performance if the number of dimensions is lower
than 178. We also note that Logistic PCA has better performance than regular PCA on lower
dimensions for monolithic classifiers.

Note that Triplet Loss embedding has a smaller mean kDN, thus, improving techniques
that use kNN, which is observed in our results, pairing kNN and Triplet Loss. We also observe
that the Triplet Loss creates a better separation between classes while creating an embedding,
which improves the performance of distance-based classifiers.

The results using Triplet Loss also show that META-DES, KNORA-E and KNORA-U are
less impacted by the binary feature set. Even with a real-valued space with smaller kDN, there
is no improvement in the performance compared with the binary feature set.

We also note that the OLP consistently improves its results when paired with Triplet Loss.
Our analysis points out that the Hamming distance impacts the kNN classifier, validated by the
improved results of OLP and kNN. Thus, using kNN as an underlying classifier is a weakness
of the OLP on binary features.

5.2 DISCUSSION REGARDING OLP

Regarding the topic of binary features impacting MCS, discussed in Chapter 3, our rationale
is to tackle the disadvantage of using distance-based algorithms in binary features.

The usage of distance-based algorithms, such as kNN, removes the knowledge embedded
into each binary feature, replaced by a geometrical interpretation of data. Moreover, as we
discussed, this approach has a natural disadvantage when applied to the Hamming space due
to the high collision rate, creating an ambiguity between the instances.

In Section 5.1.3.3, we observe that Triplet Loss is an embedding algorithm that improves
class separation in the embedded space. The better separation results in performance improve-
ment to kNN, and OLP.

In our discussion about the OLP, let us recall the decision process of the algorithm. It uses
the kNN to evaluate if a decision region is hard enough to use a pool of classifiers. An instance
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is considered hard enough if any sample in the instance’s RoC exceeds a certain kDN threshold.
Otherwise, a kNN labels the instance, implying losing knowledge about the underlying class
distribution for each feature due to geometrically interpretation of data by kNN.

As discussed in Section 3.1.1, considering binary features datasets, using kDN to evaluate
if an instance is hard enough can lead to linearly separable instances. Linear separable regions
are not a problem, as the perceptron can learn this separation. However, it raises the question
of whether it is worthy of training a pool using SGH or a kNN is enough.

Thus, we add a Triplet Loss embedding MLP, within RoC Evaluation phase, to embed
the instance to evaluate if the instance’s kDN exceeds the threshold. If the kDN is higher
than the threshold, the classification algorithm uses a pool to label the instance. Otherwise,
the instance is labeled using kNN, using the embedding space. The embedding space is used
solely when the kNN is used. Thus, during RoC definition and classification of instances with
hardness lower than the threshold.

A MLP trained with the Triplet Loss embeds the data into a feature space, considering
the instance’s labels. This property reduces the geometrical issue related to binary features,
transforming them into a space with lower mean kDN, as presented in Section 5.1.3.3. This
new space is pre-separated by the embedding MLP, creating a region in which easier instances
are less likely to impact the kNN algorithm, leaving the more problematic instances to be
labeled by the pool of classifiers.

Table 11 shows results of DES algorithms using Perceptron as base classifier trained with
Bagging, including OLP and the modified OLP (Triplet OLP) using Triplet Loss during the
hardness evaluation of an instance. In the table, we observe that it does not perform as the
other DES algorithms.

Moreover, we observe a significant improvement over the default OLP on all metrics. These
results on accuracy are statistically significant (𝑝− 𝑣𝑎𝑙𝑢𝑒 = 1.307× 10−8), considering a level
of significance of 0.001. However, this modification is not enough to improve the OLP to
achieve results comparable to the best MCS so far, META-DES with Random Forest as pool
generation (𝑝− 𝑣𝑎𝑙𝑢𝑒 = 2.111× 10−10).
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Model Precision Recall F1 Score Accuracy

Single Best 0.8157(0.0316) 0.8127(0.0300) 0.8099(0.0317) 0.8127(0.0300)

Static Selection 0.8438(0.0310) 0.8410(0.0312) 0.8386(0.0318) 0.8410(0.0312)

OLA 0.8252(0.0325) 0.8229(0.0329) 0.8213(0.0339) 0.8229(0.0329)

KNORA-U 0.8447(0.0302) 0.8420(0.0307) 0.8399(0.0312) 0.8420(0.0307)

KNORA-E 0.8627(0.0293) 0.8607(0.0295) 0.8596(0.0304) 0.8607(0.0295)

META-DES 0.8638(0.0295) 0.8607(0.0300) 0.8584(0.0308) 0.8607(0.0300)

OLP 0.7244(0.0434) 0.6828(0.0509) 0.6794(0.0538) 0.6828(0.0509)

Triplet OLP 0.7915(0.0408) 0.7846(0.0468) 0.7814(0.0506) 0.7846(0.0468)

Table 11 – Results for MCS classifiers using perceptron as base classifiers, including the modi-
fied OLP (Triplet OLP), where red indicates the best model, green the second-best
model, and blue the third-best.
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6 CONCLUSION AND FUTURE WORKS

This work had the objective to tackle the gap in the literature of SRM classification
regarding Dynamic Ensembles due to its crucial role in securing private data, the known im-
provements of Dynamic Ensembles in classification problems justify our analysis. We discussed
the theoretical limitations of using binary features, particularly with the OLP algorithm.

The binary features in SRM classification correspond to the presence or lack of a particular
string, property, or attribute in the Android’s API methods. Then, a classifier uses these
features to classify the method as a source or sink of sensitive data or does not operate in
sensitive data.

We show that, unlike in previous works in SRM classification, SVM is outperformed by
Random Forest, Gradient Boosted Decision Trees, MLP and META-DES combined with Ran-
dom Forest as the pool generation algorithm. Thus, using any of the mentioned classifiers lead
to an improved list of SRM.

Our analysis demonstrated that these features directly impact distance-based classifiers,
such as kNN. As the underlying distribution of each binary feature is disregarded to give
a geometrical interpretation of data, the high collision rate between distinct instances leads
to ambiguity in the neighborhood of a test instance. The high collision rate is intrinsic to
the Hamming space, as the amount of collisions scales with the number of binary features.
High collision rates are deleterious to kNN as heuristics to solve the collisions can harm the
algorithm performance. We confirm this concern in our experiments, as the kNN had the worse
performance of monolithic classifiers.

The concern over kNN can be extended to MCS, as KNORA-E, KNORA-U, META-DES,
OLP, OLA uses kNN to create the RoC of an instance. Unlikely with a pure kNN, the pool
of classifiers is capable of labeling an instance correctly, observed by the Oracle result. How-
ever, the majority of DS fails to select the most competent classifiers, performing worse than
monolithic. Combining META-DES and Random Forest as pool generation methods is the
only DES technique achieving similar results to MLP, Random Forest, and Gradient Boosted
Decision Trees. Thus, simply considering the accuracy or finding the local oracles in the RoC
for a dataset of binary features adds little information to the problem of selecting the best
classifiers in the pool.

From the experiments with the embedding algorithms, we can conclude that dimensionality
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reduction negatively impacts the classifiers’ performance, explained by 178 linearly independent
features, according to our analysis using PCA. Additionally, despite the KNORA-E, KNORA-
U, and META-DES using kNN to generate the RoC, none of these classifiers improve their
performance when using the Triplet Loss embedding. Unlike kNN and OLP, where we observe
the most improvement.

Finally, our discussion regarding OLP shows that there is a margin for improvements on DS
techniques regarding binary features. Using a Triplet Loss embedding in the RoC Evaluation
improves the results of OLP. By embedding the instances during RoC Evaluation, we avoid
the linear separable RoC to be considered hard. Also, it tackles the ambiguity issue of kNN
and binary features, as if the region is considered easy, the kNN works in a real-valued space.
Although these modifications statistically improve the OLP results, it is worse than monolithic
classifiers.

6.1 FUTURE WORKS

To fully assess the impact of binary features over DS techniques, it is required to isolate
the limitations related to the pool generation algorithms and the DS methods themselves.
Hence, a set of datasets of solely binary features is required to reduce the specificity of a
single application.

It is known in the literature that the pool generation algorithm can limit the DCS perfor-
mance. Souza et al. (2017) observes that Bagging and Random Subspaces do not guarantee an
Oracle of 100% in the training set. Developing a specific pool generation technique, accounting
for the specificity of a dataset of binary features, could further improve DS performance.

Our results show that combining META-DES and Random Forest is the best DES method
for the problem. However, the high Oracle performance of Bagging, Boosting, and Random
Forest, points to a possible limitation in the DES techniques when applied to binary features. A
solution would be creating a method less reliant on the kNN as RoC generation method. Cruz,
Sabourin and Cavalcanti (2018) reports other techniques to define the RoC, namely cluster-
ing and potential functions. However, clustering and potential functions relying on euclidean
distances over binary features could also lead to the same ambiguity of kNN.
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APPENDIX A – FEATURES AND FEATURE TYPES

Table 12 – List of all features extracted. Class 1 means a Semantic feature, Class 2 a Syntactic
feature and 3 a Data-Flow feature.

Class Feature

1 Base name of class package name: accounts

1 Base name of class package name: io

1 Base name of class package name: music

1 Base name of class package name: telephony

1 Base name of class package name: webkit

1 Method has parameters

1 Method is lone getter or setter

2 Method is part of a ABSTRACT class

2 Method is part of a FINAL class

2 Method is part of a PRIVATE class

2 Method is part of a PROTECTED class

2 Method is part of a PUBLIC class

2 Method is part of a STATIC class

2 Method is part of an anonymous class

2 Method is part of class android.app.Activity

2 Method is part of class android.app.BroadcastReceiver

2 Method is part of class android.app.ContentProvider

2 Method is part of class android.app.Service

2 Method is part of class android.content.ContentResolver

2 Method is part of class android.content.Context

2 Method is part of class that contains the name com.google.common.io

2 Method is part of class that contains the name java.io.
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2 Method is part of class that ends with Context

2 Method is part of class that ends with Factory

2 Method is part of class that ends with Handler

2 Method is part of class that ends with Loader

2 Method is part of class that ends with Manager

2 Method is part of class that ends with Service

2 Method is part of class that ends with View

2 Method is thread runner

2 Method modifier is FINAL

2 Method modifier is PROTECTED

2 Method modifier is PUBLIC

2 Method modifier is STATIC

1 Method name ends with Messenger

1 Method name starts with <init>

1 Method name starts with add

1 Method name starts with apply

1 Method name starts with bind

1 Method name starts with clear

1 Method name starts with close

1 Method name starts with delete

1 Method name starts with disable

1 Method name starts with dispatch

1 Method name starts with do

1 Method name starts with dump

1 Method name starts with enable

1 Method name starts with finish

1 Method name starts with get
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1 Method name starts with handle

1 Method name starts with insert

1 Method name starts with is

1 Method name starts with load

1 Method name starts with note

1 Method name starts with notify

1 Method name starts with onClick

1 Method name starts with open

1 Method name starts with perform

1 Method name starts with process

1 Method name starts with put

1 Method name starts with query

1 Method name starts with register

1 Method name starts with release

1 Method name starts with remove

1 Method name starts with request

1 Method name starts with restore

1 Method name starts with run

1 Method name starts with send

1 Method name starts with set

1 Method name starts with start

1 Method name starts with supply

1 Method name starts with toggle

1 Method name starts with unregister

1 Method name starts with update

2 Method returns constant

2 Method starts with on and has void/bool return type
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2 Parameter is interface

3 Parameter to abstract sink

3 Parameter to sink method adjust

3 Parameter to sink method bind

3 Parameter to sink method broadcast

3 Parameter to sink method clear

3 Parameter to sink method com.android.internal.telephony.CommandsInterface

3 Parameter to sink method connect

3 Parameter to sink method create

3 Parameter to sink method delete

3 Parameter to sink method dial

3 Parameter to sink method disable

3 Parameter to sink method dispatch

3 Parameter to sink method dump

3 Parameter to sink method enable

3 Parameter to sink method enqueue

3 Parameter to sink method insert

3 Parameter to sink method notify

3 Parameter to sink method onCreate

3 Parameter to sink method perform

3 Parameter to sink method println

3 Parameter to sink method put

3 Parameter to sink method remove

3 Parameter to sink method replace

3 Parameter to sink method restore

3 Parameter to sink method save

3 Parameter to sink method send
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3 Parameter to sink method set

3 Parameter to sink method setup

3 Parameter to sink method show

3 Parameter to sink method start

3 Parameter to sink method sync

3 Parameter to sink method transact

3 Parameter to sink method update

3 Parameter to sink method write

2 Parameter type contains android.content.contentresolver

2 Parameter type contains android.content.context

2 Parameter type contains android.content.intent

2 Parameter type contains android.database.cursor

2 Parameter type contains android.filterfw.core.filtercontext

2 Parameter type contains android.net.uri

2 Parameter type contains com.android.inputmethod.keyboard.key

2 Parameter type contains com.google.common.io

2 Parameter type contains event

2 Parameter type contains java.io.

2 Parameter type contains java.io.filedescriptor

2 Parameter type contains java.lang.string

2 Parameter type contains observer

2 Parameter type contains writer

1 Permission name is ACCESS COARSE LOCATION

1 Permission name is ACCESS FINE LOCATION

1 Permission name is ACCESS LOCATION EXTRA COMMANDS

1 Permission name is ACCESS NETWORK STATE

1 Permission name is ACCESS WIFI STATE
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1 Permission name is ADD VOICEMAIL

1 Permission name is AUTHENTICATE ACCOUNTS

1 Permission name is BACKUP

1 Permission name is BLUETOOTH

1 Permission name is BLUETOOTH ADMIN

1 Permission name is BROADCAST STICKY

1 Permission name is CALL PHONE

1 Permission name is CALL PRIVILEGED

1 Permission name is CAMERA

1 Permission name is CHANGE CONFIGURATION

1 Permission name is CHANGE NETWORK STATE

1 Permission name is CHANGE WIFI STATE

1 Permission name is CLEAR APP USER DATA

1 Permission name is DEVICE POWER

1 Permission name is DISABLE KEYGUARD

1 Permission name is DUMP

1 Permission name is GET ACCOUNTS

1 Permission name is GET TASKS

1 Permission name is GLOBAL SEARCH

1 Permission name is INTERNET

1 Permission name is KILL BACKGROUND PROCESSES

1 Permission name is MANAGE ACCOUNTS

1 Permission name is MANAGE APP TOKENS

1 Permission name is MODIFY AUDIO SETTINGS

1 Permission name is MODIFY PHONE STATE

1 Permission name is MOUNT UNMOUNT FILESYSTEMS

1 Permission name is NFC
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1 Permission name is READ CALENDAR

1 Permission name is READ CALL LOG

1 Permission name is READ CONTACTS

1 Permission name is READ EXTERNAL STORAGE

1 Permission name is READ HISTORY BOOKMARKS

1 Permission name is READ PHONE STATE

1 Permission name is READ SMS

1 Permission name is READ SOCIAL STREAM

1 Permission name is READ SYNC SETTINGS

1 Permission name is READ SYNC STATS

1 Permission name is READ USER DICTIONARY

1 Permission name is REBOOT

1 Permission name is RECEIVE BOOT COMPLETED

1 Permission name is RECEIVE SMS

1 Permission name is RECORD AUDIO

1 Permission name is RESTART PACKAGES

1 Permission name is SEND SMS

1 Permission name is SET DEBUG APP

1 Permission name is SET TIME ZONE

1 Permission name is SET WALLPAPER

1 Permission name is SET WALLPAPER COMPONENT

1 Permission name is STOP APP SWITCHES

1 Permission name is SYSTEM ALERT WINDOW

1 Permission name is UPDATE DEVICE STATS

1 Permission name is USE CREDENTIALS

1 Permission name is USE SIP

1 Permission name is VIBRATE
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1 Permission name is WAKE LOCK

1 Permission name is WRITE CALENDAR

1 Permission name is WRITE CONTACTS

1 Permission name is WRITE EXTERNAL STORAGE

1 Permission name is WRITE HISTORY BOOKMARKS

1 Permission name is WRITE SETTINGS

1 Permission name is WRITE SMS

1 Permission name is WRITE SOCIAL STREAM

1 Permission name is WRITE SYNC SETTINGS

1 Permission name is WRITE USER DICTIONARY

2 Return type is android.database.Cursor

2 Return type is android.net.Uri

2 Return type is android.os.Parcelable

2 Return type is boolean

2 Return type is byte[]

2 Return type is com.android.internal.telephony.Connection

2 Return type is int

2 Return type is java.util.List

2 Return type is java.util.Map

2 Return type is void

3 Value from method get to sink method

3 Value from method parameter to native method

3 Value from source method create to return

3 Value from source method get to return

3 Value from source method is to return

3 Value from source method obtainMessage to return

3 Value from source method query to return
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3 Value from source method writeToParcel to return

3 Method starting with insert invoked
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