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Abstract 

 

 

The main objective of this work was the investigation of ultrafast optical phenomena in selected 

nanostructured systems employing different nonlinear spectroscopic techniques, either in the 

time or the frequency domain. To provide an appropriate background to understand the 

performed experiments the principles of nonlinear optical spectroscopies are presented. Initially 

a description of the nonlinear optical response function in the time domain is given. The time 

evolution of the optical polarization, that gives rise to the spectroscopic signal, is described in 

detail using a diagrammatic perturbation theory. Nonlinear optical techniques are discussed such 

as photon echoes, pump-and-probe and hole-burning, as well as how the dynamical behavior of 

a material can be interpreted from the generated signals. The degenerate four-wave mixing 

technique with incoherent light was used to investigate for the first time the ultrafast dephasing 

of excitons in a glass-ceramic containing sodium niobate nanocrystals. The short dephasing time 

measured (T2 = 20 fs) indicates that different dephasing channels contribute for the excitonic 

dephasing, namely: electron-electron scattering, electron-phonon coupling and fast trapping of 

electrons in defects on the nanocrystals interface. Low-temperature luminescence experiments 

were also performed to measure excitonic and trap states lifetimes. The persistent spectral hole-

burning technique was applied to measure localized surface plasmons dephasing times in 

colloidal silver nanoparticles capped with different stabilizing molecules. The dependence of T2 

with three different stabilizers was demonstrated and theoretically analyzed. The results show 

that the dephasing times are shorter than the theoretically calculated T2 using the bulk dielectric 

functions of the metal. This discrepancy is attributed to changes in the electronic density of 

states at the nanoparticles interface caused by the presence of the stabilizers. Ab-initio 

calculations based on the Density Functional Theory were performed to further understand the 

interaction between the nanoparticles and stabilizing agents. The femtosecond transient 

absorption technique was employed to study the ultrafast dynamics of in-gap states in a glass-

ceramics containing sodium niobate nanocrystals. Two main temporal components were found 

for the excited state absorption signal: a fast component, with decay time of ≈ 1 ps, and a slower 

component which is attributed to deep trap states. This slower component is responsible for the 

excited state absorption contribution in optical limiting experiments previously reported in the 

literature. The dynamics of the optical limiting in this sample was also studied, in the 

millisecond range, exciting the sample with a train of femtosecond pulses. The optical limiting 

behavior reflects the dynamics of population in the excited and trap states and this dynamics 



 

 

was modeled using rate equations for the electronic states’ populations. Finally, the pump-and-

probe transient absorption technique was employed to investigate charge-transfer processes in 

colloids with rhodamine 6G and TiO2 nanoparticles. The transient bleaching signal behavior is 

compared with the one observed for unlinked rhodamine 6G dissolved in ethanol. The analysis 

of the results allowed the attribution of the bleaching behavior to charge-transfer from 

thermalized excited states of the dye molecules to the semiconductor conduction band and to the 

back charge-transfer from the semiconductor to the molecules.  

 

Keywords: Ultrafast phenomena, nonlinear optical spectroscopies, nanostructures, excitons, 

trap states, localized surface plasmons, charge transfer. 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Resumo 

 

 

O principal objetivo deste trabalho foi investigar fenômenos ópticos ultrarrápidos em sistemas 

nanoestruturados empregando diferentes técnicas espectroscópicas não lineares, tanto no 

domínio do tempo quanto no domínio da frequência. Para fornecer uma base adequada que 

permita entender os experimentos feitos nessa tese, os princípios físicos das espectroscopias 

ópticas não lineares são apresentados. Inicialmente é apresentada uma descrição da função 

resposta não linear no domínio do tempo. A evolução temporal da polarização óptica, que gera o 

sinal espectroscópico, é descrita em detalhes usando uma teoria de perturbação diagramática. 

Técnicas ópticas não lineares são apresentadas, tais como eco de fótons, bombeamento-e-sonda 

e hole burning, assim como o comportamento dinâmico de um material pode ser interpretado a 

partir do sinal gerado. A técnica de mistura degenerada de quatro ondas com luz incoerente foi 

usada para investigar, pela primeira vez, o defasamento ultrarrápido de éxcitons em uma 

vitrocerâmica contendo nanocristais de niobato de sódio. O tempo de defasamento medido (T2 = 

20 fs) indica que diferentes canais contribuem para o defasamento excitônico, a saber: 

espalhamento elétron-elétron, acoplamento elétron-fônon e armadilhamento rápido de elétrons 

em defeitos na interface do nanocristal. Experimentos de luminescência a baixas temperaturas 

também foram realizados para medir os tempos de vida de éxcitons e estados de armadilha. A 

técnica de hole burning espectral persistente foi aplicada para medir os tempos de defasamento 

de plásmons de superfície localizados em nanopartículas de prata coloidais recobertas por 

diferentes moléculas estabilizantes. A dependência de T2 com os diferentes estabilizantes foi 

demonstrada e analisada teoricamente. Os resultados mostram que os tempos de defasamento 

são mais curtos que os tempos calculados teoricamente usando as funções dielétricas do metal 

volumar. Essa discrepância é atribuída a mudanças na densidade de estados eletrônica causada 

pela presença dos estabilizantes. Cálculos de primeiros princípios baseados na teoria do 

funcional da densidade foram implementados para melhor entender a interação entre as 

nanopartículas e os agentes estabilizantes. A técnica de absorção transiente de fentossegundos 

foi empregada para estudar a dinâmica ultrarrápida de estados de energia dentro do gap em uma 

vitrocerâmica contendo nanocristais de niobato de sódio. Duas principais componentes 

temporais foram encontradas para o sinal de absorção do estado excitado: uma componente 

rápida, com tempo de decaimento de ≈ 1ps e uma componente mais lenta atribuída a estados de 

armadilha profunda. Essa componente mais lenta é responsável pela contribuição de absorção 

de estado excitado nos experimentos de limitação óptica reportados anteriormente na literatura. 

A dinâmica de limitação óptica nessa amostra também foi estudada, no regime de 



 

 

milissegundos, excitando a amostra com um trem de pulsos de fentossegundos. O 

comportamento de limitação óptica reflete a dinâmica de população em estados excitados e de 

armadilha e essa dinâmica foi modelada usando equações de taxa para a população de estados 

eletrônicos. Finalmente, a técnica de absorção transiente de bombeamento-e-sonda foi 

empregada para investigar processos de transferência de carga em colóides com nanopartículas 

de TiO2 e rodamina 6G. O comportamento do sinal de depleção transiente é comparado com o 

observado para a rodamina livre suspensa em etanol. A análise dos resultados permitiu atribuir o 

comportamento de depleção à transferência de carga de estados excitados termalizados das 

moléculas de corante para a banda de condução do semicondutor e a transferência no sentido 

inverso do semicondutor para as moléculas. 

 

Palavras-chave: Fenômenos ultrarrápidos. Espectroscopias ópticas não lineares. 

Nanoestruturas. Éxcitons. Estados de armadilha. Plásmons de superfície localizados. 

Transferência de carga. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Resumo Estendido 

 

Existe atualmente um grande interesse no estudo de sistemas nanoestruturados. Nestes sistemas, 

uma variedade de fenômenos ópticos interessantes, tais como defasamento de éxcitons e de 

plásmons localizados, separação e transporte de carga e vibrações acústicas coerentes, ocorrem 

na escala de tempo de fentossegundos.  

O objetivo principal dessa tese é a investigação de alguns desses fenômenos ópticos 

ultrarrápidos em nanomateriais. Para tanto, são utilizadas técnicas espectroscópicas não lineares 

nos domínios de tempo e frequência. 

 

Capítulo 2 – Princípios de Espectroscopias Ópticas não Lineares 

A base para o entendimento das técnicas experimentais empregadas nessa tese é apresentada no 

capítulo 2, que versa sobre os fundamentos de espectroscopias ópticas não lineares com ênfase 

no domínio do tempo. A análise é geral e pode ser estendida para outras técnicas que não estão 

descritas nessa tese. O princípio básico das técnicas ópticas não lineares é o controle de 

sucessivas interações luz-matéria que geram uma polarização macroscópica no meio que por sua 

vez, dá origem ao sinal de interesse. Esse sinal carrega informação das propriedades da luz e do 

meio. Em particular, informações sobre processos dinâmicos, que estão ocultas em 

espectroscopias lineares, podem ser extraídas através de técnicas ópticas não lineares. Para 

acompanhar a evolução temporal do operador densidade que descreve o meio, uma teoria de 

perturbação diagramática é apresentada. Por fim, espectroscopias não lineares coerentes são 

descritas em detalhes, tais como eco de fótons, bombeamento-e-sonda e hole-burning espectral, 

bem como se podem obter tempos de relaxação a partir dessas técnicas. 

 

Capítulo 3 – Dinâmica Ultrarrápida de Éxcitons em uma Vitrocerâmica Contendo 

Nanocristais de NaNbO3 

No capítulo 3, foi empregada a técnica de mistura degenerada de quatro ondas com luz 

incoerente (MDQOLI) para estudar, pela primeira vez, defasamento excitônico em uma 

vitrocerâmica contendo nanocristais de niobato de sódio (VC-NNS). A técnica de MDQOLI, 

que emprega pulsos longos, temporalmente incoerentes, é análoga ao eco de fótons de três 

pulsos que utiliza pulsos coerentes com duração de fentossegundos. Em vez da largura temporal 



 

 

do pulso, é o tempo de coerência da luz que determina a resolução temporal em técnicas que 

empregam luz incoerente. Os aspectos básicos das técnicas espectroscópicas coerentes com luz 

incoerente são descritos nesse capítulo. A vitrocerâmica estudada contém nanocristais 

semiconductores de NaNbO3 com um band-gap na região do ultravioleta próximo. Esse 

material tem sido estudado visando a aplicações como limitadores ópticos e chaves totalmente 

ópticas. O tempo de defasamento de éxcitons medido (T2 = 20 fs) indica que vários canais de 

relaxação contribuem para o defasamento, a saber: espalhamento elétron-elétron, acoplamento 

fônon-elétron e rápido armadilhamento de elétrons em defeitos na superfície dos nanocristais. 

Experimentos de luminescência em baixa temperatura também foram feitos para estudar as 

propriedades ópticas de éxcitons e estados de armadilha nas VC-SNN. Os tempos de 

recombinação de éxcitons nos nanocristais de NaNbO3 é da ordem de 25 ns, enquanto o tempo 

de vida dos estados de armadilha na superfície dos nanocristais é da ordem de 500 ns. Uma 

banda de luminescência centrada em torno de 690 nm foi observada na amostra sem nanocristais 

de NaNbO3 sob excitação no ultravioleta abaixo do band-gap do material. Essa banda foi 

atribuída à emissão por centros não compensados por oxigênio frequentemente presentes em 

vidros com muitos componentes. Esses defeitos contribuem para absorção não linear desse 

material nos experimentos de limitação óptica reportados na literatura. 

 

Capítulo 4 – Dinâmica Ultrarrápida de Plásmons de Superfície em Nanopartículas de 

Prata 

No capítulo 4, defasamento ultrarrápido de plásmons localizados de superfície (PLS) em 

coloides contendo nanopartículas (NPs) de prata é investigado pela técnica de hole-burning 

espectral persistente (HBEP). Para a compreensão dos resultados desse capítulo, é feita uma 

descrição clássica do efeito de ressonância de plásmons localizados em NPs de metais nobres e 

os mecanismos que contribuem para o defasamento de PLS são discutidos em detalhes. A 

técnica de HBEP, que permite eliminar efeitos de alargamento não homogêneo e medir tempos 

de defasamento de PLS em NPs de diferentes formas e tamanhos, é apresentada.  A técnica foi 

empregada para estudar defasamento de PLS em coloides contendo NPs de prata de dimensões 

da ordem de 12 nm recobertas com três estabilizantes diferentes (citrato de trisódio – CTS, 

poli(vinil pirrolidona) – PVP e poli(vinil álcool) – PVA). Os tempos de defasamento foram 

obtidos com base no modelo da técnica de HBEP e dependem do estabilizante escolhido (3,0; 

2,3 e 1,8 fs para CTS, PVP e PVA respectivamente). Além disso, os tempos de defasamento 

medidos experimentalmente são mais curtos que o tempo calculado teoricamente a partir das 

constantes dielétricas do metal volumar. Dois mecanismos distintos, que envolvem interação 

dos elétrons que oscilam coerentemente com a superfície das NPs, foram propostos para 



 

 

explicar essa discrepância do valor de T2: 1) Amortecimento químico de interface (AQI), que é 

atribuído ao tunelamento de elétrons para as moléculas dos estabilizantes e 2) amortecimento de 

Landau aumentado, no qual os elétrons oscilantes decaem em pares elétrons-buracos próximos à 

interface. Em ambos os mecanismos, há uma mudança na densidade eletrônica de estados na 

superfície causada pela presença dos estabilizantes. Para melhor entender a interação entre as 

NPs metálicas e as moléculas de estabilizante, foram feitos cálculos de primeiros princípios 

baseados em teoria do funcional da densidade. Os resultados permitiram observar mudanças na 

densidade local de estados no metal e identificar transições eletrônicas relevantes que 

contribuem para AQI. 

 

Capítulo 5 – Espectroscopia de Bombeamento-e-Sonda em Nanopartículas de TiO2 

Funcionalizadas com Rodamina 590 e Vitrocerâmicas Contendo Nanocristais de NaNbO3 

No capítulo 5, foram estudados dois problemas distintos: 1) dinâmica de estados dentro do gap 

em VC-SNN e 2) transferência de carga em um coloide de partículas de TiO2 amorfas 

funcionalizadas com rodamina 590. A dinâmica ultrarrápida de estados dentro do gap em VC-

SNN foi estudada usando a técnica de absorção transiente de bombeamento-e-sonda. Pelo 

menos duas componentes temporais da absorção de estado excitado puderam ser discernidas: 

uma mais rápida, com tempo de decaimento da ordem de 1 ps, e uma mais lenta que é atribuída 

a estados de armadilha profunda.  

Para se estudar transferência de carga em coloides com partículas amorfas de TiO2 

funcionalizadas com rodamina 590 se empregou a técnica de absorção transiente de 

bombeamento-e-sonda. O sinal de depleção transiente do corante é modificado na presença de 

nanopartículas de TiO2. Essa mudança foi atribuída à transferência de carga de estados 

excitados termalizados do corante para a banda de condução do semicondutor e à transferência 

no sentido inverso do semicondutor para o corante. 

O capítulo apresenta ainda um estudo de comportamento dinâmico de limitação óptica nas 

amostras de vitrocerâmicas contendo nanocristais de NaNbO3 excitando com um trem de pulsos 

de femtosegundos. Nesse caso a dinâmica é mais lenta (da ordem de centenas de 

microssegundos) e reflete a dinâmica de população em estados excitados e de armadilha. Um 

modelo foi proposto para explicar a dinâmica de população usando equações de taxa. 

Capítulo 6 – Conclusões e Perspectivas 

O capítulo 6 traz as principais conclusões dos trabalhos realizados nessa tese, que são: 



 

 

– Medida de T2 = 20 fs associado a éxcitons em nanocristais de NaNbO3. 

– Medida de T2 ≤ 3 fs associados a plásmons localizados em coloides com nanopartículas de 

prata e verificação que o estabilizante pode afetar T2. 

– Verificação de dinâmica ultrarrápida na absorção de estado excitado em vitrocerâmicas 

contendo nanocristais de NaNbO3.  

– Verificação de processos de transferência de carga de Rodamina 590 para partículas de TiO2.  

Por fim, o capítulo aponta sugestões para a eventual solução dos problemas que surgiram 

durante esse trabalho. 
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1. Introduction 

 

       In Richard Feynman’s visionary talk entitled “There is plenty of room at the bottom”  

delivered at  the American Physical Society meeting at Caltech on December 29
th
, 1959, he 

spoke about a new field of science in which little had been done at that time, but had an 

enormous potential in principle [Fe59]. This new field would allow scientists to manipulate and 

construct systems and devices on a small scale. Perhaps more excitingly would be the 

possibility of constructing things atom by atom (the bottom-up approach). That talk is 

considered a landmark for the concepts of the nanoscience. Feynman´s proposals were based on 

the capabilities of the tools available at the time, such as the electron microscopes. With the 

advances in electron microscopy and the invention and development of characterization and 

fabrication tools such as the scanning tunneling [Bi82] and atomic force [Bi86] microscope, 

lithographic techniques (ion and electron beam) and the improvement of bottom-up methods for 

synthesis on nanoscale, allied with advances on computer science, nanoscience has been 

experiencing an enormous advance since the last decade, bringing together scientists from 

different fields and backgrounds with the ultimate goal to make nanotechnology applications a 

reality. 

But there is still plenty of room at the bottom and a lot has to be done to understand basic 

physical phenomena in mesoscopic systems, where matter can behave differently compared to 

the large (bulk) or the molecular and atomic scale. In particular, there is an interest in 

investigating the relevant time scales of physical phenomena in nanostructures. In a 10 nm gold 

nanocube for example, considering the Fermi velocity for bulk Au, vf = 1.4x10
6
 m/s, the Fermi 

electrons travel from one extreme to the other in tcol ~ 7 fs. Thus femtosecond is a relevant time 

scale when going to nano. Several phenomena at the nanoscale occur on the femto/picosecond 

temporal range, such as plasmon [Li03a] and exciton dephasing [Wo97], charge separation and 

transport [Kl00], and coherent acoustic vibrations [Ha06]. The interest in understanding and 

controlling such phenomena are justified by the potential applications of nanostructures in solar 

cells [Ga03], optimized biosensors [Wi07], plasmonic devices [Ma05], fast electronic transport 

and photocatalysis [Be00] among others. Fig 1.1 displays the evolution through the recent years 

of indexed articles which contains the terms ultrafast and different nanostructures in their topic. 

It is remarkable the growth of published articles in the subject within the last five years. 

The optical and electronic properties of nanostructures are quite sensitive to the surface and 

hence to the chemical environment. For a 5 nm gold nanoparticle, for example, with bulk-like 

distance of 0.3 angstroms between the neighboring atoms, about 14 % of the atoms are on the 
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nanoparticle surface. Most of the phenomena in the nanostructures investigated in this thesis are 

surface-related and occurs on fast time scale. To gain access to these time scales, we make use, 

throughout this thesis, of time- or frequency-resolved nonlinear optical techniques using, for the 

time domain, short pulses or broadband long pulses, and for the frequency domain, narrowband 

long pulses. 

Fig. 1.1 – Web of Science citation report for the terms for the topics {(nanoparticles OR nanocrystals OR 

nanowires OR nanotubes OR graphene) AND ultrafast} up to April 2012. 

 

In chapter 2, we present an overview of the nonlinear spectroscopic techniques. Emphasis is 

given to microscopic description through the semiclassical approach for the induced 

macroscopic polarization in an ensemble of chromophores investigated when the ensemble is 

subjected to several incoming light fields. The results for this semiclassical description are used 

to explain the techniques employed in the thesis (pump-probe, photon echoes and spectral hole-

burning) and extract the parameters of interest. 

Chapter 3 presents experimental results of exciton dephasing in a glass-ceramic containing wide 

band-gap sodium niobate nanocrystals and discusses the role of trap states for their optical 

properties. The ultrafast exciton dephasing time is measured via the degenerate four-wave 

mixing with incoherent light technique, which allows us to determine the dephasing time for an 

inhomogeneously broadened ensemble with good accuracy. Since for extracting the ultrafast 

dephasing time we have used broadband non-transform limited long pulses, the chapter also 

presents the theoretical tools of the coherent spectroscopy with incoherent light and compares 

that description with the approach presented in chapter 2 for coherent femtosecond pulses. The 

result for the dephasing time measured is complemented by low-temperature luminescence 

experiments that show that the presence of trap states on the nanocrystals surface contributes to 
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the phase relaxation of the induced polarization. Also, we show that the host itself contains 

nonbridging oxygen hole centers that might be responsible for the glass-ceramics’ optical 

properties investigated in the literature so far. 

In chapter 4, we measure the localized surface plasmon dephasing time in silver colloidal 

nanoparticles stabilized with different capping agents. For that purpose, we use the persistent 

spectral hole-burning technique, which allow us to measure dephasing times faster than 3 fs. 

The chapter starts with an overview of the optical properties of metallic nanoparticles and 

discusses the dephasing mechanisms of the localized surface plasmons, which dominate the 

optical properties of noble metal nanoparticles in the visible region of the electromagnetic 

spectrum. Then, the technique employed is discussed in detail. The results measured for the 

dephasing times show that the stabilizers play a major role on the damping of the plasmon 

resonance in these small sized nanoparticles. The results are correlated to ab initio calculation 

for the interaction among capping agents and the nanoparticles. 

In chapter 5, we investigate two different systems using the femtosecond differential absorption 

technique: 1) Rhodamine 590 linked to amorphous TiO2 nanoparticles: We show that the 

rhodamine’s excited state lifetime is altered due to electron injection from rhodamine into the 

TiO2 nanoparticles’ conduction band; 2) Excited and trap states lifetimes in the glass-ceramic 

containing NaNbO3 nanocrystals investigated in chapter 1: The trap states' lifetimes in the host 

present two components, a fast ~ 1 ps and a slow component (longer than the temporal limit of 

our apparatus) that are responsible for excited state absorption observed in the femtosecond 

transient absorption signal. This chapter also presents results of the study of the dynamical 

optical limiting behavior of glass-ceramics containing NaNbO3 nanocrystals. In this case, the 

dynamics is on the order of hundreds of microseconds and reflects the dynamics of electronic 

populations in excited levels. 

Finally, chapter 6 brings the main conclusions of this work and points to possible solution to the 

open problems that have arisen during this work.  
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2. Principles of Nonlinear Optical Spectroscopies 

 

 

This chapter reviews fundamentals of nonlinear optical spectroscopies in order to give the 

background necessary to understand the physical processes investigated through the techniques 

employed in this thesis. The approach adopted is discussed in details in Mukamel’s book 

[Mu95]. Another excellent discussion can be found in [Ha11a]. We will see here how nonlinear 

spectroscopies can extract parameters that are hidden in linear spectroscopies. For that purpose, 

we will show how nonlinear spectroscopies can be used to control successive light-matter 

interactions in order to eliminate inhomogeneous broadening, for example, and obtain 

information about dynamical processes that otherwise would not be possible in ensemble 

measurements. The induced macroscopic polarization, that gives rise to the measured signals, 

will be treated pertubatively in the time domain by means of perturbation theory for the density 

matrix. By careful choice of the parameters (frequency, time ordering, wavevector direction) of 

the incoming light pulses, we will see how the analysis of the signals generated in nonlinear 

spectroscopies is somewhat simplified. A diagrammatic approach will be introduced to keep 

track of the possible pathways that the induced polarization may follow. The diagrams simplify 

the problem because analytical results can be given and one can select that diagrams that 

effectively contribute to a given signal and exclude the others. Finally, the theoretical 

background developed will be used to provide grounds for the main techniques (pump-probe, 

photon echoes and spectral hole-burning) used in this work. 

 

2.1 The nonlinear optical polarization 

 

Our starting point is the macroscopic Maxwell’s equations in the absence of free currents and 

free charges for a non-magnetic homogeneous medium: 

 

0 D ,                                                                   (2.1)  

    0 B ,                                                                   (2.2) 
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E ,                                                             (2.3) 
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D
B 0 ,                                                           (2.4) 

along with the constitutive relation 

PED  0 ,                                                             (2.5) 

where P is the macroscopic polarization, 0  and 0  are the electric permittivity and magnetic 

permeability of free space, respectively.  

After taking the curl of eq. (2.3) and some mathematical evaluation, we find 
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
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E  ,                                                 (2.6) 

where 001 c  is the speed of light in vacuum. Equation (2.6) is the cornerstone of light-

matter interaction and states that the time-varying induced macroscopic polarization acts as a 

source term for the electromagnetic field. A familiar example of this phenomenon is the fact that 

accelerated charges emit electromagnetic radiation.  

In a (n+1)-wave mixing process, the induced macroscopic polarization is a consequence of the 

interaction of n incoming fields with the medium. The total incident field can be represented as 

the sum of the n incoming fields considered as traveling plane waves: 

            


 
n

j

jjjjj tittitt
1

exp,exp,, rkrErkrErEE j  ,           (2.7) 

where kj and ωj are the wavevector and frequency of field j, respectively. The induced 

macroscopic polarization is connected to the total incident field via the optical susceptibility 

( EP  , where   is the optical susceptibility), and it can be expanded in power series of the 

total field: 

nn

n

EEEE                        

PPPPPPP (2)(1)
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(1)

)(3)3(2)2()1(

)()3(

 






                    (2.8) 

where 
)1(  is the linear susceptibility and 

)(n  (n = 2,3…) is the nth-order susceptibility. As 

E  and P  are vectors, the susceptibilities are tensors. 
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The first nonlinear susceptibility 
)2( , as well as the remaining even-order susceptibilities, 

vanish for centrosymmetric media. This happens because the electric field and polarization must 

reverse their signs under space inversion and the even power dependence of P  on E  does not 

allow the polarization to reverse its sign. Then, the even-order susceptibilities must be null for 

centrosymmetric media. However, they are nonzero for noncentrosymmetric media and 

interfaces. The phenomena related to the second-order polarization are sum- and difference-

frequency generation and second harmonic generation, the latter being a particular case of the 

formers. Techniques based on sum-frequency generation are used, for example, to selectively 

analyze properties of surfaces and interfaces [Vi05]. 

The majority of coherent nonlinear spectroscopic techniques are related to the first nonzero term 

for isotropic media, 
(3)

P . Examples are pump-probe transient absorption [Sh86], photon echoes 

[Ab66, Be84], transient gratings [Ph75], hole-burning [Vö89], coherent Stokes (CSRS) and 

anti-Stokes Raman scattering (CARS) [Ha87], two-dimensional femtosecond optical 

spectroscopies [Jo03], birefringence and dichroism [Ip75]. Each technique has it is own features 

and can be employed by careful selection of the parameters of the incoming pulses. 

The macroscopic polarization can be expressed as [Mu95] 

       





1

)( exp,
n s

s

n

s titPt rkrPP s ,                           (2.9) 

where the sum over s is performed taking into account all possible combinations of the incident 

fields. As demanded by momentum and energy conservation, we have 

.

,

321

321

ns

n

 





 kkkkk s
                                            (2.10) 

For example, selecting only one single Fourier component of the third-order macroscopic 

polarization,  

      rkrP s

(3)  ss titPt exp, ,                                      (2.11) 

the field emitted by the medium will have the form: 

      rkrE  ssss titzEt exp,, .                                    (2.12) 

The vectors sk  and sk   do not have necessarily the same direction. Nevertheless, in coherent 

spectroscopies, the direction of sk  is close to the direction of sk  . If the sample of length l is 
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thin but larger than the wavelength of light (ksl >> 1), 
sk  can be considered propagating along 

the z axis in eqs. (2.11) and (2.12).  

Substituting eqs. (2.11) and (2.12) into eq. (2.6) and taking the temporal envelope of both the 

polarization and emitted signal to be slow enough compared to the optical cycle (the slowly 

varying envelope approximation), we may consider 
 

 tP
t

tP
ss

s 



 and 

 
 tE

t

tE
ss

s 



. Furthermore, assuming that the longitudinal variation is slow enough 

such that the approximations 
   

 zEk
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                               (2.13) 

Then integrating the generated signal along the sample length (0 < z < l), we finally obtain, at 

the end of the sample, 

    
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where the sinc function is defined as  
 
x

xsin
xsinc  . The intensity of the emitted signal is 

given by 

    
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.                          (2.15) 

Two important features can be observed in the last two equations. The first is that the signal 

field is proportional to the polarization. However, there is a π/2 phase shift between them. 

Another important feature is the behavior of the emitted signal intensity with respect with the 

phase mismatch between sk  and sk   due to the sinc function structure. Figure 2.1 shows the 

plot of the sinc
2 

(x) function. Notice that the intensity of the signal is maximum around 

0~lk   and falls off rapidly for  2lk . When ksl >> 1 (thin sample), the condition is 

satisfied for 0~ss kkk  . This is the phase-matching condition that is automatically 

fullfiled in four-wave mixing spectroscopies.  
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Fig 2.1. Plot of the sinc
2
(x). The nonlinear signal generated is peaked around x = 0. 

 

2.2 Quantum-mechanical formalism for the nonlinear optical polarization  

The macroscopic polarization can be calculated quantum-mechanically through the ensemble 

average of the dipole moment operator μ: 

      tNTrtNt μμP  ,                                                (2.16) 

where ρ is the density operator of the ensemble and N is the density of atoms, molecules etc. For 

simplicity we will assume N = 1. For a two-level system, the matrix representation for both the 

dipole and density operators can be written as 

    









0

0

10

01




 , and 










1110

0100




 .                                         (2.17) 

Therefore, 

        tttTrt 01101001   μP .                                    (2.18) 

The induced macroscopic polarization depends on the off-diagonal elements of the density 

matrix. Therefore, the evolution of them is responsible for the emission of the electromagnetic 
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field. The diagonal terms represent the levels’ populations, while the off-diagonal are the states’ 

coherences. ρii is the population of state i  and ρij is the coherence between states i  and j . 

The dynamics of the macroscopic polarization is governed by the dynamics of the density 

operator (the Liouville equation): 

      ttH
i

t
dt

d
 ,


 ,                                                  (2.19) 

where 2π  is the Planck constant. It is instructive to find the temporal evolution for each term 

of the density matrix for a two-level system under interaction with an optical field E(t). The 

time-dependent Hamiltonian, in the electric dipole approximation, can be written as  

   tEHtH  0 .                                                            (2.20) 

where H0 is the unperturbed Hamiltonian and the dipole moment was considered colinear with 

the electric field, for convenience. In the eigenstate basis of H0, 
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where 0  and 1  are the eigenenergies of eingenstates 0  and 1  respectively, and 

  1001 . Substituting equations (2.21) and (2.17) into (2.19) and evaluating it, we find 

the following set of coupled differential equations: 

          tttEitit
dt

d
1100101010 


 


,                             (2.22) 

        tttEit
dt

d  101011 





,                                              (2.23) 

           tttEitt
dt

d  10101100 2 





.                                   (2.24) 

The Hermitian character of the density operator was used in the last two equations (
 1001  ). 

In the absence of optical perturbation, the density matrix elements evolve as 

   tit
dt

d
101010   ,                                                  (2.25a) 
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     01100  tt
dt

d
 .                                                  (2.25b) 

The last two equations state that the difference in the populations of the two levels remains 

constant in time and the coherences oscillate with frequency 0110   . Then the 

coherences evolve as      tit 101010 exp0    in the perturbation-free case. 

When the optical field is turned off, it is expected that the phase coherence between the 

eingenstates is lost, as well as the populations reach their equilibrium value  
01100    due to 

interaction with the environment. The phenomenological parameters that accounts for these 

phase coherence and population decay processes can be added to the equations (2.22) and 

(2.24): 

          
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
,       (2.27) 

where T1 is the population relaxation or longitudinal time, while T2 is known as the dephasing or 

transverse time. These are important parameters investigated in this thesis. Specifically, our goal 

is to understand the mechanisms responsible for these relaxation times in different nanosystems. 

They will be discussed in details in the following chapters. 

Again, when the external field is turned off, the coherences oscillate but now are damped 

according to        2101010 expexp0 Tttit    (see fig. 2.2). We will mention the form 

of the off-diagonal density matrix elements evolution when dealing with multiwave mixing 

spectroscopies. 

The density matrix and hence the macroscopic polarization, in the weak-field regime i.e., when 

the incident fields are much weaker than the inner atomic fields, can be treated perturbatively as 

        tt n

n

 





1

0
.                                          (2.28) 

  0  is the density matrix of the ensemble at thermal equilibrium. Then, the nth-order 

macroscopic polarization will be given by 
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Fig. 2.2 – Temporal evolution (left) of the density matrix off-diagonal elements (coherences) for a two-

level system (right). The coherences oscillate at a frequency given by the energy difference between the 

two-levels and are damped with a characteristic time equal to the dephasing time T2.  

 

      tμTrtP nn  .                                                   (2.29) 

At this point, we simplify our calculations switching from the Schrödinger to the interaction 

picture. An operator in the interaction picture can be related to itself in the Schrödinger picture 

by 

     000

†

0 ,, ttAUttUtAI  ,                                              (2.30) 

where the subscript I stands for interaction picture and the temporal evolution operator U(t,t0) is 

related to the Hamiltonian in eq. (2.20) via its unperturbed term: 

   







 0000 exp, ttH

i
ttU


.                                         (2.31) 

Since the expectation value of an operator is independent of its representation (picture), we can 

evaluate the polarization representing the density and dipole operators in the interaction picture:  

          ttμTrtP
n

II

n  .                                                 (2.32) 

It can be shown that the temporal evolution of  tI  is given by 

             ttEt
i

ttH
i

t
dt

d
IIIII  ,,


 .                        (2.33) 

The solution of eq. (2.33) can be found by integrating both sides: 
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,                                     (2.34) 

and solving eq. (2.34) iteratively, we obtain 
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.            (2.35) 

Comparing eq. (2.35) with the series expansion of the density operator (eq. (2.28)), we can 

write, for the nth-order of the density operator, 
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To give a physical interpretation to the last expression, let’s look at the commutator for the 

third-order expansion of the density matrix: 
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(2.37) 

The commutator has eight terms. The first term is  
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       (2.38) 

where we have used          101000001

†

000 ,,,,,   iiiiii ttUttUttUttUttU . This 

manipulation is represented in fig. 2.3. Starting from t0, the system evolves freely up to t1 under 

the propagator  010 ,ttU . At t1, the system interacts with the field via the dipole operator μ. 

After that interaction, the system evolves freely up to t2 under the propagator  120 ,ttU  but 

interacts again at t2, then evolving freely up to t3 when the third interaction happens. The role of 

the last interaction will become clear when calculating the macroscopic polarization (eq. 2.32). 

The analysis for the remaining seven terms of the commutator in eq. (2.37) is straightforward. 

However, in some of these terms, the interaction can occur either at the left (ket) or right (bra) 

side of the density matrix. 
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Fig. 2.3 – Representation of the temporal evolution of the density operator under the perturbative limit. 

 

The nth-order polarization is then given by  
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If we use a new set of variables (time intervals),  
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                                                           (2.40) 

arbitrarily choose the first interaction to happen at t1 = 0, enforce time ordering (tn > tn-1) and 

take 0t , we can rewrite equation (2.39) as 
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. (2.41) 

The nth-order polarization is the convolution of n electric fields with the nth-order nonlinear 

response function 
   11 ,,,  nn
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   (2.42) 

where 
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(2.43) 

The nonlinear response function is an intrinsic property of the system investigated. The 

macroscopic polarization is then the result of the interaction between light (through the electric 

fields) and matter (through the nonlinear response function). In general, the nth-order nonlinear 

response function has 2
n
 terms and is defined only for positive times due to the principle of 

causality i.e., the polarization must succeed the action of an electric field. The role of the last 

interaction in eq. 2.43, which is outside the commutator, is different from the preceding ones. It 

is responsible, after the trace operation, for the emission of the electric field, while the previous 

interactions are responsible for creating a non-equilibrium density matrix whose off-diagonal 

terms emit an electric field after the last interaction. Since the macroscopic polarization and the 

electric fields are physical observables, they must be real. Hence the nonlinear response 

function must likewise be real. 

The mathematical evaluation of the polarization, in the form of eq. (2.42) can be painful if no 

other simplifying consideration is made in the experiment, because it can have many terms. 

Take the example of four-wave mixing spectroscopy, where three fields are mixed to generate a 

fourth. The total electric field is a sum of 6 terms because we can express each of the three 

incoming fields as sum of pairs of complex conjugate fields. Since there are three products of 

fields in the integrand of eq. (2.42), there are 6x6x6x2
3
 = 1728 terms in eq. (2.42). Fortunately, 

in some cases, we can manage the parameters of an experiment to give only 2 terms. This will 

become clear along the text. 

When the temporal envelope of each interacting electric field i may be approximated by a delta 

function i.e.,      ii tttEtE   , the nth-order nonlinear polarization is proportional to the 

respective nonlinear response function: 

             1121 ,,,    nn

n

n

n RtEtEtEtP .                        (2.44) 

The mathematical evaluation of the signal generated in a nonlinear spectroscopy is much 

simpler when the temporal envelope of the pulses is much shorter than the relevant 

spectroscopic time scales of the material. This is called the semi-impulsive limit.  

2.3 The nonlinear response functions and diagrammatic perturbation theory 



31 

 

 

As previously stated, the nth-order nonlinear has 2
n
 terms which may contain an action of the 

dipole operator either at the left (ket) or the right (bra) side of the density operator, each of 

which is responsible for a different pathway that the non-equilibrium density matrix can follow. 

For each pathway, we can construct an intuitive diagram for the evolution of the density matrix, 

which simplifies the problem when dealing with multiple electric fields and system eigenstates. 

Let’s analyze first the simplest case, the linear response function for a two-level system: 

2.3.1 Linear response function for a two level system 

The linear response function for a two-level system is given by 

             2111

1 ,0 RR
i

Tr
i

R III 


 ,                            (2.45) 

where we have dropped the Heaviside step functions for convenience and we will do it from 

now on. The linear response function has two terms which can be found by evaluating the 

commutator in eq. (2.45) 
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               (2.46) 

During the evaluation of R2, we have used the invariance of the trace under cyclic permutation 

(Tr{ABC}= Tr{BCA}) and the fact that the operators are Hermitian as they represent 

observables. Therefore, only the first term R1 is necessary to describe the linear response, since 

R2 is the negative of the complex conjugate of R1. This is general for higher-order response 

functions and therefore only 2
n-1

 independent terms are necessary to describe the nth-order 

response function. Figure 2.4 shows the double-sided Feynman diagrams that describe the first-

order response function. The rules for constructing the diagrams are the following: 

       1) Draw two vertical lines corresponding to the evolution of the elements of the density 

matrix jiij  . The left line is the ket, while the right line is the bra side of the density 

matrix. Time flows from bottom to top; 

      2) Identify the energy levels involved in the interactions. The density matrix starts in the 

equilibrium state. If the energy separation between the levels are higher than the energy 

necessary for a thermal excitation ( TkB10 ) then the equilibrium state is the ground 

state 00:00 ; 



32 

 

 

 

Fig. 2.4 – Double-sided Feynman diagrams for the first-order nonlinear response function. The diagram 

R2 is the complex conjugate of R1. By convention, it is not necessary to represent R2.    

 

      3) An incoming straight arrow, acting either at the left or the right side, represents an 

excitation (absorption) of the corresponding side of the density matrix due to interaction with an 

electric field. An outgoing straight arrow represents a deexcitation (stimulated emission) of the 

corresponding side of the density operator;   

      4) An arrow pointing to the right (left) represents an interaction with a field iE  (


iE ) with 

wavevector ik  ( ik ), and contributes with a term i  ( i ) for the frequency of the 

emitted field; 

       5) The sign of the diagram is given by  n
1 , where n is the number of interactions from 

the right (bra) side, since when evaluating the commutator, each interaction at the right side 

carries a minus sign; 

       6) Between consecutive interactions, the system evolves freely under the system free 

Hamiltonian H0; 

       7) The last interaction, represented by a wavy arrow, is an emission. By convention, it is 

chosen to happen at the left side. The final state must be a population state. 

We can construct an analytic form for the linear polarization of an electronic two-level system 

analyzing the term R1.  Before t = 0, the density matrix is its equilibrium state, namely the 

ground state 000 p , where  p0 is the probability of finding the system in the ground state. 

From now on we will assume p0 = 1. At t = 0, a field interacts with the system and creates a 

coherence 10 , proportional to the dipole operator 10 . As we have seen before, this coherence 

evolves freely in time under the Hamiltonian H0 according to 
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       ttit 10101010 expexp0   , where 210 1 T . At t = τ1, the dipole operator 10  

returns the system to the ground state 00  and an electric field is emitted. Thus, 
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The linear polarization is then given by 
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Assuming that the field has the following form: 
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we obtain 

          

     
  }.exp

expexp

{expexp

110

110110

110110

0

1

2

101

1

rk                      

rkrk                      

rk





 


iiti

iitiiiti

iititEd
i

tP








       

(2.50)         

For resonant excitation ( 010  ), the second and third terms that contain factors 

 12exp i  are highly oscillatory and average to zero after integration. Only the resonant 

terms contribute to the integral. This is known as the Rotating Wave Approximation (RWA).  

The macroscopic polarization for resonant excitation is thus given by 

          ..expexp 110
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101 cctEditi
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

rk


,            (2.51) 

where c.c. stands for complex conjugate. The terms that do not survive under the RWA 

approximation correspond to deexcitation of a side of the density matrix that is not excited. This 

has no physical meaning and thus gives zero contribution to the signal, as we depicted in Fig. 

2.5. The RWA approximation simplifies somewhat the analysis of higher-order nonlinear 

response functions. Under this approximation and the fact that only 2
n-1

 terms of the nth-order 

response function are independent, the number of terms for the third order polarization in eq. 

(2.42) decreases from 6x6x6x2
3
 = 1728 to 3x3x3x2

2
 = 108. Moreover, if the fields are in the  
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Fig. 2.5 – Example of a double-sided Feynman diagram that does not survive under the RWA 

approximation. 

 

semi-impulsive limit  and we manage the experiments to enforce temporal ordering of the 

incident fields such that the total electric field at the moment of interaction is composed by only 

one field, the number of terms decreases from 3x3x3x2
2
 = 108 to 1x1x1x2

2
 = 4. We will show 

in the next sections how the geometry of the experiment can further decrease that number. 

 

2.3.2 Third-order response function for a two level system 

Since the second-order nonlinear response function is zero for isotropic media, the third-order 

response function is the most relevant one in nonlinear optical spectroscopies. It has 2
3
 = 8 

terms, but only 4 terms are independent (the remaining 4 terms are complex conjugates of 

these). Explicitly, for a two-level system, the third-order response function is given by 
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The corresponding double-sided Feynman diagrams are depicted in Fig. 2.6. To give a physical 

interpretation to each of the four terms in Eq. (2.53), it is useful to express them explicitly.   
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Fig. 2.6 – Double-sided Feynman diagrams for the third-order nonlinear response function. 

These four terms give rise to signals with different features in a four-wave mixing experiment. 

Terms R1 and R4 evolve during τ2 in the same population state (the ground state 00 ), while 

terms R2 and R3 evolve during τ2 in the excited state 11 . Another important aspect is the 

evolution during τ1 and τ3, where the system is in a coherence state. R1 and R2 evolve in the 

same coherences 10  during τ1 and τ3, while R3 and R4 evolve in different coherences during τ1 

and τ3. For this reason, R1 and R2 are called nonrephasing terms while R3 and R4 are called the 

rephasing terms. As we shall see, the rephasing terms give rise to an echo signal that eliminates 

the inhomogeneous broadening contribution to the spectral linewidth in photon echo 

experiments. 

The features of each term of the third-order nonlinear response are summarized in table 2.1. If 

the incoming fields have different wavevectors and frequencies, the signals will be generated 

along different directions and with different frequencies. This is particularly useful to 
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distinguish contributions to the third-order polarization. The following section will be devoted 

how one can manage each term in nonlinear spectroscopies to extract different spectroscopic 

parameters. 

                         

Term 

           

Wavevector 

            

Frequency State 

during τ1 

State 

during τ2 

State 

during τ3 

R1 (Nonrephasing) 
321 kkk   321    01  00  01  

R2 (Nonrephasing) 
321 kkk   321    01  11  01  

R3 (Rephasing) 
321 kkk   321    10  11  01  

R4 (Rephasing) 
321 kkk   321    10  00  01  

Table 2.1 – Features of the terms of the third-order response function. 

 

2.4 Coherent nonlinear optical spectroscopies 

In this section, we will give an overview of selected coherent nonlinear spectroscopies, where 

we will make use of the previously developed formalism for the nonlinear response function. 

The description presented in this section will be useful to understand the results of the 

experiments performed throughout this thesis.  

 

2.4.1 Linear absorption 

The simplest case of coherent spectroscopy is the linear absorption. In a linear absorption 

experiment (fig. 2.7), one looks for the changes in the intensity of the incoming light beam due 

to interaction with matter. The dipoles of the sample are excited by the beam giving rise to a 

macroscopic polarization (first-order polarization), which is responsible for emitting a field, 

with a π/2 phase shift with respect to the incoming field (cf. eq. (2.13)), along the direction of 

the propagation of the incoming field. This is the free-induction decay. The first-order 

polarization is given by eq. (2.51) and the corresponding double-sided Feynman diagrams are 

depicted in Fig. 2.4. In the semi-impulsive limit,    tEtE 0  and the first-order polarization 

is given by 

        ..expexp 100

2

101 cctitiE
i

tP  rk



.                      (2.58) 
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The detection of the signal is another important aspect of coherent spectroscopies. Usually, the 

detection is performed with slow detectors, i.e., the detector risetime is slower than the pulses 

duration, such that the detector integrates the intensity of the field over the whole time. In linear 

absorption, the radiated signal and the incoming field are present at the detector at the same 

time. The signal detected will be 

                         

Fig. 2.7 – Representation of the linear absorption experiment. The signal and incoming fields are 

collinear. 

 

                 
 


0 0

1
2

122
1 Re2 dttEtEtEtEdttEtEI soutsoutsout  .       (2.59) 

This kind of detection, in which the signal is superimposed to another field, is called heterodyne 

detection. In the present case, the radiated signal interferes with the part of the incoming field 

that is not absorbed and/or reflected by the sample. The field that is superimposed to the signal 

is called local oscillator (LO). It is possible to design experiments in such a way that the LO can 

be a field different from the excitation field. In this case, the phase difference between LO and 

the radiated signal can be controlled. If the signal is detected alone, i.e. without LO, the 

detection is called homodyne detection
1
. This is the case of the photon echo experiments that we 

will present in the following two sections. Heterodyne detection can be advantageous if the 

radiated signal is weak, because the integrated intensity will be linear rather than quadratic with 

the (weak) field.    

                                                           

1
 In fact, homodyne and heterodyne detection both use LO. In radio technology, the difference between 

them is that the LO is frequency-shifted in heterodyne detection. For some unknown reason, the 

nomenclature has been used in a confusing way by spectroscopists.   
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In linear absorption, one may be interested in measuring the spectrum of the signal and 

therefore, the total field     tEtE sout

1  is Fourier transformed by a spectrometer. The detected 

intensity will be 

                                1
2

122
1 Re2 soutsoutsout EEEEEEI        (2.60) 

In general, one is interested in the absorbance        0log IIA    (or optical density), 

where     2

00  EI   is the transmitted intensity without the sample (the blank), such that 

the 

eq. (2.60) needs to be normalized, 

 
 
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0 
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I

I sout 
 .                                            (2.61) 

We will assume that the incident field is only slightly absorbed by the sample, such that we can 

set     0EEout   and therefore the signal is small compared to the incoming field 

(
      0

1 EEs  ). The absorbance is then given by 

 
      
  2

0

1Re2






E

EE
A sout .                                            (2.62) 

Since we have assumed the semi-impulsive limit for the temporal envelope of the incoming 

pulse, its Fourier transform implies that the incident field is constant in frequency. So we can 

consider  

            11 Im2Re2 PEA s  ,                                    (2.63) 

where we have used the relation between the signal and the induced polarization given by eq. 

(2.14). Evaluating eq. (2.63) we find, 
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The absorption spectrum is a Lorentzian curve whose the full-width at half maximum (FWHM) 

is given by the damping parameter 210 1 T , where T2 is the phase relaxation time. 

  

2.4.2 Pump and probe 

Perhaps the most widely used third-order nonlinear spectroscopy is the pump-and-probe 

technique (Fig. 2.8). In this setup, a strong pump beam prepares the system into a non-

equilibrium state while a second (weak) beam probes the time evolution of the non-equilibrium 

state through changes on the probe intensity or polarization. The results are, in  general,  easy to 

interpret.  Femtosecond  

 

Fig. 2.8 – Scheme of a pump-probe experiment. The signal and probe fields are collinear. 

 

transient absorption/stimulated emission [Sh86], pump and probe quantum beats [Jo97], 

birefrigence and dichroism [Ip75], and absorption anisotropy [Jo96] are third-order 

spectroscopies that belong to the class of pump and probe experiments. In this thesis, we are 

interested in femtosecond transient absorption. In this case, the probe and pump beam are 

ultrashort, the time delay between them can be controlled experimentally and the changes in the 

intensity (or the spectrum) of the probe due to the presence of the pump are monitored. Since in 

transient absorption the pump beam precedes the probe, the system interacts twice with the 

pump and once with the probe. The signal is radiated along the probe direction 

( probeprobepumppumpsig kkkkk   ) and, as in linear absorption spectroscopy, the 

detection is  heterodyne,  with the  probe  pulse  acting as the local  oscillator. All double-sided 

Feynman diagrams for the third-order response function contribute to signal (Fig. 2.9). In the 
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semi-impulsive limit the third order polarization is proportional to the third-order response 

function: 

      
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         (2.65) 

The first two pump interactions happen at the same time, hence the first time interval is null (τ1 

= 0) and the first two interactions drive the system into a population state. Therefore, 

femtosecond transient absorption measures population relaxation times.  

Since all four terms in eqs. (2.54) – (2.57) contribute to the radiated signal, it contains different 

 

Fig. 2.9 – Double-sided Feynman diagrams for a third order nonlinear pump and probe experiment. The 

first two interactions come from the pump beam. 

 

damping parameters ( 00  and 11 ), i.e. populations times, for the excited and ground state. If 

these times are different due to the presence of a third level for example, the signal profile will 

be multiexponencial. The time-integrated heterodyned signal is given by 

    



0

2
3' dttEtEI sprobe .                                                 (2.66) 

In general, the measured signal is the difference signal i.e., the signal with and without the 

presence of the pump beam: 
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where we have assumed that the intensity of the radiated signal is much weaker than the 

intensity of the probe beam (
     tEtE probes

3
).  The signal field has a π/2 phase shift with 

respect to the third-order polarization, and therefore, the detected signal in the pump-probe 

femtosecond differential absorption is given by: 

     



0

3Im dttPtEI probe .                                               (2.68) 

The third-order polarization contains a product involving two modula of the pump electric fields 

and one of the probe. Since there is another product involving modulus of electric field in the 

integrand of eq. (2.68), the measured pump-probe signal is linear with respect to the intensities 

of both pump and probe beams. 

Since the signal is heterodyne detected, the intensity measured contains factors of the type 

 2exp ii . The population lifetimes are extracted directly by fitting exponential curves and 

the multiple time constants in multiexponencial analysis correspond to different dynamics of 

population relaxation.  

 

2.4.3 Two-pulse photon echo 

Linear absorption spectroscopy measures the total absorption lineshape of an ensemble (fig 

2.10). However, information about the absorption linewidth of a single absorbing entity 

(homogeneously broadened), which can be, for example, an atom, molecule or nanoparticle, is 

lost when the entities in an ensemble have different static transition frequencies 

(inhomogeneous broadening). Pump and probe transient absorption experiments measure 

population relaxation times. However, the coherence relaxation, and hence the homogeneous 

linewidth hom , cannot be measured in this configuration. A beautiful time domain approach for 

measuring the dephasing times when inhomogeneous broadening is present are the photon echo 

experiments, in which the influence of inhomogeneous broadening can be completely 

eliminated. 

The configuration for the two-pulse photon echo technique [Be88] is depicted in fig. 2.11. For 
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Fig. 2.10 – Representation of a linear absorption spectrum of a inhomogeneously broadened ensemble.   

is the inhomogeneous linewidth whereas 10  is the homogeneous linewidth of an element of the 

ensemble. 

convenience, we will assume the semi-impulsive limit. Two pulses with wavevectors 1k  and 

2k , respectively, propagating along different directions are crossed in the sample. The temporal 

delay between them can be experimentally controlled. The background-free signal in the phase-

matched direction 123 2 kkk   will be detected directly (homodyne detection). In that 

direction, only the rephasing diagrams R3 and R4 contribute to the signal. The last two 

interactions are due to the 2k  pulse and, as we are assuming the semi-impulsive limit, the last 

two interactions happen at the same time. Thus the R3 and R4 contributions, that evolve in 

different population states between the last two interactions, contribute equally to the nonlinear 

response (Fig. 2.12). We shall assume that the pulses are degenerate, i.e., they have the same 

carrier frequency (   21 ).  

 

Fig. 2.11 – Scheme of the two-pulse photon echo technique. The signal is emitted along the 

123 2 kkk   direction. 
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Fig. 2.12 – Double-sided Feynman diagrams for the two-pulse photon echo technique. 

 

For an inhomogeneously broadened system, the nonlinear response function must be averaged 

over the inhomogeneous distribution 

   3

0

1010103 SgdS    ,                                            (2.69) 

where  0

10  is the center frequency of the transition and 
  0

1010  g  is the inhomogeneous  

lineshape. Assuming a Gaussian function for the inhomogenous lineshape, we have 
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Since a convolution in the frequency domain is a product in the time domain and taking the 

Fourier transform of (eq. 2.70), where the time variable is  13    as it appears multiplying the 

transition frequency 10  in eq. (2.56), the macroscopic polarization along 122 kk   is, in the 

semi-impulsive limit, given by 
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 iP .        (2.71) 

For an extremely inhomogeneously broadened distribution ( 10 ), the factor 

    13

2

13

2 ~2exp   , and the polarization is sharply peaked at 13   . The 

situation is depicted in fig. 2.13. The first pulse creates a coherence between excited and ground 

state. During time τ1, the excited dipoles within the inhomogeneous distribution oscillate with 
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different frequencies and phases depending on the detuning with respect to 
 0

10 . The induced 

macroscopic polarization is being lost due to dephasing of the excited dipoles and damped due 

to the homogeneous broadening. The second pulse drives the system into a population state (can 

be either excited or ground state) from where it is sent back again in a coherence state, due to 

the instantaneous action of the third field (pulse), now in a conjugated coherence with respect to 

the   

 

Fig. 2.13 – Pulse sequence in two-pulse photon echo. At τ3 = τ1, the inhomogeneously broadened dipoles 

rephase and an echo signal is emitted. 

 

first excitation. Hence the phase of oscillation of the inhomogenous distribution is reversed with 

respect to the first evolution period. At τ3 = τ1, the oscillating dipoles rephase again and the 

system recovers its macroscopic polarization, emitting coherently an echo field along the 

122 kk   direction. 

The detected signal will be 

           10
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33 4expexp,  


dPdI ,      (2.72) 

where 1   is the control parameter of the experiment i.e., the interval between pulses 1k  and 

2k . In the inhomogeneously broadening limit, the signal profile decays with time constant equal 

to 104 . 

If the system is homogeneously broadened, Δ = 0 and the integrated detected signal will be 
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The signal profile decays with twice the homogeneous width in the homogeneous broadening 

limit. In both cases, the inhomogeneous broadening is removed and one obtains the 

homogeneous linewidth. 

In the intermediate case, both homogeneous and inhomogeneous broadening factors in eq. 

(2.71) contribute to the signal. The integrated signal will be 
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where the complementary error function erfc is defined as 

     



0

2exp1erf1erfc dxxxx .                                 (2.75) 

The graphic representation of eq. (2.74) is shown in fig. 2.14 varying 10  for a fixed 1 . 

The maximum of the signal is shifted by τ* with respect to τ = 0 when inhomogeneous 

broadening starts to contribute to the spectrum, and the peak shift is an indicative of the 

transition from homogeneous to inhomogeneous broadening. In fact, when the system is 

extremely inhomogeneously broadened, the signal is always shifted. However, the tail of the 

signal decays according to eq. (2.72). The peak shift results from a competition between 

homogeneous damping and inhomogeneous rephasing. 

 

2.4.4 Three-pulse photon echo 

In two-pulse photon echo, the population time τ2 is null, since the last two interactions happen at 

the same time. The population time can be controlled in three-pulse photon echo [We85], whose 

scheme is represented in Fig. 2.15. Three pulses, 1k , 2k  and 3k , propagating along different 

directions, are crossed at the sample. The temporal delay (τ) between 1k  and 2k , as well as the 

delay (T) between 2k  and 3k  can be experimentally controlled. Two-pulse photon echo is a 

particular case of three-pulse photon echo when 32 kk   and T = 0. The double-sided Feynman 

diagrams for three-pulse photon echo are represented in Fig. 2.16. The signal is emitted in the  
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Fig. 2.14 – Plot of the peak shift of the two-pulse photon echo signal profile for various values of the 

homogeneous linewidth 10 . The peak shift represents a transition from homogeneous to inhomogenous 

broadening. 

phase-matched direction 1234 kkkk  .  Likewise, the signal emitted in the 

3215 kkkk   direction can be detected. At this moment, our focus is on the 4k  signal in 

the semi-impulsive limit. Since the 3k  pulse is the last interaction, exchanging the order of 

interaction between pulses 1k  and 2k  allows the nonrephasing diagrams to contribute to the 

signal in the 4k  direction. In the diagrams R3 and R4, the first pulse 1k  creates a coherence 

between excited and ground state. The second pulse 2k , delayed by τ with respect to 1k , drives 

the system into either ground or excited state where it can remain during the population time T, 

when the third pulse 3k  sends the system back into a coherence state, with reversed phase with 

respect to first interaction. For diagrams R1 and R2, the analysis is the same as above except by 

the order of the first two interactions. 

 

Fig. 2.15 – Representation of the three-pulse photon echo technique. The signal is launched along the 

1234 kkkk  phase-matched direction. 
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An inhomogeneously broadened system tends to rephase after the third interaction. However, in 

addition to homogenous dephasing, the system can lose its ability of rephasing due to spectral 

diffusion, i.e. when the transition frequencies of the dipoles can migrate to other values within 

the inhomogeneous distribution. This happens  because  the  inhomogeneous  environment  is  

not 

 

Fig. 2.16 – Double-sided Feynman diagrams of the three-pulse photon echo. 

 

necessarily static, as the case of solvent reorganization, for example. As the system loses the 

rephasing capability, the peak shift τ* tends to zero when increasing the population time T (see 

for example fig. 2.17, reproduced from [Fe03]). The population time for which the system loses 

its rephasing capability is then connected to the spectral diffusion characteristic time T3. It is 

important to mention that population decay during the population time may decrease the signal 

intensity. In this case, when investigating spectral diffusion, the condition T3 << T1 must be 

satisfied. 

In the pioneering work of Weiner et al. [We85], the case of non-impulsive excitation has been 

treated assuming the temporal envelope of the pulses as Gaussian functions with pulsewidth τp. 

It is very useful to describe this case here, since the results are quite similar to the technique we 

have employed in chapter 3 using incoherent pulses. Now, the strict temporal ordering of the 

interactions is no longer valid and the nonlinear polarization is not directly proportional to the 

response function. Thus, one has to deal with eq. (2.42) to calculate the third-order nonlinear 

polarization. The electric fields in that equation are a superposition of the incoming pulses with 

their respective time delays: 

             ,.expexpexp),( 332211 cciTteaiteaiteatrE  rkrkrk          

(2.76) 
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Fig. 2.17 – Three-pulse photon echo peak shift measurement of vibrational echoes in water (HOD) 

(Partially reproduced from Ref. [Fe03]). 

 

where the pulses are considered to be derived from the same beam through the use of beam 

splitters. The  te  factors are the complex electric field envelope functions and the coefficients 

ai allow the possibility of different intensities of the three pulses. For simplicity, we will assume 

that the third pulse delay T is much greater than the delay τ between the first and second pulses.  

If the system is homogeneously broadened, all four diagrams contribute to the signal and its 

intensity profile is symmetric in τ. Fig. 2.18 shows the calculated signal in the 4k  direction 

(reproduced from [We85]) for various values of the normalized dephasing time pT 2 . The 

signal for 02 pT   reflects the pulse autocorrelation        dttetetf   and the 

dephasing time is extracted if the pulse autocorrelation is known. 

For the case of extreme inhomogeneously broadening, only the rephasing diagrams R3 and R4 

from fig. 2.16 contribute to the signal, since the non-rephasing diagrams R1 and R2 do not 

generate an echo field. This implies time-ordering: The system interacts first with 1k  and then 

with 2k . The signal is no longer symmetric  in τ. Fig 2.19  shows the calculated  signal  profile  

for  different normalized coherence times assuming a Gaussian lineshape for inhomogeneous 

broadening. The signal is peaked at τ* > 0 and is not null for τ < 0. This can be discerned as 

follows (fig. 2.20): the action of field 1k  must precede that of 2k . For τ < 0 (fig 2.20a-c), the 

signal starts to be emitted only when there is a partial overlap between the pulses (fig 2.20b-c), 

since in this case, part of the 1k  beam may excite the system first than part the 2k  pulse. At τ = 

0 the pulses are completely overlapped; however the 2k  pulse may excite the system first and,  
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Fig. 2.18 – Profile of the signal generated in three-pulse photon echo for a homogeneously broadened 

ensemble (reproduced from [We85]). 

 

when this happens, an echo is not emitted. For τ > 0 (fig 2.20d-e), there is a competition 

between signal enhancement, due to the fulfillment of the temporal ordering condition, and 

homogeneous damping of the polarization during the coherence evolution. Hence the signal is 

peaked at τ* > 0 and the peak shift is a measurement of the contribution of homogeneous 

dephasing. 

  

 

Fig. 2.19 – Profile of the signal generated in three-pulse photon echo of an inhomogeneously broadened 

ensemble (reproduced from [We85]). 
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Fig. 2.20 – Pulse sequence of the three-pulse photon echo when the pulses can overlap in time. 

The signal in the  3215 kkkk   direction can also be detected. In this case, the action of 

the 1k  and 2k  pulses is reversed in time compared to the 4k  signal, and the signal profile in the 

5k  direction is identical to the 4k  signal profile with   . Therefore, acquiring both 4k  

and 5k  signals and measuring the peak shift τs between them, allows determining T2 as shown 

in Fig. 2.21. When the normalized peak shift 3.0ps  , the coherence time is equal to the 

peak shift τs. 

 

Fig. 2.21 – Calculated peak separation between the 4k  and 5k  pulses in three-pulse photon echo as a 

function of the dephasing time (reproduced from [We85]). 
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2.4.5 Spectral hole-burning 

Photon echoes is a versatile time-domain technique that allows eliminating inhomogeneous 

broadening. By carefully controlling the temporal ordering of the incoming pulses, the analysis 

of the third-order nonlinear signals is somewhat simplified, separating the time scales of the 

contributions of homogeneous and inhomogeneous broadening and spectral diffusion. However, 

since the beams are broadband, photon echoes do not offer spectral resolution. Selective 

elimination of inhomogeneous broadening can be achieved in the frequency domain by the 

spectral hole burning technique [Vö89]. The scheme of a classical spectral hole burning 

experiment (Fig. 2.22) is as follows. A strong narrowband, and hence long, pump beam with 

frequency L  selective excites a class of homogeneously broadened chromophores, with 

resonance frequency equal to L , within the inhomogeneous distribution. A second tunable 

weak narrowband probe beam sweeps the whole inhomogeneous distribution of the  ensemble. 

Since  the  strong  pump  beam can  saturate  the  

 

Fig. 2-22 – Representation of the spectral hole burning technique. The inhomogeneously broadened 

system a) is irradiated by a strong pump pulse in b). The laser saturates the probe absorption near the laser 

frequency L . 

absorption close to L , a hole is burned in that part of the spectrum. The width of the hole-

burning dip is related to the homogeneous linewidth hom  and, therefore, to the coherence time 

via the relation 

hom

2

2





T                                                             (2.77) 

The analysis of the hole width and its connection to hom  may require modeling and previous 

knowledge about the optical properties of the probed chromophores. That class of excited 
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chomophores can absorb in another frequency, which can lie within or outside the 

inhomogeneous distribution. The excited subensemble can recover to its initial resonance 

frequency after some relatively short time (up to millisecond) after the pump beam is turned off. 

When this happens the technique is referred as transient hole burning. However the excitation 

can last longer (typically from seconds to minutes) or the subensemble can undergo a permanent 

modification. In this case, the technique is called persistent spectral hole burning (PSHB). In 

chapter 4, we will use PSHB to measure the dephasing time of localized surface plasmon 

resonance in colloidal silver nanoparticles. 

The scheme of the hole burning technique is similar to the pump and probe using temporally 

long pulses. The connection of the hole burning technique with the nonlinear response function 

[Mu95] is unnecessary for the interpretation of most of the experiments and will not be made 

here.  

 

 

2.5 Conclusions 

In this chapter, we developed the formalism of the nonlinear response function for the 

interpretation of coherent nonlinear optical techniques. We have presented a class of nonlinear 

optical techniques related to the experiments performed in this thesis. Emphasis was given to 

the microscopic origin of the signal generated in four-wave mixing spectroscopies. The 

diagrammatic approach presented is very useful to that purpose because it tracks the evolution 

of the density operator that gives rise to the signal generated. The femtosecond transient 

absorption pump and probe technique allows us to extract population lifetimes, while in photon 

echoes and spectral hole burning we can measure the coherence times. The next chapters will be 

devoted to the microscopic interpretation of these parameters in a variety of nanoscale systems. 
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3. Ultrafast Exciton Dynamics in Glass-Ceramic Containing NaNbO3 

Nanocrystals 

 

 

This chapter presents results of ultrafast dephasing dynamics of excitons in NaNbO3 

nanocrystals, embedded in a silica-niobia glass, investigated by degenerate four-wave mixing 

(DFWM) with incoherent light. The results are complemented by low-temperature 

luminescence experiments in order to understand the role of trap states to the optical properties 

of this composite. The chapter begins discussing in details the DFWM technique using 

spectrally broad and temporally long pulses. In this part, we make use of the quantum-

mechanical formalism developed in chapter 2 for the nonlinear optical polarization. In spite of 

the long pulse duration, the stochastic nature of incoherent pulses allows to investigate 

dynamical processes in a time scale on the order of the noisy light correlation time, which is 

much shorter than the pulse duration. The incoherent version of the technique is compared to the 

results presented in chapter 2 using femtosecond pulses. After that, a brief review of the results 

already found in the literature for the nonlinear optical properties of this composite is made. 

Finally we present original results of this thesis and discuss them with basis on the theory 

presented earlier and the general optical properties of solids.   

 

3.1 Coherent Spectroscopy with Incoherent Light 

 

3.1.1 Historical 

In the 1980’s, it was reported that broadband incoherent light could be used to achieve 

femtosecond temporal resolution regardless of the the pulse duration. The parameter that 

determines the temporal resolution is the pulse correlation time τc, which is inversely 

proportional to the pulse bandwidth. At that time, developing ultrafast lasers was a challenging 

task and that discovery motivated a rapid advance in the field of ultrafast spectroscopy with 

incoherent light. If the linear interferograms of incoherent pulses behave similarly to 

femtosecond pulses, i.e. show a high interferometric contrast for time delays smaller than the 

correlation time, it is natural to expect that they can behave like short pulses in time-resolved 

nonlinear spectroscopies. The initial experiments were made mostly by several Japanese groups. 
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In [As84], Asaka et al. performed a two-pulse photon echo-like experiment in Nd
3+

-doped 

silicate glass using two different incoherent light sources, an imperfectly mode-locked dye-laser 

and a broadband CW dye laser, for which they could obtain subpicosecond resolution in the 

photon echoes decay profile: 0.22 ps and 0.70 ps for the imperfectly mode-locked and the CW 

laser, respectively. In [Mo84], Morita and Yajima developed the theoretical basis for nonlinear 

time-resolved spectroscopy with broadband long pulses. Using the same semiclassical approach 

presented in chapter 2 for the nonlinear polarization, they derived the expression for the signals 

in a two-pulse photon echo-like experiment. The signal field generated in this kind of 

experiments carries the same statistical properties of the input fields. Since the signal is 

stochastic, a statistical average of the signal must be performed under homodyne detection with 

slow detectors. They considered the incoherent light as a stationary complex Gaussian random 

process and performed the calculation assuming delta functions for the autocorrelation between 

the pulses. We will discuss in more details these results in the next subsection. 

Incoherent light also have been applied in other time-resolved techniques, such as coherent 

Stokes (CSRS) and anti-Stokes Raman (CARS) scattering [Ha87], Kerr relaxation [Ku87], 

pump-probe for population relaxation [To86] and forced-light scattering [Ku94] among others. 

For almost every femtosecond technique, there is a noisy light counterpart.  

One interesting aspect of incoherent light is that, contrary to coherent ultrashort pulses, the 

phase relationship between different spectral components of the noisy pulse is a random 

function. One of the consequences of this fact is that high spectral resolution of transition 

frequencies can be obtained in coherent spectroscopies with noisy light, since the different 

frequencies are in principle uncorrelated and each transition frequency can be probed 

independently, rather than coherently as for coherent broadband pulses. CARS with incoherent 

pulses generally employ one narrowband and two noisy beams with monochromatic detection. 

The spectral resolution of the Raman frequencies is limited by the bandwidths of the 

narrowband beam and the spectral filter of the monochromator. Spectral resolution up to 0.5 cm
-

1
 in this scheme can be achieved [Mi96]. On the other hand, CARS with femtosecond 

broadband pulses is limited, in principle, by the bandwidth of the pulses (typically ca. 150 cm
-1

 

for a 100 fs laser pulse in the near-infrared), giving rise to a large undesirable nonresonant 

background in CARS microscopy, for example. Several different schemes have been proposed 

using pulse shaping techniques to improve this spectral resolution [Or02] [Du02] [Po08] [Xu08] 

and this is indeed a hot topic of research. 

Coherent control of nonlinear processes also can be achieved with incoherent light. Dayan et al. 

[Da04] performed a coherent control experiment of two-photon absorption (TPA) in Rb vapor 

using, as incoherent light source, the broadband light generated (both signal and idler) in an 
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optical parametric oscillator (OPO)  by down-conversion of a narrowband nanosecond pulse. 

The signal and idler beams, which are correlated, were mixed in the Rb vapor cell and the up-

converted light emitted by the Rb vapor was detected. The spectral phase of the signal beam 

could be controlled, using a spatial light modulator, as well its temporal delay relative to the 

idler beam. The results obtained were similar to what is expected using femtosecond pulses 

having the same bandwidth. Later, Ferraz et al. [Fe05] performed coherent control of four-wave 

mixing in a Rb cell vapor using a broadband dye laser as incoherent light source and a 

narrowband beam. The dye laser beam was split in a Michelson interferometer and the splitted 

beams were mixed in the cell. The narrowband beam was used to stimulate the emission of the 

population excited by the noisy beams. By controlling the relative polarization between the dye 

laser beams, it was possible to select the quantum pathways that generate the signal and 

suppress the optical interferences, leaving only quantum interferences. 

In the following section, we will discuss in more detail the aspects of the degenerate four-wave 

mixing with incoherent light technique and compare with the ultrashort pulse version of the 

technique. 

 

3.1.2 Degenerate four-wave mixing with incoherent light 

In this section, we will develop analytic results for degenerate four-wave mixing with 

incoherent light (DFWMIL) in the self-diffraction configuration for a two-level system. The 

scheme of this technique is similar to the two pulse photon-echo; however, we will use another 

name for the noisy version to avoid further misunderstanding in the microscopic origin of the 

signals, which differ one from another. The section will partially follow the lines discussed in 

details in refs. [Mo84] and [Ko88] and use the results developed in chapter 2. 

In DFWMIL, a laser beam with center frequency ω generated by an incoherent light source is 

split into two twin beams with wavevectors 1k  and 2k . The 2k  beam is delayed by τ with 

respect to the 1k  beam. We assume τ > 0 when 1k  precedes 2k . The degenerate beams are 

crossed in the sample of interest and the phase-matched signals in the directions 123 2 kkk   

and 214 2 kkk   are detected. Our focus now is on the 3k  signal, since the results for 4k  are 

the obtained making   . The total electric field in the sample is given by 

             ..exp
~

exp
~

, 21 ccititEititEtE  rkrkr  .              (3.1) 
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Now the semi-impulsive limit cannot be assumed, because nanosecond pulses are typically used 

in this technique. The double-sided Feynman diagrams that survive under RWA approximation 

for the signal in the 3k  direction are shown in Fig. 3.1. 

  Fig. 3.1 – Double-sided Feynman diagrams for the DFWMIL technique. 

 

The macroscopic polarization induced by the noisy beams, which is responsible for the signal 

generated in the four-wave mixing, can be found through the perturbative expansion for the 

density operator. For the 3k  direction, it is given by [Ko88] 

          
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 (3.2) 

where T1 and T2 are the population relaxation and dephasing times respectively, 

and
  0

1010  g  is the inhomogeneous lineshape. The signal intensity is given by 

   



0

2
, tPdtI ,                                                            (3.3) 

where  denotes statistical average. This is another aspect of the difference between the 

techniques that employ coherent or incoherent light. Since the polarization is a stochastic 

function when the incoming fields are noisy, it needs to be stochastically averaged.  To evaluate 

(3.3), it is necessary to make the product of the polarization  ,tP  in Eq. (3.2) with its 

complex conjugate 
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(3.4) 

The intensity of the signal is the stochastic average of the product of complex conjugated 

polarizations evolving into two distinct timelines (t and s). This product contains the sum of 

four terms involving the stochastic average of the product of six electric fields, namely: 

1)              

123123

~~~~~~
sEsEsEtEtEtE                                                               

`(3.5a) 

2)            123123

~~~~~~
sEsEsEtEtEtE                                                                  (3.5b) 

3)              

123123

~~~~~~
sEsEsEtEtEtE                                                               (3.5c) 

4)            123123

~~~~~~
sEsEsEtEtEtE                                                                  (3.5d) 

To evaluate the expression, it is necessary that we assume certain characteristics of the 

stochastic fields. The electric fields can be broken into the product of two terms: 

     tpttE 
~

,                                                             (3.6) 

where  t , the temporal envelope of the long pulse, is a slowly varying function 

(deterministic) and  tp  is a complex random function. Assuming that the field of incoherent 

light is a superposition of random independent fields, the Central Limit Theorem assures that 

the sum of these random fields (variables) is a random variable which obeys a complex 

Gaussian statistics, for which [Ma95] [Me01] 

      Gtptp 
,                                                      (3.7a) 

        0   tptptptp ,                                           (3.7b)  

    0  tptp ,                                                   (3.7.c) 
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where  G  is the autocorrelation function of the stochastic fields assuming a stationary 

process. Equations (3.5a)-(3.5d) represent the sixth-order moment of the random process  tp . 

An nth-order moment of a complex Gaussian stochastic process can be factorized into n 

products of second-order momenta. Hence, the four terms in eqs. (3.5a)-(3.5d) give rise to 24 

terms each of which is the product of three two-point correlation functions. It is instructive to 

perform this operation for eq. (3.5a): 

             
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                                                 (3.8) 

Since for a stationary process, the autocorrelation function depends only on time intervals, the 

factors      

11 tpsp  are independent of the delay time τ. 

The analytic expression of the total signal is rather cumbersome and will not be presented here 

(see [Mo84] for the total expression); only the calculated intensity profile will be. In [Mo84], 

the authors assumed a delta correlation function for both homogeneous and extremely 

inhomogeneous broadening case. Figure 3.2 shows the typical intensity profiles for the two 

cases and compares with the results of two-pulse photon echo with coherent femtosecond 

pulses. In both cases the signal profile reflects the influence of the dephasing rate 1/T2. Three 

main conclusions emerge from the comparison of the profiles: 

1) The signal profiles are not necessarily exponential curves. For a homogeneously broadened 

system, the decay of the signal can be approximated by an exponential function with a decay 

rate equal to 22 vT , where v is a parameter that depends on the ratio between T2 and T1. For an 

extremely inhomogeneously broadened system, the signal decays approximately exponentially 

at a rate equal to 24 vT ; 
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Fig. 3.2 – Typical signal profiles for the DFWMIL technique assuming delta functions for the 

autocorrelation of the noisy light (data taken from [Mo84]). 

 

2) For homogeneous broadening, the signal increases exponentially with the delay at negative 

delays τ < 0;    

3) There is a constant background in both cases. This is the contribution of the τ-independent 

terms when breaking up the sixth-order moment into a sum of products of second-order 

moment. 

The authors considered the incoherent light as a train of uncorrelated random pulses and 

therefore, the signal in DFWMIL is an accumulation of individual signals generated by multiple 

combinations of three of these pulses i.e., the total signal is an accumulation of multiple three-

pulse photon echo signals. 

When the autocorrelation function of the stochastic processes is finite, and assuming that the 

population lifetime is much larger than the dephasing time and the correlation time of the light 

(τc), the integrated intensity of the signal in the 123 2 kkk   direction is given, for an 

extremely inhomogeneous broadened system, by [Ko88] (see appendix A) 

       
 


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GGGddI


 .             (3.9) 

This result is exactly the expression for three-pulse photon echo with coherent femtosecond 

pulses, analyzed in detail in chapter 2. When the dephasing time is very short compared to the 

correlation time of the light, the signal does not have a pronounced tail. For T2  long compared 
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to τc, the signal decays exponentially at a rate 24 T . The signal in the 123 2 kkk   direction 

(fig. 2.19) is peaked at τ > 0. Likewise, the 214 2 kkk   signal, which is found by making 

  , is peaked in the opposite direction. The separation between their peaks τs furnishes 

the value of T2 (Fig. 2.21). If T2 is short compared to τc, the separation between the peaks is 

equal to the dephasing time. As in three-pulse photon echo, DFWMIL allows measurement of 

dephasing times shorter than the correlation time of the light. 

In fact, inhomogeneous broadening in real systems is always finite. Therefore, the value of the 

dephasing time estimated by the peak separation may be a lower bound to its real value:  if 

inhomogeneous and homogeneous broadening are comparable, the two mechanisms cannot be 

completely distinguished and the peak separation tends to decrease, approaching to zero in the 

homogeneous limit. The dependence of the ratio (peak separation)/(dephasing time) with the 

ratio homogenous/inhomogeneous linewidth can be calculated in the region where the peak 

separation is equal to the dephasing time assuming a Gaussian function for the inhomogeneous 

lineshape distribution (eq. 2.70). Then we have [Ko88] 

        
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


,                          (3.10) 

where  21 Tu  is the ratio between homogeneous and inhomogeneous linewidth. Equation 

(3.10) is depicted in fig. 3.3. 

 

 

Fig. 3.3 – Relationship between the ratio peak separation/dephasing time and the ratio 

homogeneous/inhomogeneous broadening (u) for the linear region in Fig. 2.21 (data taken from Ref. 

[Ko88]). 



61 

 

 

It is instructive now further comparison between the techniques which employ ultrashort 

coherent pulses with those which employ noisy light.  One important advantage of using 

incoherent light techniques is that the autocorrelation traces of incoherent light are not 

broadened when the beams travel through compensated paths that contain dispersive media such 

as lenses [Go89]. On the other hand, femtosecond pulses are easily dispersed and care has to be 

taken to avoid using long-path optical components (for example, beam-splitters, lenses, half and 

quarter waveplates) in an experiment. In the ultraviolet, as the case of the experiment in this 

chapter, this is critical since the dispersion of the refractive index increases with the frequency. 

Another advantage, perhaps the principal, is the fact that incoherent light can be employed to 

study ultrafast processes and yet achieve a high spectral resolution. This can be discerned with 

basis on the Wiener-Khinchin theorem [Ma95], which states that the autocorrelation function of 

a random variable p is the Fourier transform of its spectral density  qJ : 

         




   iqqdqJppG exp0 .                                  (3.11) 

Expressing the correlation function in the frequency space, we have: 
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where in the third step we defined a new variable tt  . Equation (3.12) states that a given 

frequency in the noisy light spectrum is infinitely correlated with itself and has no correlation 

with the others. This is why incoherent light is regarded sometimes to be color-locked [Ul03] 

[Ta05]. According to this point of view, incoherent light can be considered to be an incoherent 

superposition of coherent monochromatic beams. Therefore, incoherent light can achieve the 

spectral resolution of monochromatic beams and the temporal resolution of femtosecond pulses. 

This is particularly useful in coherent Raman spectroscopies as discussed earlier in this chapter.    

One of the main disadvantages of incoherent light are possible accumulative thermal effects 

when long pulses are used because more energy is deposited in the sample compared to 

femtosecond pulses of the same intensity. In DFWMIL, the thermal grating can be avoided by 
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using perpendicular polarizations. However, in some cases, this can not be avoided. 

Furthermore, other accumulative effects may arise due to the long pulse duration. In [Ko99], the 

authors reported light-induced inhomogeneous broadening in DFWMIL in an ethanol solution 

of rhodamine. When increasing the beam intensities, a set of vibronic levels of the excited states 

become populated, increasing the separation between the peaks of the self-diffracted 3k and 4k  

beams. To avoid these accumulative effects, generation of ultrashort incoherent pulses would be 

helpful. One interesting approach for the generation of ultrashort noisy pulses was given in 

[Xu08] (for application in CARS). The authors generated femtosecond noisy pulses by 

positioning a spatial light modulator in the Fourier plane of a 4f system and applying a random 

phase shift between the previously phase-locked spectral components of the pulse. 

Another disadvantage of coherent spectroscopy with noisy light is the constant signal 

background present in most of the techniques, which reduces the signal-to-noise ratio. 

The analysis of the results of noisy light nonlinear spectroscopies requires more sophisticated 

modeling compared to ultrashort pulses. The stochastic average of the integrated signal 

increases the number of terms of the nonlinear polarization in such a way that in some cases the 

calculations are impractical. A very important advance in the interpretation of noisy light was 

achieved by Dugan and Albrecht [Du91] and later by Ulness [Ul97].  In [Du91] the authors, in a 

fully quantum-mechanical formalism for coherent nonlinear spectroscopy, introduced the 

bichromophoric model, which states that the homodyne detected signal is the sum of 

contributions of signals generated by at least two-spatially distinct chomophores evolving into 

distinct timelines.  This can be discerned as follows. The signal generated by the sample is the 

sum of the fields emitted by several distinct chomophores. When homodyne detected, it is 

necessary to multiply the signal field by its complex conjugated. Therefore the integrated signal 

is dominated by a sum of cross-terms which are contributions of two distinct chromophores in 

conjugated actions of the field. Later in [Ul96], a set of diagrams based on the bichromophoric 

model, called factorized time correlation (FTC) diagrams, were introduced to rationalize the 

terms involved in the statistical average of the signal at the intensity level. For each term (see 

eq. 3.6) that contains products of second-order correlation functions, it is possible to construct a 

FTC diagram that represents conjugated action of the incoming field in the two-chromophores 

in distinct timelines (t and s in Eq. 3.6). Also, the analytic results can be extracted from these 

diagrams. The bichromophoric model is general for other spectroscopies using coherent 

ultrashort pulses. However, in this case, the double-sided Feynman diagrams are sufficient to 

describe the nonlinear polarization.   

3.2 Luminescence and Excitonic Dephasing in a Glass-ceramics Containing 

Sodium Niobate Nanocrystals  



63 

 

 

 

3.2.1 Introduction 

After discussing in some detail the technique employed to study optical dephasing in NaNbO3 

nanocrystals, we now discuss the optical properties of a glass-ceramics embedding these 

nanocrystals. 

Glass-ceramics (GCs) are glasses containing crystals with nano/micrometric dimensions and are 

prepared through controlled crystallization of a starting glass [Mc79]. They have many 

applications as thermal and mechanically stable devices, bioactive and photonic materials 

[Za10]. In particular, the photonic applications and prospects of GCs include displays, optical 

waveguides/fibers, up-conversion and amplification devices, photothermal refractive materials 

and color filters [Be99] [Al10a] [Sa02]. 

Glass-ceramics share the physical properties of glasses and ceramics. However, they may 

present entirely new physical properties compared to the glasses or ceramics which constitute 

the GCs. They can, for example, depending on the size of the nanocrystals, exhibit quantum 

confinement effects [Pr04]. This allows flexibility in the tunability of the optical band-gap and 

this capability is employed in color filters, for example. Furthermore, the mismatch between the 

dielectric constants of the nanocrystals and the host can enhance linear and nonlinear optical 

properties of the GCs due to increased electromagnetic field inside and at the vicinities of the 

nanocrystals.  

When designing GCs for photonic applications, care must be taken to avoid undesirable light 

scattering due to the refractive index mismatch among the crystals and the host. To achieve that, 

the dimensions of the nanocrystallites must be smaller than the light wavelength [Ti00].  

Glass-ceramics containing ferroelectric nanocrystals of the ABO3 group (for example, LiNbO3, 

BaTiO3 and NaNbO3) are attractive materials because these crystals are widely used in 

electro/nonlinear optical applications [Li01a]. The nonlinear optical properties of GCs 

containing sodium niobate (NaNbO3) nanocrystals (GC-SNN) have been investigated recently 

aiming to applications in all-optical switching and optical limiting. In [Fa04], the authors 

investigated the nonlinear optical response of GC-SNN at visible and near infrared in the 

picosecond and femtosecond regime. They found that the crystalline phase enhances the 

modulus of its nonlinear refractive index n2 and its two-photon absorption (TPA) coefficient α2. 

The optical Kerr relaxation at 800 nm was also investigated and a temporal response limited to 

the pulse duration (100 fs) was revealed, indicating that the contribution to the optical 
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nonlinearity is essentially nonresonant. Figures-of-merit were calculated and indicated that the 

material is suitable for all-optical switching applications. 

The optical limiting behavior of the GC-SNN was probed by nanosecond pulses in the visible 

and near infrared [Ol07]. The nonlinear absorption behavior in the nanosecond regime is 

different from the picosecond regime investigated earlier [Fa04]. This discrepancy was 

explained by contribution of excited state absorption (ESA) to the nonlinear absorption. A 

theoretical model including ESA besides TPA was applied to the nonlinear absorption data to 

extract the values of ESA cross-sections. 

In this thesis, we have investigated the contribution of states with energies smaller than the 

band-gap of the material to the linear/nonlinear optical properties of the GC-SNN. The 

techniques we employed were low-temperature photoluminescence and DFWMIL. 

 

3.2.2 Experimental details 

The samples were prepared by Prof. Andrey Lipovskii’s group of the St. Petersburg State 

Polytechnical University, St. Petersburg, Russia. A detailed description of the synthesis is given 

in [Li03b]. The glass with molar % composition of 35SiO2-31Nb2O5-19Na2O-11K2O-2CdO-

2B2O3 was annealed at 610ºC during different time intervals. The nucleation of NaNbO3 

nanocrystals was confirmed by X-ray diffraction (XRD), as shown by the X-ray diffractograms 

in Fig. 3.4 for samples heat-treated during 2 h and 206 h. The filling fraction f i.e., the 

volumetric fraction of the crystalline phase, increases during the annealing process. However, 

after 69 h, a saturation of f is observed. The size of the nanocrystals is independent of the 

annealing time as confirmed previously by small angle X-ray scattering [Zh04]. The presence of 

NaNbO3 nanocrystals was also verified by transmission electron microscopy (TEM) as shown in 

Fig. 3.5 along with the histogram of the size distribution of the nanocrystals. Their average size, 

found by fitting a log-normal curve to the histogram, is ≈ 12 nm.  

The photoluminescence (PL) experiments were performed in samples heat-treated for 2 h (f = 

0.00) 
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Fig. 3.4 – X-ray diffractogram of the GC-SNN with f = 0 (bottom curve) and f = 0.37 (upper curve). The 

asterisks indicate the peaks corresponding to quasicubic crystalline NaNbO3. 

and 206 h (f = 0.37). These two samples were chosen to distinguish among the optical properties 

of the bare glass i.e., sample annealed during 2 h, with those of the nanocrystals. The excitation 

source was the third-harmonic (λ = 355 nm) of a Nd-YAG laser (Continuum, Surelite II) 

operating at 5 Hz and with 5 ns of pulse duration generated by mixing the fundamental radiation 

(1064 nm) with its second harmonic (532 nm) in a KDP nonlinear crystal. The samples were 

mounted in a closed-cycle helium cryostat and the temperature could be varied from room 

temperature down to 17 K. The laser beam was focused in the samples with intensity ≈ 50 

MW/cm
2
.   The luminescence, collected 

 

Fig. 3.5 – Representative size distribution of the NaNbO3 nanocrystals in the glass-ceramic. Inset: Dark-

field TEM image of the sample with f = 0.37.  
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perpendicular to the excitation, was analyzed by a 0.25 m (SPEX Minimate) spectrometer 

(spectral resolution: 25 Å) attached to a 1P28A photomultipler (PMT). 

The PL signals were integrated by a boxcar and processed by a personal computer which, in 

turn, controlled the spectrometer through a stepper motor connected to its parallel port. A 

Tektronix TDS1012 oscilloscope was used to acquire the decay kinetics of the PL. To improve 

the oscilloscope temporal resolution, a potentiometer, with resistance varying from 10 kΩ down 

to 50 Ω, was connected in parallel to the oscilloscope channel.   

To measure the dephasing time of excitons in the GC-SNN, we used the DFWMIL technique 

described in details in the preceding section. Figure 3.6 shows a schematic representation of the 

experimental apparatus. The sample chosen was the one heat-treated for 206 h because it has the 

highest nonlinear susceptibility [Fa04]. As incoherent excitation source, we used a home-made 

dye laser (BBQ dye, concentration 2x10
-3

 M in a 1:1 toluene/ethanol solution) operating in the 

broadband mode i.e., without intracavity dispersive elements (such as diffraction gratings or 

prisms), transversally pumped by the third-harmonic (355 nm, 5 ns, 2 Hz) of the same Nd:YAG 

laser used in the PL experiments. The dye solution was continuously refluxed by a magnetic 

stirrer and the repetition rate of the laser was decreased to 2 Hz in order to avoid thermal 

degradation of the dye, since toluene slightly absorbs in 355 nm. Operating in this mode, 

amplified spontaneous emission (ASE) is generated and the light can be regarded as a complex 

Gaussian stochastic stationary process [Me01]. The laser radiation (ASE) was further amplified 

in two stages using dye solutions of the same concentration as the oscillator. The dye solution 

and its concentration were chosen to deliver ultraviolet light centered at λ = 386 nm (3.21 eV), 

near the band-gap of the NaNbO3 nanocrystals (3.18 eV). The dye laser had pulse duration of 5 

ns and spectral bandwidth 6.2  nm, which corresponds to a coherence time 170c  fs, 

calculated according to   cc /2ln4 2
 [We09] [Ac89]. 

 

Fig. 3.6 – Schematic representation of the experimental apparatus used to measure T2 in the GC-SNN. 
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The linearly polarized dye laser beam was then split, by a 50:50 beamsplitter, into two beams 

with wavevectors 1k  and 2k  respectively. These two beams follow the distinct arms of an 

interferometer-like setup, and the optical path of 1k  beam could be changed by a computer-

controlled delay line.  The delay between the beams is τ > 0 when 1k  precedes 2k  at the 

sample. The relative polarization between the 1k  and 2k  beams could be controlled by a 2  

plate, positioned in the optical path of the 2k  beam, to avoid the formation of a thermal grating. 

The beams are then focused by 20 cm focal length lens crossing in a small angle ≈ 0.6º. The 

phase-matched beams generated in the 123 2 kkk   and 214 2 kkk   directions were then 

collected by multimode optical fibers and guided to 1P28A PMTs. The electric signals were 

sent to the different channels of a boxcar averager and then processed by a personal computer. 

 

3.2.3 Results and discussion 

The linear absorption spectra of the samples with f = 0.00 and f = 0.37 are shown in Fig. 3.7 at 

different temperatures (the linear absorption spectra for other samples with differents f can be 

found in chapter 5, fig. 5.3). The samples present a large transparency window extending from 

the blue to the near infrared, which indicates that the amount of in-gap states is small as well the 

scattering due to the nanocrystals is negligible. The energy band-gap gE  of the samples were 

calculated according to the Tauc formula for a direct transition [Fo01] 

    
gE  2

0 ,                                                       (3.13) 

where 0  is the linear absorption coefficient, 2 is the Planck’s constant and  is the 

photon energy. The calculated band-gaps at several temperatures for the samples with f = 0.00 

 

Fig. 3.7 – Absorption spectra at different temperatures of the GC-SNN with f = 0.00 (a) and f = 0.37 (b). 
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and f = 0.37 are shown in Fig. 3.8. The energy band-gap increases at lower temperatures, 

probably due to temperature-induced compression of the sample.  

 

Fig 3.8 – Calculated band-gap at different temperatures of the GC-SNN with f = 0 (black squares) and f = 

0.37 (red circles). 

 

The PL spectra of the samples are shown in Fig. 3.9. The two PL bands centered at ≈ 430 nm 

and ≈ 540 nm are attributed to emissions originated from the NaNbO3 nanocrystals, because 

these bands are not present in the PL spectra of the bare glass (f = 0.00). The band  at  ≈  430 nm  

(2.87 eV)  is  attributed  to  direct  exciton  recombination, while the PL band  at ≈ 540 nm (2.29 

eV) is attributed to trap-states (due to dangling bonds or defects) emission at the nanocrystals’ 

surface, since this emission is broadband and has low quantum efficiency. Note that this band is 

Fig. 3.9 – Photoluminescence spectra (excitation at 355 nm) at different temperatures of the GC-SNN 

with f = 0.37 (a) and f = 0.00 (b). 



69 

 

 

more intense at low temperatures, indicating that nonradiative relaxation is suppressed when the 

temperature is lowered, which is characteristic from trap-states emission. 

The PL band centered at ≈ 680 nm (1.82 eV) (Fig. 3.9b), which is present only in the sample 

with f = 0.00, is attributed mainly to the presence of nonbridging oxygen hole centers (NBOHC) 

[Sk92] [Va08] [Va07]. This defect is represented by ≡SiO*, where ≡ stands for three bonded 

oxygens and the symbol (*) stands for an unpaired electron. The NBOHC are often present in 

multicomponent glasses [Sk05] and is reported to have a weak absorption band in the visible at 

2.0 eV and strong absorption bands in the ultraviolet at 4.8 eV (with FWHM 1.05 eV) and 6.1 

eV [Va08]. The PL band is centered at 1.9 eV for the NBOHC induced by neutron, gamma, X-

ray or UV radiation in silica [Sk92]. As observed for the band originated from the trap states 

emission at the nanocrystals’ surface, the nonradiative relaxation processes dominate the decay 

kinetics of the NBOHC emission [Sk92] [Va07]. However, we cannot exclude possible 

emission of amorphous CdO clusters, whose band gap is 2.07 eV. This possibility was further 

investigated in an independent experiment, in which we excited the samples at 575 nm (2.15 

eV), off-resonance with the nanocrystals’ transitions. The PL spectrum is shown in Fig. 3.10. At 

this excitation wavelength, the CdO and NBOHC absorption bands overlap and it is not possible 

to separate both contributions. Nevertheless, the PL spectrum resembles the one presented in 

[Zo99], in which the PL of CdO is investigated. 

The decay kinetics of the PL band centered at 540 nm, excited at 355 nm, for the sample with f 

= 0.37 is shown in Fig. 3.11. The PL present a relatively fast decay < 25 ns followed by a 

slower 

 

Fig. 3.10 – Photoluminescence (at T = 300 K) of the GC-SNN with f = 0 excited at 575 nm. 
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decay ≈ 500 ns for temperatures smaller than 60 K. This slow decay is attributed to long-living 

in-gap states (at the nanocrystals’ surface), while the fast decay is attributed to excitonic 

recombination. The temporal resolution of the experiment is limited by the impulsive response 

of the detection system and is given by the excitation pulse plotted in Fig. 3.11 (green circles). 

 

Fig. 3.11 – Decay kinetics of the luminescence at 525 nm (excitation at 355 nm) at different temperatures 

of the GC-SNN with f = 0.37. The curve represented by green circles is the response of the detection 

system to elastically scattered laser light. 

The result for the intensity profile of the 123 2 kkk   and 214 2 kkk   beams generated in 

the DFWMIL experiment in the sample with f = 0.37 are shown in Fig. 3.12. Five laser shots 

were averaged for each point in the graph. The sample with f = 0 does not generate self-

diffracted beams under the present intensity conditions since the photon energy of the laser 

(3.21 eV) is smaller than energy band-gap of the matrix (3.57 eV). As the signals profile were 

independent of the relative polarization between the exciting beams, indicating that thermal 

effects were negligible, the measurements were made using parallel polarization to obtain a 

better signal-to-noise ratio. The absence of pronounced tails in the signals’ profile indicate that 

the dephasing time T2 is smaller than the correlation time of the light τc ≈ 170 fs. To extract T2, 

we fitted the signals’ profile using Gaussian functions and calculated the separation τs = 20 fs 

between their centers. Although the width of the signals is related to the correlation time τc of 

the light, it is the peak separation τs that determines T2. Therefore subpulse width dephasing 

times can be extracted. The relation between τs and T2 is given by eq. (3.10) and depends on the 

ratio between homogeneous and inhomogeneous broadening. We assume that inhomogeneous 

broadening is the dominating mechanism justified by the broad size and shape distribution of 

the NaNbO3 nanocrystals. Therefore, T2 is related to τs as one sees in Fig. 2.21 for which we 
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obtain T2 = (20 ± 6) fs, since we are in the linear region of Fig. 2.21 ( 12.0cs  ). This 

dephasing time corresponds to a homogeneous linewidth 22 T  = (66 ± 20) meV. The 

error in the measurement of T2 was estimated in another experiment by splitting one of the self-

diffracted beams into two beams that were sent to the two different detection channels of the 

apparatus. The experiment was runned repeatedly and the  maximum  value  of  the peak 

separation under this condition was 3 fs, furnishing a error equal to 6 fs. 

The homogeneous relaxation time can be expressed by 


i

iTTT
212

1

2

11
                                                     (3.14) 

where 1T  is the population relaxation time and 
iT2  takes into account the contribution of all 

dephasing mechanisms, which at first approximation can be assumed to contribute 

independently to the homogeneous linewidth. In what follows we will make a brief description 

of the main dephasing mechanisms in semiconductor nanostructures [Wo97]: 

          1) carrier-carrier scattering happens when the excitation intensities are high enough to 

create a   density of excited carriers ≈ 10
18

/cm
3
 or conversely, more than one electron-hole pair 

per nanocrystal with diameter larger than 12 nm [Be88] [Bi91] [Wo95]. It can be shown that, 

for optical density OD << 1, the density of excited carriers η is given by: 

 

Fig. 3.12 – Phase-matched signals in the 123 2 kkk   (red circles) and 214 2 kkk   (black 

squares) directions. The Gaussian curves are the best fits to the experimental points. The separation 

between the peaks is τs = (20 ± 6) fs.  
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



00 Ip
                                                          (3.15) 

Using 0  = 10 cm
-1

, p  = 5 ns,   = 3.21 eV and I0 = 11 MW/cm
2
, the density of excited 

carriers in the sample with f = 0.37 is η ≈ 1.1x10
18

/cm
3
. Thus carrier-carrier scattering may be 

an important factor for the excitonic dephasing in the present measurement; 

            2) carrier-phonon coupling is a thermally-dependent process. When the thermal 

population is significant, as in the present case, the dephasing rate is increased due to interaction 

with a variety of acoustic phonons [Wo95]. We have tried to perform the measurements at lower 

temperatures. However, as the temperature decreases, the band-gap increases and we could not 

tune the central wavelength of the laser to the band-gap.   

            3) carrier trapping on the nanocrystals’ surface is another factor that increases the 

dephasing rates and is a size-dependent mechanism [Mi94]. As it depends on the surface-to-

volume ratio, the size dependence of the dephasing rate is expressed by 1/R, where R is the 

radius of the particle [Mi94]. An important parameter of this dephasing mechanism is the 

exciton Bohr radius aB. When the size of the nanocrystals is smaller or comparable to aB, the 

exctions’ wavefunctions extend to the nanocrystals’ surface, increasing the rate of electron 

trapping. Typically, the exciton Bohr radii of II-VI and III-V quantum dots are on the order of ≈ 

10 nm, and decrease when the band-gap is larger.  We have no information of this parameter for 

NaNbO3, however for other oxides (as LiNbO3) it has been estimated to be in the range from ~ 1 

nm up to 20 nm [Yi04] [Mu01]. Therefore, we conclude that, in this case, the dephasing rate of 

these nanocrystals is enhanced due to fast capture of carriers in trap states at the nanocrystals’ 

surface, whose presence was verified by the PL experiments. 

Separating the individual contributions for the homogeneous dephasing is challenging and under 

the conditions of our experiments that was not possible. As the dephasing time is very short, we 

expect that all these mechanisms contribute altogether to the homogeneous linewidth.  

3.3 Conclusions 

In this chapter, we first presented the theoretical formalism of the DFWMIL technique and then 

applied to the investigation of exciton dephasing in a glass-ceramics containing sodium niobate 

nanocrystals. The goal of the experiments (including photoluminescence and DFWMIL) was to 

understand the contribution of trap states to the linear/nonlinear optical properties of the GC-

SNN. Two important conclusions have emerged from the experiments reported in this chapter. 

First, the nonlinear optical experiments in this material in the visible range were affected by in-

gap states associated with NBOHC and trap-states at the nanoparticles’ boundaries. For 
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instance, the TPA coefficients measured in [Ol07] using nanosecond pulses might be enhanced 

by one-photon resonance with in-gap states. Second, the fast relaxation time of the induced 

nonlinear polarization (T2 = 20 ± 6 fs) indicated that the nonlinear process exploited is 

essentially nonresonant and therefore demonstrated the possibility of ultrafast optical switching 

of this material in the blue region.  
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4. Ultrafast Surface Plasmons Dynamics in Colloidal Silver 

Nanoparticles 

 

 

This chapter reports measurement of localized surface plasmons dephasing times in colloidal 

silver nanoparticles stabilized with different capping agents using the persistent spectral hole-

burning (PSHB) technique. The results are complemented by ab initio calculations for the 

interaction between the silver nanoparticles and the capping agents. The chapter starts with a 

review of the optical properties of noble metal nanoparticles and the localized surface plasmon 

resonance, which dominates the optical properties of noble metal nanoparticles in the visible 

spectrum. After that, the dephasing mechanisms of the localized surface plasmons are reviewed 

and the techniques for measuring the dephasing times are described, with emphasis on the 

PSHB technique. Finally, we present some of the original results of this thesis, which 

demonstrate that the stabilizer influence the localized surface plasmons dephasing dynamics in 

colloidal nanoparticles. 

 

4.1 Optical properties of noble metal nanoparticles 

The optical properties of noble metal nanoparticles in the visible are dominated by the localized 

surface plasmon (LSP) excitation, which is a collective oscillation of the electrons in the 

conduction band (the sp-band in noble metal nanoparticles) in response to an electromagnetic 

field. LSPs are the quanta of this collective oscillation. Not only the beautiful colors of metallic 

nanoparticles are consequence of the LSP excitation, but several interesting phenomena are 

consequence of this collective motion. These metallic nanoparticles have attracted the interest of 

researchers from several fields, specially in the last two decades, due to the inumerous 

applications, such as sensing [Wi07], photothermal cancer therapy [Lo05] [Di08], optical data 

storage [Zi09], photocatalysis [Ka02], light harvesting [Au10], plasmonic circuitry [Ma03] 

among others [Ma05]. Figure 4.1 shows a classical picture of the LSPs resonance, which can be 

represented as a displacement of the conduction electrons against the positive fixed core. The 

effect is a net negative surface charge that oscillates back and forth accompanying the electric 

field of light. 
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Fig. 4.1 – Classical representation of the localized surface plasmon resonance. 

 

4.1.1 The Drude model 

The optical properties of metals in response to an applied external field can be derived by the 

Drude model, which was originally applied to describe DC conductivity in metals. In this 

model, the conduction electrons of a bulk metal can be treated as point-like particles moving 

independently in a positive background. The equation of motion for one of these electrons in the 

presence of an electromagnetic field is given by 

  0exp02

2

 tie
dt

dx
m

dt

xd
m dee E ,                                  (4.1) 

where me is the mass of the conduction electrons, d  is the damping constant, e is the 

elementary charge and  tiexp0E  is the applied external field which oscillates at a 

frequency  . The damping constant accounts for collision processes (such as scattering by 

phonons, impurities etc) and can be assumed to be freefd lv , where fv  is the Fermi 

velocity and freel  is the electron mean free path i.e., the mean distance traveled by an electron 

between consecutive collisions.  The polarization can be derived by solving eq. (4.1) and 

multiplying by the density of electrons  . Therefore, 

 
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de im

e






 12

.                                                  (4.2) 

Using the constitutive relation [eq. (2.5)], the frequency-dependent dielectric function is given 

by 
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where 0  is the (vacuum) electrical permittivity and 0

2  ep me  is the plasma 

frequency. For noble metals such as gold and silver, the plasma frequency lies in the ultraviolet 

p  ≈ 9 eV [Kr95]. Figure 4.2 shows the dielectric constant of silver extracted from [Ed85] and 

the theoretical fits using eq. (4.3). The Drude model successfully describes the dielectric 

function in the near infrared and in part of the visible. However, it fails in the remaining part of 

the visible and ultraviolet, where interband transitions have to be taken into account. They can 

be added phenomenologically to eq. (4.3) through a frequency-dependent dielectric term 

  ib
: 
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The onset of interband transition is ≈ 2.4 eV and ≈ 3.9 eV for gold and silver, respectively 

[Kr95]. The dielectric function is complex, with real and imaginary components. Roughly 

speaking, the real part determines the position of the LSP resonance, while the imaginary part 

determines its width. When the electrons are confined in a structure smaller than freel , such as a 

nanoparticle, surface collisions have to be considered and the dielectric function has to be 

modified via the damping constant  Rd , which for a spherical particle is given by 

 

Fig. 4.2 – Real (left) and imaginary (right) components of the dielectric function of bulk silver extracted 

from Palik  [Ed85]. The dashed lines represent the theoretical fits based on the Drude model. 
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 ,                                                         (4.5) 

where A is the damping parameter that depends on details of electron-surface interaction and R 

is the radius of a spherical particle. The 1/R dependence of the damping constant is a 

consequence of the surface scattering probability dependence on the surface-to-volume ratio. 

Several studies have been addressed to investigate the damping parameter A, by changing the 

environment conditions to investigate how the optical properties of nanoparticles differ from 

those expected from bulk. We will describe the processes that determine this parameter in detail 

in the following sections.  

 

4.1.2 The Mie theory 

The first theoretical work intended to study the optical properties of metallic nanoparticles dates 

from 1908 by Gustav Mie. In a long article [Mi08], he applied the Maxwell’s equations to a 

small homogenous (dielectric or metallic) sphere with radius R embedded in a homogeneous 

environment. Due to the symmetry of the problem, he worked in spherical coordinates. The 

dielectric functions of the embedding medium and of the sphere enter as input parameters in his 

theory. The calculated extinction   ext  and scattering   sca  cross sections are expressed 

as [Bo83] 
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and the absorption cross section is given by 

      scaextabs  ,                                                  (4.8) 

where hnck  is the modulus of the wavevector of light propagating in a medium with 

refractive index nh, c is the speed of light in vacuum and ω is the frequency of light. The Mie 

coefficients La  and Lb  are given by 
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where Rx k , ph nnm   (np is the refractive index of the material of the particle), L  and 

L  are  Bessel-Ricatti functions, while L  and L   are their derivatives with respect to x . The 

subscript L describes the order of the excitation in the particle. L = 1 is the dipolar contribution, 

L = 2 is the quadrupolar, L = 3 is the hexapolar and so on. The order of excitation depends on 

the size of the nanoparticle and, for small particles, eqs. (4.6)-(4.7) can be evaluated retaining 

only a few terms. 

4.1.3 The quasi-static approximation and the electric field enhancement 

The simplest approximation for the Mie scattering parameters is the quasi-static approximation, 

where only the first (dipolar) term is retained. The situation is depicted in Fig. 4.3. For 

nanoparticles much smaller than the wavelength of light, the electric field of the light can be 

assumed to be spatially homogeneous over the sphere. The dipolar terms are given by [Bo83] 
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where   h  is the dielectric function of the embedding medium and  1  [   2 ] is the 

real [imaginary] part of the dielectric function of the metal ( 21  i ). The extinction cross-

section shows a resonance when     h21  . As stated previously, the real part is related 

to the resonance frequency of the LSPs while the imaginary part is related to the resonance 

width. In the quasi-static approximation, the absorptive term dominates the extinction spectrum, 

since the absorption cross section depends on R
3
, while the scattering scales with R

6
. Scattering 

only starts to contribute to the extinction when the size of the nanoparticles is larger than 20 nm. 

Equations (4.10)-(4.11) can be found in a simpler manner solving the Laplace equation for the 

electric potential of a sphere, embedded in a dielectric medium, subjected to an uniform electric 

field [Bo83] [Ma07]. The electric fields calculated in this classical problem are given by [Ma07] 
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Fig. 4.3 – LSP resonance in the quasi-static approximation. The electric field (zoomed region) can be 

assumed uniform over the spherical particle.  
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where 0E  is the applied external field, inE  and extE  are the electric fields inside and outside 

the sphere, respectively; r is the distance between the point of observation and the center of the 

sphere,  n  is the unit vector pointing from the center of the sphere to the point of observation, 

and  
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is the dipole moment induced inside the of sphere. The inner electrical field in a metallic sphere 

is nonzero and uniform (eq. 4.12) provided the dimensions of the particle are smaller than the 

skin depth of the metal, which is typically on the order of tens of nanometers at optical 

frequencies.  Equations (4.12)-(4.14) show that the electric field is enhanced at the LSP 

resonance i.e., when     h21  . This electric field enhancement is the basis of several 

applications such as fluorescence enhancement and surface enhance Raman spectroscopy 
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(SERS) [Wi07] where the single-molecule SERS signal can be increased up to 14 orders of 

magnitude [Kn97].
2
 

 

4.1.4 The Gans theory – LSP resonance of an ellipsoid 

Mie theory is the exact solution of Maxwell’s equations for a homogeneous sphere. For an 

ellipsoid, the spherical symmetry is broken and the polarizability becomes anisotropic. The 

simplest example of an ellipsoid is a prolate rotational ellipsoid, which is generated by a 

revolution of an ellipse around its major axis (fig.4.4). The prolate rotational ellipsoid is 

characterized by the semiminor axis a, semimajor axis b and aspect ratio a/b. In the quasi-static 

approximation, the polarizabilities calculated for the different axis are given by [Bo83] 
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where   and ||  are the polarizabilities along a and b respectively, and the depolarization 

factors Li (i = a, b) are defined as 






















 1

1

1
ln

2

11
2

2

e

e

ee

e
Lb ,                                              (4.17) 

12  ba LL ,                                                          (4.18) 

where the eccentricity e is defined as 
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2
 From these 14 orders of magnitude of signal enhancement in the single-molecule SERS, two to three are 

believed to be originated from charge transfer between the metal and the molecule (chemical effect) 

[Do02]. 
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Fig. 4.4 – Prolate rotational ellipsoid with minor axis 2a and major axis 2b. 

The LSP resonance splits into two modes, a longitudinal mode (with lower energy) oscillating 

along the major axis and a transversal mode oscillating along de minor axis (with higher 

energy). The resonance for the longitudinal mode occurs when    01  hbh L  , which 

implies that the real part of the metal dielectric function must satisfy 
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If we assume that the dielectric constant of water is 78.1h in the visible, and taking the 

dielectric function of silver from [Ed85], we obtain the LSP resonance energy as a function of 

the aspect ratio as shown in Fig. 4.5 for the lower-energy (longitudinal) mode. Therefore, the 

LSP resonance frequency depends on the aspect ratio and can extend up to the near-infrared for 

noble metal nanoellipsoids. For other shapes, different numerical methods have been developed, 

such as discrete dipole approximation (DDA) [Dr94], finite difference time domain (FDTD) 

[Ye66] and finite elements [Vo94]. The description of these methods is beyond the scope of this 

thesis and good references can be found in [Ke03] [No07] [Zh08] [Am11]. 

 

4.1.5 Dynamics of the LSPs excitation 

The dynamics following the excitation of LSPs in metallic nanoparticles is very complex and its 

investigation is challenging for both experimentalists and theoreticians [Ha11b] [Li03a]. The 

sequence of events is represented in Fig. 4.6. The fastest event is the LSPs dephasing and occurs 

on a temporal scale faster than 20 fs. During this time, the coherently oscillating  electrons  lose  

their phase coherence and the memory of excitation is scrambled away. The time in which they 
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Fig. 4.5 – LSPR energy as a function of the aspect ratio of a prolate rotational ellipsoid. 

 

lose their phase coherence i.e., the dephasing time T2, is the subject of investigation in this 

chapter and the mechanisms of dephasing will be discussed in details in the next section. 

The LSPs dephasing is accompanied by excitation of a non-thermal electron distribution where 

the empty levels in the conduction band now become populated. The electrons can be excited 

via either interband trasitions i.e., excitation of electrons from the d-band to the sp-band of the 

metal, or intraband trasitions, in which conduction electrons are excited. In this period, the 

electronic distribution is out of equilibrium and cools down via electron-electron scattering in 

ca. 100 fs [Fa92a] [Su94] [Fa92b]. The electron-electron scattering rate for larger nanoparticles 

is essentially the same as in bulk. However, for nanoparticles smaller than 5 nm, the scattering 

rate can be enhanced due to the reduction, induced by the surface, of Coulomb screening 

between conduction band and core electrons [Vo00] [Vo04]. 

 

Fig. 4.6 Sequence of events following LSPs excitation. 
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The hot electron distribution then further cools down in a few picoseconds by exciting phonon 

modes in the particle. The coupling between the electrons and phonons can be described by the 

two-temperature model, for which the electronic and lattice temperature are treated separately 

and the rate of energy exchange between them depends on their temperature difference [Su94] 

[Ma04]. As the electronic specific heat is much smaller than the lattice one, a higher 

temperature of the electronic distribution gives rise to a much lower final equilibrated (electron-

phonon) temperature. Electron-phonon energy redistribution has been studied by femtosecond 

pump-probe spectroscopy in bulk and small particles [Su94] [Ar03] [Li00]. As the case of 

electron-electron scattering, the particles behave similarly to the bulk except when they are 

smaller than 5 nm, when the electron-phonon scattering rate is changed [Ar03].   

Under some conditions, because of the increase in the lattice temperature, some vibrational 

modes can be coherently excited, giving rise to characteristic mechanical oscillations [Vo01] 

[Ha06] [Ho98]. The period of the breathing modes is typically on the order of tens of 

picoseconds and depends on the nanoparticles’ material, size, shape and environment. These 

oscillations are damped within tens to hundreds of picoseconds [Pe09]. As a consequence of 

lattice expansion, the electronic density at the particle is changed as well the LSP resonance 

frequency, making it suitable to be studied by femtosecond differential absorption spectroscopy. 

Recently, besides ensemble measurements of mechanical oscillation, single-particle 

measurements have been performed [St08] [Ha10]. In this case, the absorption changes are on 

the order of 10
-5

 and very stable lasers and precision electronics must be employed. 

The final process is the energy transfer to the environment, which occurs in tens to hundreds of 

picoseconds and depends on the thermal conductivity of the environment as well as on the 

interface conductance which, in turn, depends on the surface passivation [Pl03] [Pl04] [Sc08]. 

Several experiments have been performed controlling the surface passivation through changes 

for examples, of stabilizing molecules [Al10b]. 

 

4.1.6 Dephasing mechanisms of LSPs 

The fastest phenomena following the LSPs excitation is the plasmon dephasing, which occurs 

faster than 20 fs. The dephasing can occur via energy decay, expressed by the plasmon lifetime 

T1, or elastic collisions i.e., processes that change the electron momentum but conserve the 

energy, expressed by the pure dephasing time 


2T . The contribution of the two processes 

implies 



84 

 

 




212

1

2

11

TTT
.                                                         (4.21) 

In the measurements reported up to now, the pure dephasing process is negligible compared to 

the energy decay of the LSPs, so that T2 = 2T1. The dephasing time is related to the width of the 

resonance by [Ma07] 
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and therefore measuring the homogeneous linewidth furnishes directly the dephasing time. In 

analogy with a resonator, the resonance quality factor is inversely proportional to the resonance 

linewidth and hence, directly proportional to the dephasing time. The measurement of T2 is 

important for applications that demands local field enhancement since, according to this point of 

view, it is expected that the local field enhancement is proportional to T2. 

The homogenous linewidth can be computed directly from the bulk dielectric functions by 

[Kr95] [Kr76] 
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For particles with dimensions smaller than 20 nm, the dielectric functions deviate from the bulk 

values due to the electron collisions with the surface and eq. (4.19) must be properly corrected. 

The size dependence of the dephasing time for a spherical particle with radius R is expressed as  

R

A

TT
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22

11
,                                                        (4.24) 

where 


2T  is the dephasing time calculated via eq. (4.23) using the bulk dielectric functions; the 

damping parameter A accounts for surface collisions and depends on the metal, shape and the 

environment [Kr95].  

In principle, several mechanisms contribute altogether to the LSPs dephasing and, at first 

approximation, these processes can be considered independent of each other. The total 

dephasing rate of obeys the Mathiessen’s rule: 
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iTT
22

11
,                                                       (4.25) 
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where each different dephasing mechanism contributes with a rate 
iT21 . The main mechanisms 

of LSPs dephasing are the following: 

1) Radiation damping is the decay of the LSPs into photons. It is interpreted as the 

scattering of the incoming field. As the scattering cross section scales with the 

nanoparticle dimensions as R
6
, this mechanism is observable only for particles larger 

than 20 nm [Sö01]. 

2) Direct emission of electrons happens at high intensities, when multiplasmons are 

excited and occurs on a femtosecond time scale [Ul98]. The plasmon can decay ionizing 

a non-thermal electron [Le00]. 

3) Landau damping is the decay of the LSPs into electron-hole pairs [Ya92]. The decay 

may occur via either intraband damping, when the electrons and holes are located in the 

same sp-band, or via interband damping i.e., the electrons and holes are located in 

different bands (Fig. 4.7). Landau damping has been ascribed as the dominating LSPs 

dephasing mechanism. Interband damping occurs when the LSPs energy is above the 

onset of interband transitions (≈ 2.3 eV for gold and ≈ 3.9 eV for silver). Sönnichsen et 

al. performed an interesting experiment measuring the linewidth of the LSP resonance 

of a gold nanorod via dark-field microscopy [Sö02a]. The plasmon resonance of a small 

gold nanosphere is ca. 2.3 eV.  If the nanorod aspect ratio is decreased, the plasmon 

resonance of the longitudinal mode is shifted to a lower energy. When the longitudinal 

mode resonance energy is below the onset of interband transitions, the linewidth is 

narrowed due to suppression of interband transitions and dephasing times up to 18 fs 

were measured [Sö02]. Landau damping can also be increased due to broadening of the 

electron-hole eigenstates induced by the surface. 

 

Fig. 4.7 – Representation of inter and intraband contributions to Landau damping of the LSPs. DOS(E) is 

the density of states with energy E and EF is the Fermi energy of the metal. 
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4) Pure surface scattering is the mechanism in which the oscillating electrons collide 

inelastically with the nanoparticles’ surface [Pe93]. The rate of pure surface scattering 

depends on the surface-to-volume ratio.  

5) Chemical Interface Damping (CID) is a surface-induced dephasing channel and it is 

defined as a dynamical electron tunneling from the nanoparticles to empty energy levels 

of the adsorbates and vice versa (Fig. 4.8) [Pe93] [Hö93] [Pi03]. It was modeled by 

Persson [Pe03] to describe the LSP resonance broadening of noble metal nanoparticles 

in different matrices due to adsorbed molecules: the adsorbate energy states strongly 

couple with the metal states, causing a broadening and shift of the adsorbate states to 

lower energy (the Newns-Anderson model [Ne69]). If the energy difference between 

the adsorbate induced resonance states and the Fermi level of the metal is smaller than 

the LSPs energy, the plasmon excitation can drive an electron transfer to empty levels 

associated to the adsorbates. The excited electron then returns back after some residence 

time (estimated to be typically tens of femtoseconds), returning out-of-phase compared 

to the remaining oscillating electrons. The CID rate depends on the coupling between 

the metal and the adsorbate: The closer the energy levels are, the shorter the dephasing 

time is. Not only electron transfer to adsorbate molecules is explained by CID, but also 

electron transfer in bulk substrates, such as quartz [Bo02].  

 

Fig. 4.8 – Representation of chemical interface damping in noble metal nanoparticles.  

 

4.1.7 Techniques for measuring the dephasing of LSPs 

Since the LSPs dephasing times in metallic clusters are faster than 20 fs, time-resolved 

techniques to measure T2 require the use of few-cycle femtosecond pulses and photon-echo like 
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experiments are not expected to be successful due to the low lifetime of the LSPs. The first 

experiments employed second harmonic generation (SHG) in the interferometric autocorrelation 

configuration in films of noncentrosymmetric metallic nanostructures [La97] [La99]. As the 

plasmon excitations (plasmon fields) in the particles generate second harmonic radiation, the 

measurement of this radiation via the autocorrelation of a pair of time-delayed pulses is a 

measurement of the autocorrelation of the plasmon fields created by these two pulses. This 

autocorrelation is broader than that of the incoming pulses in a nonlinear crystal, since the 

plasmon fields last longer than the driving fields. Dephasing times of 6 fs were measured using 

this technique. A drawback of this technique is that the autocorrelation traces are narrowed in an 

inhomogeneous ensemble [Va99]. To circumvent that, the technique was employed in single 

(large) particle measurement [Li01b]. Recently, a new version of the technique was applied 

using the interferometric frequency-resolved optical gating (IFROG) configuration, with the 

advantage of retrieval of the plasmon field phase and amplitude from the IFROG interferograms 

[An10]. 

The dephasing times can be extracted via frequency-domain techniques by measuring the LSP 

resonance linewidth hom  and correlating it with T2 via eq. (4.18). Most of these techniques 

employ single particle detection. The first single-particle frequency-resolved measurement 

employed scanning near-field microscopy (SNOM) in individual gold nanoparticles [Kl98], 

where dephasing times of 8 fs were measured. Dark-field microscopy [Sö02a] was later applied 

to investigate the position and linewidth of the LSP resonance in a variety of sizes and shapes of 

noble metal particles [Sö01] [Hu08]. One of the advantages of dark-field microscopy is that a 

simple white lamp can be used. As these two techniques rely on the scattered light from the 

plasmonic structures, only nanoparticles with dimensions larger than 20 nm can be studied. 

Furthermore, nanoparticle-substrate interaction alters T2 and the LSP resonance energy [Kn09] 

[Ve10]. 

Besides scattering-based frequency-resolved techniques, absorption-based single-particle 

techniques have also been employed. Photothermal heterodyning imaging (PHI) [Be04] [Be06] 

is a pump-probe technique, where an intensity-modulated heating beam (pump) is absorbed by a 

single particle and the refractive index changes due to local temperature increase is probed via a 

frequency shift of the second beam. This allows measurements of the absorption cross-section 

of nanoparticles with sizes down to 2 nm. Another absorption-based technique, which allows 

measurements of the extinction cross-section of small particles, is called spatial light 

modulation spectroscopy (SLMS) [Mu08] [Ar04]. In this scheme, the substrate is spatially 

modulated and the extinction/absorption changes are detected by lock-in amplifier. 
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All these single-particle frequency-resolved techniques demands that the sample is fixed on a 

substrate, which obviously changes the nanoparticles optical properties, and limits systematic 

variation of the environment. A different technique applied to ensembles, called persistent 

spectral hole burning (PSHB), which allows control of the environment and selective 

elimination of inhomogeneous broadening, is employed in this thesis. To understand the details 

of the PSHB technique given in the next section, a discussion about laser-induced ablation and 

reshaping of the metal nanoparticles is instructive.   

 

4.1.8 Laser-induced evaporation and reshaping of metallic nanoparticles 

An interesting aspect of metallic nanoparticles is that, under relatively small incident laser 

fluences, the nanoparticles in resonance with the laser frequency can heat up and eventually 

melt or evaporate. This phenomenon was first demonstrated by excitation of gold nanoparticles 

with nanosecond laser pulses [Ta99]. In that work, nanoparticles with broad shape distribution 

were reshaped into spherical nanoparticles and, depending on the laser fluence, they evaporated 

to produce smaller particles. 

A key point of the laser-induced melting process is the slow heat transfer to the environment, 

which typically occurs in hundreds of picoseconds [Pl04]. This implies that the laser fluences 

necessary to melt nanoparticles are higher for nanosecond pulses compared to femtosecond 

ones. In [Li99], the authors performed a pump-probe experiment in gold nanorods to investigate 

the time necessary for shape transformation of the nanorods. As they turn into spheres, the LSP 

resonance frequency is shifted to higher energies and this energy shift is easily detected in a 

femtosecond differential absorption experiment. The average time for the shape change is ~ 30 

ps. More recent experiments employ pump-probe with femtosecond and X-ray pulses [Pl04] 

[Pl06], and ultrafast electron diffraction [Ru07]. The fluence threshold for nanoparticle melting 

in these experiments is ca. 15 mJ/cm
2
. 

Different nanoparticles have been synthesized using the laser-induced heating and ablation of 

nanoparticles, aiming to control the size of the nanoparticles, the solvent and stabilizing 

molecules [Go07] [Br10] [Py07], for example. This approach combines both bottom-up and top-

down methods [Ou05] [Hu11]. 

The laser heating of nanoparticles has found application in cancer-killing therapies using gold 

nanoshell or nanorods whose LSP resonance is located in the near-infrared [Lo05] [Di08]. In 

these applications, high energy infrared CW lasers are used. Another promising application is 

multidimensional optical data storage, which use thermal reshaping of nanorods. As the nanorod 

extinction is polarization sensitive, this allows an extra dimension for optical recording [Zi09]. 
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4.1.9 The persistent spectral hole-burning technique 

Persistent spectral hole-burning (PSHB) for measuring LSPs dephasing times in metallic 

nanoparticles is an ensemble technique that has been applied to measure T2 of noble metal 

nanoparticles of different sizes in a variety of environments [Bo02] [He03] [Hu10] [Hu07] 

[Zi04] . It was first demonstrated experimentally in [St00] and theoretically modeled in 

[Va01]. 

In principle, the homogeneous linewidth could be extracted from the linear absorption spectrum. 

However, the synthesized nanoparticles always have a size and shape dispersion, leading to an 

inhomogeneous broadening of the ensemble. As discussed in chapter 2, hole-burning is an ideal 

frequency-domain technique in these cases. The basic aspects of the PSHB technique are 

depicted in Fig. 4.9. First, noble metal nanoparticles are synthesized with different sizes and 

shapes, which gives rise to an inhomogeneously broadened absorption profile. In some 

synthesis, the shape of the nanoparticles can be approximated by a prolate rotational elipsoids, 

with an aspect ratio a/b where a and b are the semiminor and semimajor axes, respectively. The 

ellipsoid can be characterized by its equivalent radius Req, which is defined as the radius of the 

sphere with the same volume as the ellipsoid. When  Req ≈ 10 nm, the LSP resonance frequency 

depends on its aspect ratio, rather than on its size. The extinction spectrum  1S  of the as-

prepared nanoparticles is measured. The ensemble of nanoparticles is then irradiated by several 

pulses from a narrowband nanosecond laser with the optical frequency tuned to the LSPs band. 

The laser spectral linewidth must be much narrower than both the homogeneous and the 

inhomogeneous linewidths. The laser selectively excites a class of nanoparticles, defined by 

their aspect ratio, whose LSP resonance frequency is resonant with the laser beam. As we have 

seen in the subsection (4.1.8), for certain fluences the resonant nanoparticles are heated and 

eventually melt or evaporate with a subsequent change in their shape and size. As the overall 

number of nanoparticles resonant with the lasers diminishes due to the melting/evaporation 

process, a hole is burned in the spectrum. The new particles formed by the laser-induced heating 

process are more spherical and their LSP resonance is located at higher frequencies than the 

ellipsoid LSP resonance. As a consequence, a peak appears at higher frequencies, rendering the 

spectrum asymmetrical. After the laser irradiation process, a second 
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Fig. 4.9 – Scheme of the PSHB technique. a) as-prepared nanoparticles. The synthesized nanoparticles 

have a broad distribution of sizes and shapes, which gives rise to an inhomogeneous broadening, 

represented by the solid black line in the spectrum, and the corresponding spectra of homogeneously 

boadened particles (d). b) Nanoparticles irradiated by nanosecond laser pulses. The nanoparticles resonant 

with the laser heat and start to melt and evaporate, the atoms are preferentially released by the edges. c) 

modified nanoparticles and the corresponding total and individual spectrum (dashed lines). Inset) the 

difference spectra and the theoretical fit. 

extinction spectrum  2S  is measured and subtracted from  1S . The laser-induced changes 

during this process can be modeled [Va01]. The extinction difference       12 SSS   

is given by 
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S ,               (4.26) 

where the even term proportional to α describes the contribution from shrinking of the 

nanoparticles, while the odd term proportional to β accounts for shape changes (fig. 4.10); 0  

is close to the laser fluence; γ is the spectral hole width, which increases linearly on the laser 

fluence F as 

cF hom ,                                                          (4.27) 

where c is a constant that depends on the environment and hom  is the homogeneous linewidth. 

α, β, 0  and γ are the fitting parameters of the model. 
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Fig. 4.10 – Representation of the parameters eq. (4.26) used in the PSHB model (see text). In the limit of 

the quasi-static approximation, unlike the shape changes, the size reduction does not affect the position of 

the resonance as represented by the blue Lorentzian curve. 

The homogeneous linewidth, and hence T2 [Eq. (4.22)], can be found by repeating the hole-

burning processes at different fluences and extrapolating the hole spectral width, calculated 

from the experimental fits to eq. (4.26), to zero fluence in a graph that represents γ as a function 

of F. 

The fluence broadening of the burned hole is a signature of the fact that as the laser fluence 

increases, the particles that are not exactly resonant with the laser frequency start to contribute 

more effectively to the spectral hole. This power broadening also happens in conventional hole-

burning [Vö89]. 

One of the differences between PSHB and conventional hole-burning is the fact that the reaction 

products (the new nanoparticles) still contribute to the spectral region of the original ensemble 

and this is explicitly taken into account in the model via the dispersive-like term proportional to 

β (red curve in fig. 4.10). 

 

4.2 Dephasing of LSPs in colloidal silver nanoparticles 

After having reviewed the optical properties of metallic nanoparticles, discussed the dephasing 

mechanisms and the techniques for measuring T2, we will now present some original results of 

this thesis. We focus on experimental and theoretical investigations of LSPs dephasing time 

changes for small colloidal silver nanoparticles when stabilized by different agents. Colloidal 

metallic nanoparticles need to be stabilized to avoid aggregation, and different capping agents 

have been used for this and other purposes (for example, biochemical sensing [Wi07], shape 

control [Lu09] and self-assembly [Li08]), but their effect on the local field enhancement, which 
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is proportional to the plasmon dephasing time, has been often overlooked because T2 < 20 fs, 

which is difficult to measure using time-resolved techniques. Furthermore, substrate-

nanoparticle interaction in microscopy-based techniques also modifies T2 [Ve10]. We apply the 

PSHB technique for measuring the dephasing times in colloidal silver nanoparticles stabilized 

with three different capping agents (trisodium citrate - TSC, Poly(vinylpyrrolidone) – PVP, and 

poly(vinylalcohol) – PVA). The experimental results are then complemented by ab initio 

calculations for the interaction among the nanoparticles and the capping agents. 

 

4.2.1 Experiment 

The colloidal nanoparticles were prepared by Dr. Antonio Marcos de Brito Silva during his 

Ph.D. program in the Materials Science Graduate program at Universidade Federal de 

Pernambuco, Brazil. The colloidal nanoparticles were synthesized by reducing silver nitrate 

(AgNO3) with sodium borohydride (NaBH4). 

For the TSC-stabilized nanoparticles, a precursor solution was prepared by mixing equal 

volumes of Na3C6H5O7 (TSC) and AgNO3 aqueous solutions at a concentration equal to 0.25 

mmol/L (silver/citrate solution). Silver nanoparticles seeds were generated by adding 40 µL of 

NaBH4 (10 mmol/L) to 5 mL of the silver/citrate solution in a test tube under 1500 rpm stirring 

for 30 sec. This procedure was repeated eight times to obtain 40 mL of the seed colloid. The 

growth of the particles was induced by adding 40 mL of the silver/citrate solution that was 

heated and kept under reflux for 1.5 hour. The resulting nanoparticle suspension was cooled 

down to the room temperature. Next, 40 mL of that suspension was mixed with 40 mL of the 

silver/citrate solution, re-heated until boiling and kept under reflux for 1.5 hour. 

The PVP and PVA-stabilized silver nanoparticle followed a different procedure. PVP and PVA 

were purchased from Sigma-Aldrich and Vetec, respectively. A 4.7x10
-2

 mol/L AgNO3 

methanolic solution acted as the silver ion source in all experiments. PVP (0.25 g, 40,000 

g/mol) and NaBH4 (2.9x10
-4

 mol/L) were dissolved in 250 mL of the liquid phase. The silver 

solution (1.4 mL) was added under strong stirring, heated and kept under reflux for 1.0 hour. 

The same procedure was done for the PVA-stabilized Ag nanoparticles. 

The experimental apparatus for laser irradiation of the colloidal nanoparticles is depicted in fig. 

4.11. As the light source, we used an optical parametric oscillator (OPO) (OPOTEK-Opolette 

532 II) pumped by the second harmonic of a Nd:YAG laser. The OPO was tuned to 840 nm 

operating at repetition rate of 20 Hz. The pulse duration is 5 ns and the nominal spectral 

bandwidth of the pulse is in the range 4-20 cm
-1

 (0.62-2.47 meV), which is much smaller than 

homogeneous linewidth of the LSP resonance (typically hundreds of meV [Kr95]). The light 
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generated by the OPO was focused by a 10 mm focal length spherical lens into a nonlinear 

BiBO crystal (Castech, 1 mm long).  The generated second harmonic radiation (λ = 420 nm, 

0  = 2.94 eV) was collected by a 10 mm focal length cylindrical lens and filtered from the 

fundamental (λ = 840 nm) beam, using a Corning 4-94 filter. The second harmonic then 

irradiated a 2 mm long quartz cuvette containing 100 μL of the colloidal NPs. The beam spot 

size incident on the sample was ≈ 2 mm x 65 μm. The laser fluences were set above 15 mJ/cm
2
, 

where the NPs begin to melt and evaporate [Ru07] [Pl06]. To increase the beam-sample 

effective area of interaction, the cuvette was scanned transversally to the laser beam using a 

computer-controlled step motor, and was shot by 12,000 laser pulses.  

Extinction spectra were taken using a CARY 5E Varian (UV-VIS-NIR) spectrophotometer. 

Before measuring the second extinction spectrum, the colloid in the cuvette was manually 

homogenized.  

 

Fig. 4.11 – Simplified experimental scheme employed in the PSHB of the silver colloids. CL – 

Cylindrical lens, FLT – Filter.  

4.2.2 DFT calculations 

To further understand the mechanisms of LSPs dephasing induced by capping agents, we 

performed calculations based on the Density Functional Theory (DFT) for the electronic 

interaction between the silver nanoparticles and the stabilizing agents. A discussion of DFT is 

beyond the scope of this thesis and excellent references on the subject can be found in [Pa95] 

[Ko01] [Sz96]. The calculations, which were done by Dr. Augusto C. L. Moreira during his 

Ph.D. work at Physics Department–Universidade Federal de Pernambuco/Brazil, were carried 

out using the GAUSSIAN 03 software [Fr04]. The initial geometry was obtained as follows: 

First, the isolated stabilizing molecular structures were optimized at the Hartree-Fock level 

using the 6-31 Gaussian basis set for all atoms. Next, each optimized molecule was set above an 

ideal symmetric silver cluster containing 23 atoms. The crystalline plane orientation was (111) 

and the distance between the neighboring Ag atoms was set equal to the bulk distance (2.89 Å). 

Following the experimental results in [Hu96] [Li03c] [Le83] that shows that the oxygen atoms 

of the TSC, PVP and PVA molecules bind to the silver surfaces, we assumed that these atoms 

are the closest ones to the clusters. Starting with this unoptimized configuration, the system 



94 

 

 

(molecule + Ag cluster) was optimized at the DFT level using the B3LYP hybrid functional 

basis set with LANL2MB for all atoms [Ja08]. With the optimized geometry, a single point 

calculation i.e, frozen geometry calculation, was performed with the B3LYP functional using 

the basis set LANL2DZ for the silver atoms and 6-31G (d,p) for the stabilizers’ atoms. 

Although in the calculations the system geometry is very small compared to the real NPs we 

have investigated, it is well established that the metal/molecule interaction is local. Therefore, in 

a theoretical approach, a unit cell composed of few atoms is often used to mimic the effective 

interaction region [Gr00] [So05] [He07] [Le10]. 

 

4.2.3 Results and discussion 

A) PSHB in silver colloids 

Figure 4.12 shows representative transmission electron microscopy (TEM) images of the 

colloidal silver nanoparticles stabilized with TSC, PVP and PVA. Based on these images, the 

nanoparticles shapes are approximated by prolate rotational ellipsoids. Part of the TSC-

stabilized nanoparticles (~ 12 %) is flat and these were excluded from statistics. However, they 

also present plasmonic resonances that contributed to spectrum in the region investigated. The 

clustering seen in the TEM images of the TSC stabilized colloids is the result of the drying 

process in the sample preparation for TEM analysis. When in colloidal solution, the citrate 

anions impair a surface charge that repels other charged nanoparticles (electrostatic 

stabilization) [Na08]. Our colloids do not present any spectral indication of clustering, such as 

enhanced light scattering and spectral band asymmetries. The histograms of the equivalent 

radius and aspect ratio distribution of the colloids are shown in fig. 4.13 assuming that they are 

rotational ellipsoids. The nanoparticles with different capping molecules have approximately the 

same equivalent radius ~ 6 nm and, in this case, the quasi-static approximation is valid. 

Figure 4.14 allows a comparison of the TSC-stabilized nanoparticles before and after irradiation 

by a laser fluence of 58 mJ/cm
2
. The photon energy of 2.94 eV excites nanoparticles with aspect 

ratio a/b = 0.78, according to the calculations in fig. 4.5. In the aspect ratio histogram after laser 

irradiation, the overall number of nanoparticles with a/b ≈ 0.75 decreases while the relative 

number of the nanoparticles with a/b > 0.8 increases. From analysis of other TEM images, we 

could see the presence of spherical nanoparticles not present in the as-prepared colloid. We 

consider that these particles are formed by melting of non-spherical particles. Furthermore, 

smaller particles, formed by evaporation of the excited particles, were observed in the post hole-

burning TEM images. 
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Fig. 4.12 – TEM images of the silver nanoparticles stabilized with TSC (a), PVP (b), and PVA (c). 

 

The extinction spectra of the three different colloids before and after laser irradiation at different 

fluences, as well as the difference spectra       12 SSS   and the best fits to eq. (4.26) 

are shown in fig. 4.15. For the fitting procedure, we used the Levenberg-Marquardt algorithm 

[Pr07] to minimize χ
2
. To help faster convergence of the fitting, the initial set of parameters in 

all fits was α = β = 1, γ = 0.5 eV and 0  = 2.94 eV. The maximum standard error of γ in the 

fitted curves was 12 meV. Clearly one can see in Fig. 4.15 that the widths of the holes changes 

with the stabilizer, and the hole is wider for PVA-capped nanoparticles. 
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Fig. 4.13 – Histograms of the equivalent radius and aspect ratio of the nanoparticles capped with TSC, 

PVP and PVA. 

 

The results for the holes’ widths extracted from the fitting procedure in a set of different laser 

fluences are shown in fig. 4.16. To define the error bars, starting from the best fitted curves, we 

fixed the hole width to a different value and monitored the behavior of the χ
2
 value of the new 

fitted curve. We observed that within a range ± 40 meV in the value of the hole width, the 

quality of the fitting was not severely affected. In this case, the value of χ
2
 changed ~ 3%. The 

power broadening of the burned hole allows extracting hom  by extrapolation of straight lines to 

F = 0. Following this procedure, the values of hom  were (450 ± 40), (580 ± 40), and (740 ± 40) 
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meV for nanoparticles stabilized with TSC, PVP and PVA respectively. This correspond to T2 

equal to (3.0 ± 0.3), (2.3 ± 0.3), and (1.8 ± 0.3) fs, respectively. 

Recent results of single-particle measurements [Mu08] show that the homogeneous linewidths 

of the LSP resonance in chemically prepared nanoparticles varies from particle to particle, 

probably due to variations in the surface density of stabilizers and/or multifaceted character of 

the nanoparticles. Based on this, and since we are performing ensemble measurements, it should 

be reminded that the dephasing times measured here represent average values. 

 

 

 

Fig. 4.14 – TEM images of the TSC-stabilized silver nanoparticles before (a) and after (b) laser 

irradiation. Histograms of the equivalent radius (c) and aspect ratio (d) before (cross-hatched blue bars) 

and after (solid red bars) laser irradiation. 

 

 



98 

 

 

 

Fig. 4.15 – Extinction spectra (a)-(c) and difference spectra (d)-(f) along with the best fits for the silver 

nanoparticles stabilized with TSC (a) and (d), PVP (b) and (e), PVA (c) and (f). 
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Fig. 4.16 – Fluence broadening of the PSHB for TSC (black circle), PVP (red triangles) and PVA (blue 

squares)-stabilized colloids. The homogenenous linewidth and hence the dephasing time is extracted 

extrapolating the linear fits to fluence F = 0. 

 

Comparing the results presented in fig. 4.16 to the value of the dephasing time 


2T = 6 fs, 

calculated from eq. (4.23) using the bulk values of the silver dielectric function (Fig. 4.2), we 

find that the dephasing times measured here are substantially shorter.  They are also shorter than 

the dephasing times measured for silver nanoparticles with similar size at ultrahigh vacuum 

(UHV) conditions using PSHB [Bo02]. To allow further comparison with the results already 

found in the literature for particles with different sizes, it is mandatory to calculate the size-

independent damping parameter A according to eq. (4.24). Usually, A is determined by 

measuring T2 for different set of sizes and fitting the results to eq. (4.24). However, if 


2T  is 

known, the damping parameter can be calculated using the T2 measured for a single size of 

nanoparticles. For the nanoparticles with equivalent radius Req = 6 nm, the damping parameters 

are A = (1.0 ± 0.2), (1.5 ± 0.3), and (2.4 ± 0.6) nm/fs for TSC, PVP and PVA respectively. Table 

4.1 shows some of the values of damping parameters of noble metal nanoparticles already 

reported. The damping parameters here significantly differ from that expected for pure surface 

scattering for silver nanoparticles in vacuum (Asurf ~ 0.2 nm/fs) [Pe93], which indicates that the 

chemical environment is leading to an additional LSPs damping. 

As described earlier, the damping of the LSP resonance is a combination of several processes 

that at first approximation can be considered to contribute independently. Among these 

processes, we may exclude: 
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Reference 

                                           

System 

  

Nanoparticles’ 

radius (nm)  

Technique 

Damping 

parameter A 

(nm/fs)  

Baida et al.     

[Ba09] 

Ag/SiO2 core/shell 

ellipsoids 

         5-15      SLMS           0.5 

Sönnichsen et 

al. [Sö02b] 

Silver spheres         ~ 20 Dark-field 0.42-1.46 

Berclaud et al. 

[Be05] 

Gold spheres 2-17 PHI 0.7 

Hubenthal 

[Hu07] 

Aqueous gold        

ellipsoids 

~ 17 PSHB 2.7 

Hubenthal et al. 

[Hu10] 

Gold ellipsoids supported 

on sapphire at UHV 

3-23 PSHB 0.3 

Bosbach et al. 

[Bo02] 

Silver ellipsoids supported 

on quartz at UHV 

2-10 PSHB 0.4 

 Hubenthal    

and Träger 

[Hu11b] 

Silver ellipsoids supported 

on quartz/sapphire 

embedded in SO2 

                          

10-15 

                  

PSHB 

                            

1.8 

                          

This work 

Aqueous silver ellipsoids 

capped with 

TSC/PVP/PVA 

                          

6 

               

PSHB 

                          

1.0-2.4 

Table 4.1 – Comparison among the damping parameters A for different systems. 

 

1) Radiation damping and phase retardation effects, since the synthesized nanoparticles 

are in the size regime where the quasi-static approximation is valid and; 

2) Interband damping i.e, the LSPs decay into electron-hole pairs located in different 

bands, as the onset of interband transition (≈ 3.9 eV) [Kr95] is larger than the photon 

energy of the laser. 

Since the chemical environment is leading to an additional damping, the differences among the 

dephasing time calculated from the optical constants of bulk silver and those measured here for 

nanoparticles with different stabilizers is attributed to the interaction of the coherently 

oscillating electrons with the surface of the nanoparticles. The mechanisms involve changes of 

the band structure at the nanoparticles boundaries. Two main mechanisms have been proposed: 
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1) Chemical interface damping, in which the oscillating electrons are excited to energy 

levels located in the adsorbate; 

2) Increased Landau damping due to structural changes on the metal conduction band. 

The damping rate is enhanced by creation of electron-hole pairs near the nanoparticles 

surface. In this case, the electron-hole pairs are located inside the conduction band. 

The relative contribution of both processes is still an open question and PSHB is unable to 

distinguish them.  

The extra damping in the present measurements is comparable to results observed for 

nanoparticles functionalized with different molecules. In [Hu11b], the authors measured T2 in 

silver nanoparticles with Req ~ 7.5 nm covered with SO2. The damping parameter was 

approximately A = 1.8 nm/fs. In a situation closer to the present case, [Hu07] investigated the 

dephasing time of a TSC-stabilized aqueous gold colloid with Req = 17 nm using the PSHB 

technique. The damping parameter was estimated to be A = (2.72 ± 0.56) nm/fs, which is 

slightly larger than the found here. 

It is interesting to discuss the role of water in the damping of the LSPs in passivated 

nanoparticles. The relative surface density of molecules for a given plane direction can be 

estimated by the Boltzmann statistics [Hu87] 

 
 TkE

TkE

N

N

bb

ba

b

a

/exp

exp
                                                     (4.28) 

where Na (Nb), Ea (Eb) are the surface density and binding energy of molecule a (b), 

respectively,  kb is the Boltzmann constant and T is the temperature of the system. As the 

binding energies of TSC [Ki08] and water molecules [Ra04] on the Ag (111) plane are 

estimated to be 0.6 eV and 0.2 eV respectively, the nanoparticle surface coverage of TSC is ~ 

10
6
-fold larger than that of water. Therefore, we expect that the dephasing is mainly due to the 

interaction with the stabilizing molecules. However, it is a fact that the solvent can induce 

spectral line broadening of molecules in solution or influence the rate of charge transfer between 

interacting systems, according to Marcus electron transfer theory [Ma85]. Thus, the role of the 

solvent cannot be disregarded. This is corroborated by previous measurements of the damping 

parameters of the LSPs in silver nanoparticles capped by thick silica shells that protect the 

nanoparticles from solvation effects [Ba09]. In that case, the damping parameters found (A ~ 0.5 

nm/fs) are smaller than those found in the present study. 

B) DFT calculations 
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The optimized geometries obtained from the DFT calculations are shown in fig. 4.17. The 

structural rearrangement of the metal molecule-interface is the result of an interfacial dipole 

created due to a permanent charge-transfer between the molecule and the metal [Cr02] [Ts10]. 

Figure 4.18 shows the Mulliken charge analysis for the different stabilizers. TSC binds to the 

surface by taking 0.87e
-
 from the surface, while the PVP monomer donates 0.38e

-
 and the PVA 

dimer takes 0.48e
-
. The non-integer charge represents a dislocation of the electronic cloud. 

Figure 4.19 shows a top and bottom view of the stabilizer-cluster bond, where the lower-lying 

Ag atoms were removed. The distance between the atoms are displayed in tables 4.2-4.4. In 

TSC, the carboxyl groups bind to the surface via the oxygen atoms, while the hydroxyl group 

points in opposite direction of the surface. The oxygen of the PVP pyrrolidone group binds to 

the Ag surface and, as a consequence of the rigid π bond between oxygen and pyrrolindone, the 

plane of the pyrrolidone group lies perpendicular to the surface. This oxygen is proximal to the 

barycenter of a triangle formed by Ag atoms at an average distance of 2.47 Å to the nearest 

silver atoms. PVA binds to the Ag surface via their unhydrolized oxygen atoms of the hydroxyl 

groups. As in PVP, the PVA oxygen atoms are located above the barycenter of a triangle formed 

by Ag atoms. However, the average distance from the O atoms to the nearest Ag atoms is 

shorter (2.29 Å) for PVA. 

 

Fig 4.17 – Optimized geometries for TSC (a), PVP monomer (b), and PVA dimer (c) adsorbed on 

silver(111). Oxygen (red), carbon (dark gray), hydrogen (light gray), nitrogen (dark blue), silver (light 

blue). 
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Fig. 4.18 – Mulliken charge analysis for TSC (a), PVP (b), and PVA adsorbed on silver (111). The scale 

is in units of elementary charge.  

 

We now look for a more quantitative criterion for the electronic interaction between the clusters 

and the adsorbed molecules via the spatial localization of the molecular orbitals and the local 

density of states (LDOS). The atomic orbitals   of the total system (T) (cluster + molecule) 

are assumed to belong to two contiguous regions, namely the silver cluster group (C) and the 

molecular group (M), such that the molecular orbitals can be written as a linear combination of 

atomic orbitals as [Sz96]  

 
M
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C

i

T

ii ccc





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

  ,                               (4.29) 

where the ic ’s are the coefficients in the linear expansion of the ith molecular orbital. The 

orthonormallity of the molecular orbitals, 

i

M

i

Cijji   ,                                               (4.30) 
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Fig.  4.19 - Bottom (left) and top (right) views of optimized geometries for the first atomic plane of silver 

(111) and the capping molecules TSC (a) and (b), PVP (c) and (d), and PVA (e) and (f). The distance 

between the molecules’ atoms and the silver atoms are given in tables 4.2-4.4. 
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Binding pair 

(O-Ag) 

                

Distance 

(angstroms) 

                 

Binding pair 

(O-Ag) 

                

Distance 

(angstroms) 

           

Binding pair 

(O-Ag) 

                 

Distance 

(angstroms) 

1-8 3.53 3-8 2.67 5-11 2.48 

1-9 2.76 3-10 2.37 5-12 2.48 

1-10 4.18 3-9 3.15 5-13 2.53 

2-7 5.59 4-10 3.69 6-11 2.63 

2-8 4.94 4-12 2.41 6-8 2.39 

2-9 4.66 4-15 3.64 6-14 2.53 

Table 4.2 – Distance between the labeled oxygen atoms of TSC and silver atoms of the first silver (111) 

plane. 

              

Binding pair 

(O-Ag) 

                  

Distance 

(angstroms) 

1-2 2.53 

1-3 2.44 

1-4 2.45 

Table 4.3 – Distance between the labeled oxygen atoms of PVP and silver atoms of the first silver (111) 

plane. 

                

Binding pair  

(O-Ag) 

                     

Distance 

(angstroms) 

1-3 2.24 

1-4 2.32 

1-5 2.33 

2-4 2.35 

2-5 2.35 

2-6 2.21 

Table 4.4 – Distance between the labeled oxygen atoms of PVA and silver atoms of the first silver (111) 

plane. 
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and 

   



M C

ii

M M

ii

i

M cSccSc
 



 

 ,                             (4.32) 

where  S  is the overlap matrix elements of the (non-orthogonal) atomic orbitals. In 

eqs. (4.31) and (4.32), 
i

C  and 
i

M are interpreted as the probability of finding the molecular 

orbital i  in the C or M regions, respectively. With these probabilities, we can evaluate the 

spatial localization of the molecular orbitals and the LDOS, defined as [Da05] 

  
i

i

i

MMD  ,                                                (4.33) 

and 

  
i

i

i

CCD  ,                                                 (4.34) 

where DM (DC) is the LDOS for the adsorbate (cluster) region. 

The LDOS calculated with basis on the above definitions for energies near the Fermi level are 

shown in fig. 4.20. For the three different stabilizing agents, there are several empty adsorbate 

states with energy E such that the energy difference (E – EF) with respect to the Fermi level EF 

is smaller or close to the photon energy used (2.94 eV) to excite the LSPs. This justifies an 

increase in the CID rate and shortening of 2T  compared to 


2T . The resonance states whose 

excitation energies are much larger than the LSPs energy do not contribute to the CID effect 

[Pi03].   

Interestingly, as displayed in Fig. 4.20, the structure of the LDOS at the metal region depends 

on the stabilizer, and a broadening of the conduction band states may lead to increased Landau 

damping at the nanoparticles surface. To the best of our knowledge, this adsorbate-induced band 

structure changes was never taken into account in the CID models. However, since Landau 

damping is the dominant dephasing mechanism in bare particles, these changes cannot be 

overlooked. 

Figure 4.20 also shows isosurfaces of the probability density for the Kohn-Sham orbitals that 

may be involved in relevant transitions indicated by gray arrows. Most plasmon-driven 

electronic transfers occur from the silver clusters to atomic orbitals located near the binding 

oxygen atoms.  Ideally, we could quantify the computational results with the experimental ones  
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Fig. 4.20 – Calculated LDOS for silver nanoparticles stabilized with TSC (a), PVP (b), and PVA (c). The 

zero energy corresponds to the Fermi level of the metal. The relevant transitions are indicated by gray 

arrows along with the corresponding Kohn-Sham wavefunctions. The molecular orbitals are the 

following: a) I-LUMO, II-LUMO+1, III-LUMO+3, IV-LUMO+7; b) I-LUMO+6, II-LUMO+10, III-

LUMO+13; and c) I-LUMO, II-LUMO+1, III-LUMO+6, IV-LUMO+10. 
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and compare the different stabilizers. However, that comparison can only be made qualitatively, 

since quantitative results depend on computationally expensive factors and parameters that are 

not available, such as the molecular surface density, the polymeric chain length, the size of the 

cluster and solvent effects. One interesting fact that may explain the longer T2 measured for 

TSC-stabilized nanoparticles is that the molecular surface density of TSC depends on the Ag 

plane to which TSC in binded, as demonstrated in [Ki08]. By means of DFT calculation, they 

demonstrated that the binding energy of TSC in Ag is larger for the (111) plane compared (110) 

as a consequence of the best geometry matching between the Ag and O atoms of the carboxyl 

group for the (111) plane. They estimated that, with basis in eq. (4.28), the molecular surface 

density in the (111) plane is 10
6
-fold larger than in the (110) plane. 

 

4.3 Conclusions 

In this chapter, we investigated experimentally and theoretically the LSPs dephasing in colloidal 

silver nanoparticles, with typical diameters about 12 nm, stabilized with different capping 

agents. The results demonstrated that the dephasing times depends on the stabilizer chosen and 

are shortened due to the chemical interface damping effect or increased Landau damping at the 

nanoparticles surface. DFT calculations were performed for the metal cluster-adsorbate 

interaction and the results showed that either CID or increased Landau damping is occurring.  
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5. Pump-and-probe Spectroscopy in Rhodamine 590 Functionalized 

TiO2 Nanoparticles and Glass-Ceramics Containing NaNbO3 

Nanocrystals 

 

This chapter presents results of pump-and-probe transient absorption in two different systems: 

Rhodamine 590 linked to TiO2 nanoparticles and glass-ceramics containing sodium niobate 

nanocrystals (GC-SNN). The aim in the first system is to probe charge injection from 

Rhodamine 590 into the TiO2 nanoparticles at the surface, while in the second system we used 

transient absorption to investigate the ultrafast dynamics of in-gap states in the GC-SNN. For 

the second system, we also performed a time-resolved optical limiting experiment. In this case, 

we study the slow temporal decay of in-gap states. The results are theoretically modeled using a 

coupled rate equation model for the populations of the excited energy levels. 

 

5.1 Dynamics of in-gap states of a glass-ceramic containing sodium niobate 

nanocrystals  

The GC-SNN linear and nonlinear optical properties were discussed in detail in chapter 3. 

Optical limiting behavior was demonstrated in this material in the visible region of the 

spectrum, using picosecond [Fa04] and nanosecond lasers [Ol07]. The two-photon absorption 

coefficient in the nanosecond regime differs from that in the picosecond regime [Ol07] and the 

difference was attributed to the contribution of excited state absorption (ESA) and free-carriers 

absorption (FCA) to the nonlinear absorption. In chapter 3, we have shown how in-gap states of 

the GC-SNN, such as the nonbridging oxygen hole center (NBOHC), may contribute to the 

optical properties in the visible. In this chapter, we distinguish the different time scales of ESA 

using two different techniques: Femtosecond pump-and-probe transient absorption and 

dynamical optical limiting. Pump-and-probe experiments revealed at least two components for 

excited state absorption: a fast component with decay time shorter than 2 ps and a slow 

component whose decay time was beyond the temporal range of our apparatus. In dynamical 

optical limiting, a slower decay (ca. 150 µs) was measured, and a model was proposed taking 

into account the population of the energy levels participating in the process. 

5.1.1 Femtosecond pump-and-probe transient absorption experiment 
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The experimental apparatus of the femtosecond transient absorption experiment is depicted in 

Fig. 5.1. For the pump beam, we used a Coherent Libra regeneratively amplified Ti:Sapphire 

laser (λ = 800 nm, τp = 100 fs, 1 kHz repetition rate). The probe beam was derived from an 

optical parametric amplifier (OPA) (Coherent, Opera solo) pumped by the Libra laser whose 

output beam wavelength could be tuned from the UV to the NIR. The pump beam was 

frequency doubled by a nonlinear BiBO crystal (Castech, 1 mm long). A shortpass filter 

(Edmund optics, A84714) was used to reject the fundamental beam after the BiBO crystal. The 

pump beam intensity could be controlled by a λ/2 plate and a Glan polarizer. The pump beam 

was modulated by an optical chopper operating at 461 Hz and its optical path was controlled by 

a delay line (Newport, ESP301). The probe beam generated by the OPA was attenuated by 

neutral density filters and its intensity could be controlled by another λ/2 plate/Glan polarizer 

set. The probe beam was split into two beams: a weaker one called reference beam, with 

intensity ≈ 4% of the original beam, and a stronger one (compared to the reference) that we will 

still continue to call the probe beam. The pump and probe beams are slightly focused in the 

sample and the signal beam, generated along the probe direction, is detected (heterodyne 

detection, see chapter 2) by a BPW21 silicon photodiode. The pump and probe beams 

polarizations were set parallel except for degenerate excitation at 400 nm, in which their 

polarizations were set perpendicular and a polarizer in front of the detector filtered the signal 

beam from stray light of the pump beam. The probe beam intensity fluctuations were 

normalized using the reference beam detected by another identical BPW21 photodiode. This 

normalization is crucial to improve the signal-to-noise ratio. The intensity of unperturbed probe 

beam i.e., the beam that  

 

Fig. 5.1 – Simplified scheme of the pump-probe transient absorption experimental apparatus (see text). 

The blue beam is the pump, while the orange beam is the probe. SPF – shortpass filter, GP – Glan prism, 

OCP – optical chopper, BS – beam splitter, SIG – signal, REF – reference. 
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passed the sample without the presence of the pump, was set to 80 % of the reference beam 

intensity using variable neutral density filters in front of the detectors. The photodiode signals 

from the reference and signal beams were sent to two different boxcar averagers (Stanford 

SR250). The parameters of the two boxcars integrators were chosen to be the same. The 

averaging mode was set to “last shot”. The signals processed by the two boxcars were then sent 

to an analog processor (Stanford, SR235) to normalize intensity fluctuations of the probe. The 

analog processor performed the operation probesigrefsigout VVVVV 810  were Vsig, Vref and 

Vprobe are the processed intensities of the signal, reference and unperturbed probe beams, 

respectively. The analog processor output voltage was sent to a lock-in amplifier (Stanford, 

SR530) locked at the chopper frequency (461 Hz). The phase of the lock-in was set positive 

(π/2) for excited state absorption and negative (-π/2) for bleach/stimulated emission. The lock-in 

amplifier communicated to a personal computer, which also controlled the delay line, via a 

GPIB interface. 

The modulation of the pump beam by the optical chopper produces a square wave in the pump 

beam intensity. Hence, the signal intensity can be expressed in terms of Fourier series as [Ho98] 

         cccccc tttIItI  5sin13.03sin21.0sin64.00      (5.1) 

where 0I  is the intensity of the unperturbed probe beam, I  is the variation in the probe beam 

intensity induced by the pump cf. eq. (2.7), c = 461 Hz  and c  are the frequency and phase of 

the chopper respectively. The lock-in detects the signal at the frequency c  and displays its 

root-mean-square (rms) voltage. Therefore, the lock-in output is given by 

proberef

rms
I

I

I

I
V





 62.364.0

2

1
                                            (5.2) 

where refI  and probeI  are the intensities of the reference and unperturbed probe beams 

respectively. Defining the absorbance A of the sample as  











I

I
A 0log                                                             (5.3) 

the absorbance changes ΔA are expressed as 

I

I
A




3.2

1
                                                           (5.4) 



112 

 

 

In terms of the lock-in output voltage, the absorbance changes are given by 

rmsVA 12.0                                                          (5.5) 

With this system, absorbance changes as low as 10
-5

 could be accurately measured. The 

temporal resolution of the system is limited by the cross-correlation of the pump and probe 

beams, that was acquired by sum-frequency generation (SFG) of the pump (λ = 400 nm) with 

the probe (λ = 580 nm) in a BBO nonlinear crystal. The SFG signal (λ = 237 nm) excited a 

rhodamine 590 ethanolic solution and the fluorescence intensity was measured with a BPW21 

detector, whose spectral response is higher in the visible than in the UV. The cross-correlation is 

shown in Fig. 5.2. The full-width at half maximum (FWHM) is ~ 400 fs and is larger than the 

nominal pulse duration of the fundamental (τp ~ 100 fs) and probe beams (τp ~ 65 fs). Two main 

mechanisms may explain the broadening of the cross-correlation: dispersion by glassy optical 

components on the pump beam path and the relatively large beam waist at the sample
3
 (~ 750 

µm and ~ 380 µm for the pump and the probe beams respectively). Large beams waists were 

chosen to minimize overlap mismatch of the beams due to spatial variations of the probe beam. 

The overlap mismatch is critical since the beams traveled a long distance to reach the sample 

(~5m) and fluctuations in the room temperature caused displacement of the probe beam.  

 

Fig. 5.2 – Cross-correlation between the pump (λ = 400 nm) and the probe (λ = 580 nm) in a 1 mm-thick 

BBO crystal. 

                                                           

3
 As, for large beam waists, the pulses experience different delays at different points of the 

superimposition region, this principle can be used to characterize the pulses (as in the Grenouille 

technique [Pa01]) or perform time-resolved spectroscopy [Pa07] without the need of a mechanical delay 

line. 
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Sample 

               

Annealing 

time (hours) 

                    

Filling 

fraction f 

                     

Sample 

length (mm) 

                 

Density ρm 

(g/cm
3
) 

Band-gap 

energy Eg 

(eV) 

S2 2 0.00 3.25 3.670 3.6 

S8 8 0.03 3.45 3.692 3.5 

S33 32 0.20 3.30 3.695 3.2 

S69 69 0.36 3.65 3.757 3.2 

S92 92 0.36 3.45 3.810 3.2 

S114 114 0.35 3.15 3.823 3.2 

S206 206 0.37 3.50 3.835 3.2 

Table 5.1 – Some features of the GC-SNN investigated by femtosecond pump-probe differential 

absorption. 

The glass-ceramics containing NaNbO3 nanocrystals (GC-SNN) were prepared by annealing the 

glass with a molar % composition of 35SiO2-31Nb2O5-19Na2O-11K2O-2CdO-2B2O3 at 610 ºC 

during different time intervals (see chapter 3 and references [Fa04]  [Li03b]). Table 5.1 shows 

some  features of the samples investigated in this chapter. The average size of the nanocrystals 

(~ 12 nm) is independent of the annealing time. However, the filling factor f i.e., the volumetric 

fraction of the crystalline phase, increases during the annealing time and saturates after 69 h of 

heat treatment. Figure 5.3 shows the linear absorption spectra of the GC-SNN. The samples 

present a large transparency window extending from blue to the near-infrared. The optical band-

gap of the GC-SNN varies from 3.6 eV (f = 0) up to 3.2 eV (f  ~ 0.37). The absorption spectrum 

(extinction spectrum, more precisely) of the S33 shows a 
41   dependence due to light 

scattering by NaNbO3 nanocrystals aggregates [Fa04].   

 

Fig. 5.3 – Linear absorption spectra of some GC-SNN. 
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5.1.2 Results and discussion 

Figure 5.4 shows the transient absorption signals for probe wavelengths at 400 nm (a), 530 nm 

(b), 580 nm (c) and 640 nm (d). The pump and probe energies per pulse are ≈ 1 µJ and ≈ 65 nJ 

respectively. The samples present an ESA signal whose dynamics depends on the excitation 

wavelength and the filling factors of the samples. For degenerate pump-probe, the dynamics 

resembles the cross-correlation, while for the other probe wavelengths at least four different 

dynamics can be distinguished (including the rise of the signal). In the first part, the strong peak, 

common to all samples, is due to the overlap between both pump-probe beams. After the 

excitation the temporal behavior of the signal (fig. 5.5) can be fitted by an exponential function 

whose decay time varies from τd ~ 1.1 ps (for λ = 530 nm and 580 nm) to τd ~ 1.7 ps (λ = 640 

nm). Clearly, the signal decays slower for longer wavelengths. After the first decay process, the 

signal decays suddenly with a characteristic time ~ 400 fs, which is almost equal to the temporal 

resolution of the apparatus. This implies that this decay time might be even faster. Its origin is 

unclear but the presence of an intermediate short lived in-gap state or stimulated emission of the 

probe might explain this behavior. The hypothesis of stimulated emission is corroborated by the 

fact that the first  

 

Fig. 5.4 – Transient absorption signal in the GC-SNN for pump excitation at 400 nm and probe 

wavelengths 400 nm (a), 530 nm (b), 580 nm (c) and 640 nm (d).  
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Fig. 5.5 – Exponential fits to the transient excited state absorption signal of the glass-ceramic annealed for 

206 h for probe wavelength at 530 nm (a), 580 nm (b) and 640 nm (c) and their respective decay times.  

signal decay, which is stopped by the second process, is longer for smaller photon energies. 

Furthermore, this sudden decay is not present in the degenerate pump-probe experiment. The 

decay time of the last process is beyond the range of our delay line (which is ~ 3 ns) and may be 

attributed to long lived deep trap states. These long lived trap states contribute for ESA in the 

optical limiting experiments in the nanosecond and picosecond regimes [Fa04] [Ol07]. 

The decay times are almost independent of f and the long component of the ESA decay is 

present in all samples. However, the decay profile of the undoped sample S2 is different 

compared to the other samples’ signal decay. The decay behavior of the S2 sample is non-

exponential at earlier times. 

 

5.2 Pump-probe transient absorption in rhodamine 590 linked to amorphous TiO2 

nanoparticles 

The charge-transfer mechanisms from dye to semiconductor nanoparticles and the time scales 

involved in these processes are a matter of interest for diverse applications, such as dye-
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sensitized solar cells (DSC) [Gr03] [Ha12], photodynamic therapy [Wa03] and photocatalysis 

[Be00]. In DSC, electron transfer occurs from excited LUMO (lowest unoccupied molecular 

orbitals) states of the dye to the conduction band of the semiconductor. For the electron transfer 

to take place, the conduction band energy of the semiconductor must be lower than the LUMO 

states of the sensitizer. Titanium dioxide (TiO2) often meets this requirement and therefore, is 

the most widely semiconductor employed in DSC. 

Fast electron transfer is mandatory to avoid exciton recombination before charge transfer and 

therefore, improve the efficiency of a DSC. Conversely, slow backward charge transfer (from 

the semiconductor to the dye) increases the efficiency of a DSC. The charge transfer is highly 

sensitive to surface conditions, such as the presence of defects, and the energetic distances and 

spatial overlap between the LUMO states of the dye and the semiconductor conduction band 

[An05]. The LUMO-conduction band energetic distance can be tuned by the appropriate choice 

of the dye or, if another semiconductor is employed as the sensitizer, by changing the size, and 

hence the energy band-gap, of the semiconductor. Furthermore, the solvent is another factor that 

contributes to the electron transfer rates [Ma85]. 

In this chapter, we investigate charge transfer from rhodamine 590 to amorphous TiO2 

nanoparticles in colloidal suspension via pump-probe transient absorption. The fundamentals of 

the pump-probe technique were discussed in detail in chapter 2. The experimental apparatus is 

the same as described in section 5.1.1. 

 

5.2.1 Experiment 

The rhodamine 590 functionalized TiO2 nanoparticles were synthesized by Dr. Antonio Marcos 

de Brito Silva from the Centro de Tecnologias Estratégicas do Nordeste (CETENE)-Brazil and 

Ms. Andréa F. da Silva from the Materials Science Graduate Program at Universidade Federal 

de Pernambuco, Brazil. The synthesis involved the formation of amorphous TiO2 nanoparticles 

by hydrolysis of titanium tetrabutoxide with subsequent functionalization of the nanoparticles 

with Rhodamine 590 (Rh6G). Amorphous TiO2 nanoparticles were synthesized as described in 

[Su08]. First, 5 mL of a 1:1 ethanol/acetonitrile solution was prepared. Then 0.1 M of titanium 

tetrabutoxide (TBO) was added to this solution under nitrogen atmosphere to form the 

EtOH/AN/TBO solution. A second 1:1 ethanol/acetonitrile solution (5 mL) was prepared. To 

this new solution, 0.2 M of NH4OH and 1 M of Milli-Q water were added to form the 

EtOH/AN/NOH solution. 
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TiO2 nanoparticles were generated by adding the EtOH/AN/NOH solution to the 

EtOH/AN/TBO solution under magnetic stirring. The final solution was stirred at 550 rpm for 5 

hours. After this interval, 10 mL of ethanol were added to stop the reaction. 

The final solution was centrifuged at 10,000 rcf for 5 minutes and the supernatant was extracted. 

The nanoparticles at the bottom of the tube were resupended in ethanol. This procedure was 

repeated five times.  

To functionalize the TiO2 nanoparticles with rhodamine 6G, a precursor Si:Rh6G solution 

[Gr07] was prepared by first adding 1.6x10
-4

 M of Rhodamine 6G to 13 mL of acetonitrile 

under magnetic stirring. To this solution, 1 mL of methanol was added to increase the solubility 

of the dye. Then 1.6x10
-4

 M of 3-isocyanatepropyltriethoxysilane were added. The final 

Si:Rh6G solution was stirred for 24 hours. The dye reacts with the silane according to fig. 5.6. 

After the reaction, 5 mL of the TiO2 colloidal solution was mixed with 10 mL of the precursor 

Si:Rh6G solution. The colloid was kept under reflux at 80 ºC for 24 hours. 

 

Fig. 5.6 – Product of the reaction between Rh6G and the silane used in the synthesis (from [Gr07]).   

After 24 hs, the new colloid was centrifuged at 10.000 rcf for 5 minutes. The supernatant was 

extracted and the particles at the bottom of the tube were redispersed again in ethanol under 

sonification. This procedure was repeated until no more dye could be extracted from the 

suspension. After the last centrifugation, the functionalized particles were redispersed in 14 mL 

of ethanol. 

 

5.2.2 Results and discussion 

A representative scanning electron microscopy (SEM) image of the synthesized amorphous 

TiO2 nanoparticles is shown in fig.  5.7.  The nanoparticles  are  ellipsoidal  with  an average  

equivalent  
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Fig. 5.7 – Representative SEM image of the synthesized titanium dioxide nanoparticles and histogram of 

the corresponding size distribution. 

radius of 120 nm. The dye is proposed to anchor to the TiO2 nanopaticles via OH groups at the 

nanoparticles surface formed during the hydrolysis reaction. Fig 5.8 shows the absorption 

spectrum of the Si:Rh6G solution. The rhodamine 590 absorption bands are unmodified despite 

the binded silane [Gr07]. The absorption spectrum of the functionalized TiO2 nanoparticles (not 

shown) is dominated by scattering due to the nanoparticles. In the ultraviolet, absorption by the 

nanoparticles starts to contribute since the energy band–gap of amorphous TiO2 is ≈ 3.3 eV. For 

the TA experiment, the pump was chosen at 400 nm, resonant with the dye, and the probe was 

set at 530 nm at the maximum of the S0-S1 transition of the dye. The polarizations of the pump 

and probe beams were set parallel and they crossed in a 2 mm long quartz cuvette containing the 

dye and the colloid. The optical density at 400 nm was ≈ 0.03 for the dye and ≈ 2.50 for the 

colloid. 

 

Fig. 5.8– Absorption spectrum of the Si:Rh6G solution. 
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The normalized transient bleaching signal is shown in fig. 5.9a for the Si:Rh6G solution 

(squares) and the functionalized TiO2 nanoparticles (circles). The unfunctionalized 

nanoparticles did not show any transient absorption signal. Although the colloid  is  highly  

scattering, our   experimental apparatus was sensitive to measure absorbance changes in the 

transmission mode. In this case, the absorbance changes were on the order of 10
-4

 at the 

maximum of the signal for the colloid. Figure 5.9b shows the possible pathways that the excited 

electron can follow after pump excitation. As the excited electrons and holes in the dye are 

transferred or recombine, the bleaching signal is recovered. The TA curves were fitted by single 

exponential functions. For the Si:Rh6G solution, the bleaching recovery time is ≈ (2.9±0.5) ns, 

which is smaller than the rhodamine 590 lifetime in ethanol (~ 4.0 ns) [Po78]. However, for the 

dye binded to TiO2, the bleach recovery time was shortened to (0.7±0.2) ns, indicating that 

charge transfer is occurring from thermalized excited states of the dye to the TiO2 conduction 

band. 

 

Fig. 5.9 – a) Normalized transient absorption signal for the Si:Rh6G solution (open squares) and Rh6G 

linked to TiO2 nanoparticles (open circles). The curves are exponential fits to the experimental data. b) 

Schematic representation of the possible pathways for an electron following excitation at 400 nm. CB – 

conduction band, VB – valence band. 

The offset is a signature that the bleaching recovery is not completed during the time scale 

investigated due to trapping of electrons at in-gap states of the semiconductor or trapping of 

molecules in triplet states. The charge-transfer rate can be calculated by 

   GRhSiTiOGRhSi

etk
6:6:

11

2





                                                    (5.6) 

where  26: TiOGRhSi   and  GRhSi 6:  are the lifetimes of the dye linked to TiO2 and the Si:Rh6G 

solution, respectively. Using the constants extracted from the exponential fits to the transient 
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absorption data, the charge transfer rate is on the order of 10
9
 s

-1
. This value is smaller than the 

charge transfer rates for other classes of dyes, such as ruthenium complexes or donor-pi-

acceptors [Ha15], or semiconductor quantum dots linked to anatase TiO2 nanoparticles in 

different environments [Ro06]. Values for ket in these systems are in the range 10
9
–10

13 
s

-1
.  The 

charge transfer rate is sensitive to the distance between the center of excitation at the donor and 

the acceptor. In our case, the silane molecule is a barrier for the charge transfer. Furthermore, it 

is known that both forward and backward charge transfer rate are smaller for amorphous TiO2 

nanoparticles than for anatase [Ma98]. In summary, systematic variations in the hybrid system 

(linking molecule, solvent and crystallinity of the nanoparticles) are necessary to improve the 

charge transfer rate. 

 

5.3 Dynamical optical limiting experiment in a GC-SNN 

5.3.1 Experiment 

To further understand the dynamics of in-gap states of the GC-SNN, we performed a dynamical 

optical limiting experiment using a time-resolved optical limiting apparatus (Fig. 5.10). As the 

light source, we used a Coherent Mira 900 mode-locked Ti:Sapphire laser (λ = 772 nm, 100 fs, 

76 MHz). The fundamental radiation was frequency doubled by a nonlinear BiBO crystal (386 

nm, 3.21 eV). The energy of the second harmonic could be controlled by a λ/2 plate – Glan 

polarizer set    positioned  before  the BiBO  crystal.  The fundamental radiation was later 

rejected by a shortpass filter (Edmund, A84714) positioned after the doubling crystal. The beam 

passed through a 1:1  

 

Fig. 5.10 – Schematic representation of the optical limiting experimental apparatus. SPF – shortpass filter, 

GP – Glan prism, OCP – optical chopper, BS – beam splitter, SIG – signal, REF – reference. 
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telescope and, at the focal region of the telescope, the beam was modulated by an optical 

chopper. The beam was further split into two beams. One of them, with energy almost 4 % of 

the original beam, is sent to a reference silicon photodiode (BPW21). The majority of the beam 

was then focused by a 10 cm focal length lens on the sample. The estimated beam waist in the 

focus is ≈ 30 µm. The transmitted light was collected by a 10 cm focal length lens and focused 

on another BPW21 photodiode. The signals from this photodiode were sent to a Tektronix 

TDS1012 digital oscilloscope, were the waveform of the signal could be recorded. The energy 

of the transmitted beam was measured after the sample by a joulometer that was removed from 

the beam path for the acquisition of the signal’s waveform. 

5.3.2 Results and discussion 

The temporal evolution of the transmitted intensities by the samples S2, S8, S114 and S206 are 

shown in fig. 5.11 for different excitation intensities. Clearly, the transmitted intensity decays 

with time for all samples and this effect is more pronounced for higher incident intensities. The 

behavior  

 

Fig. 5.11 – Dynamical OL behavior for the samples S2 (a), S8 (b), S114 (c), S206 (d) at different incident 

intensities. The incident intensities are 1620 MW/cm
2
 (red squares), 1340 MW/cm

2
 (blue circles), 1120 

MW/cm
2
 (green up triangles), 780 MW/cm

2
 (magenta diamonds), 450 MW/cm

2
 (violet dropped triangles) 

and 240 MW/cm
2
 (black crosses).  
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of the transmitted intensity can be described reasonably well by exponential functions. During 

the illumination time (≈ 1ms), the transmitted intensity reaches the steady state. An optical 

limiting (OL) behavior is observed for longer times. This is clear from fig. 5.12, where the 

transmitted intensity is plotted as a function of the incident intensity for t = 0 and t = “infinity”. 

The transmitted intensity was obtained at these times extrapolating the fitted exponential curves. 

When an exponential curve could not be fitted, an average of the signal at earlier times was 

taken (chopper aperture) and at later times (before chopper blocks the beam).  

To model the dynamical OL of these samples, we propose that the dynamical OL is associated 

with population accumulation effects. The proposed model is shown in Fig. 5.13. First, the 

pulses drives population from the top of the valence band (state 0 ) to the bottom of the 

conduction band (state 1 ) at a pump rate     pp htItW  0101  , where 10  is the linear 

absorption cross-section, I(t) is the time-dependent excitation intensity, h is the Planck constant 

and p  is the laser optical frequency. As the repetition rate of the laser is 76 MHz, the pulses 

arrive at the sample every 13.1 ns. From the bottom of the conduction band, the excited 

electrons may follow three different paths:    

 

Fig. 5.12 – “Classical” OL curves for samples S2 (a), S8 (b), S114 (c), S206 (d). The black squares and 

red circles are the transmitted intensities for time t = 0 and t = “infinity” (see text).  
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Fig. 5.13 –Scheme of the energy levels proposed to explain the OL behavior of the GC-SNN (see text).  

1) be excited to higher energy levels inside the conduction band (state 2 ) at a pump rate 

    pp htItW  1212  , where 12  is the absorption cross-section from state 1  to 2 ; 2) 

Decay radiatively to the state 0 , at a rate 10 ; 3) relax nonradiatively to trap states (defects) 

d  at a rate d1 . The population in state 2  can decay nonradiatively to the bottom of the 

conduction band (intraband process) with a rate 21 . The population in state d  can be either 

excited to 2  at a pump rate     pdpd htItW  22  or decay to state 0  at a global rate  . 

The whole process can be described by a set coupled rate equations as 

 

    
   

   dpddd

pdp
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ntWnn
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nnntWn
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221221122

2211121100011

1100010









                          (5.7) 

where ni is the population in level i  (i = 0, 1, 2, d) and satisfies 1
i

in . The excitation 

intensity along the sample can be expressed as 

 
          tzIttzItntn

z

tzI
effdd ,,

,
21120  




                     (5.8) 

Integrating eq. (5.8) along the sample thickness L, furnishes the transmitted intensity: 
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       LtRzItLzI eff exp10,
2

                                  (5.9) 

The time-dependence of the transmitted intensity is incorporated in the effective absorption 

coefficient  teff . The set of coupled equations (5.7) was solved using the Runge-Kutta 

method (see appendix B for source code written in Mathcad) to obtain the time dependent 

population of levels 1  and d . The results are then plugged into eqs. (5.8)-(5.9) to obtain the 

transmitted intensity. The femtosecond pulses are assumed to have a top-hat temporal shape in 

the model with temporal duration equal to 100 fs. In the Mathcad algorithm, the equations (5.7) 

were solved in steps of 10 fs during the time the pulses irradiate the sample, in order to include 

excited state absorption induced by a single pulse, and steps of 100 ps between consecutive 

pulses. 

To numerically solve eqs. (5.7), the absorption cross-sections and decay rates must be properly 

introduced. The absorption cross-sections 01  were obtained from the linear absorption spectra 

of the samples via the usual relation en  , where en  is the volume density of absorbing 

entities, which is obtained by averaging both the silicate-based matrix and NaNbO3 molar 

masses, with weigths f and (1-f) respectively and using the known mass densities m  (table 5.1) 

of the samples. Typical values of 01  were 10
-22

  cm
2
. The excited state absorption cross-

sections 12  and 2d  were estimated with basis on OL experiments reported in [Ol07] using 

nanosecond pulses in the visible, and the results of the femtosecond transient absorption 

experiment in this chapter. In [Ol07], the optical limiting behavior was explained by the 

contribution of two-photon absorption and ESA. For ESA , based on their theoretical model, 

values on the order of 10
-18

 cm
2
 were obtained. The ESA is equivalent to the transition 1 - 2  

in the scheme proposed in fig. 5.13. Here, as we are using femtosecond pulses, 12  should be 

smaller than ESA . However, this decrease in the ESA absorption cross-section is partially 

compensated by the fact that higher-energy photons are used in the experiment here, resonant 

with a region of higher density of states in the conduction band. Hence we estimate 12  ~ 10
-20

 

cm
2
. For 2d , the results of transient absorption (TA) in Fig. 5.4 show that the slower 

component of TA is at least one order of magnitude smaller than the fast component (which is 

described by 12 ). Hence we assumed 2d ~ 10
-22

 cm
2
 for the higher doped sample and 2d ~ 

10
-23

 cm
2
 for the undoped sample, since the density of defects is expected to be higher for the 

doped samples due to the presence dangling bonds in the surface of the nanocrystals. 
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The relaxation rates were estimated with basis on the luminescence experiments reported in 

chapter 3 and the TA experiment of this chapter. 10  represents the direct exciton 

recombination whose lifetime is ~ 25 ns and hence 10  ~ 4x10
7
 s

-1
. The intraband relaxation 

rate 21  is typically on the order of 10
12

 s
-1

. The decay of the strong ESA signal in Fig. 5.4 

implies d1  ~ 10
12

 s
-1

. The decay rate of the trap states from the luminescence experiments at 60 

K is   = (500 ns)
-1

 = 4x10
6
 s

-1
 for the doped S206 sample. At room temperature, we expect this 

decay rate is increased due to thermal activation of nonradiative channels. Furthermore, other 

defects states are present, such as the nonbridging oxygen hole centers (NBOHC), which 

possesses decay times ≈ 15 microseconds [Sk92]. This adds uncertainty to this relaxation 

lifetime and therefore it is considered the only free parameter of the model. 

The results of the fitting procedure are represented by the black lines in Fig. 5.14 for the S206 

sample. In all curves, all the parameters were kept the same, except the excitation intensities that 

changed from curve to curve. A good agreement is seen between the experimental results and 

the theoretical model. Interestingly, the values for   are on the order of 10
4
 s

-1
, which is two 

orders of magnitude smaller than the obtained from the luminescence experiments. This is 

interpreted as an indication of the presence of a deep trap states close to the top of the valence 

band, which is manifested in our model in a slower decay from state d . To verify this 

hypothesis, luminescence or femtosecond absorption experiments are necessary.  

 

Fig. 5.14 – Theoretical fits based on the rate equations model to the experimental data of fig. 6.2d) 

(Sample S206) for different excitation intensities. 
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5.4 Conclusions 

This chapter was devoted to the investigation of the dynamics of in-gap states in a glass doped 

with NaNbO3 nanocrystals and charge-transfer dynamics between Rhodamine 590 and TiO2 

nanoparticles. Femtosecond pump-probe and dynamical optical limiting were the techniques 

employed. The femtosecond TA of the GC-SNN revealed a strong ESA signal with at least two 

different dynamics: a fast one, with decay time approximately 1 ps and a slower component that 

could not be resolved with our apparatus. Dynamical optical limiting experiment was also 

performed in this system. The results show that, for near band-gap excitation, the sample 

presents OL behavior with a slow decay time. The OL behavior was modeled taking into 

account effects of population accumulation. The set of coupled differential rate equations was 

numerically solved and the results agreed with the experimental data. 

The TA absorption of the Rhodamine 590 functionalized TiO2 nanoparticles shows a bleaching 

signal that is shortened compared to the bleaching of the free dye in solution. This phenomenon 

was attributed to charge transfer from the dye to the semiconductor and the back transfer from 

semiconductor to the dye.   
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6. Conclusions and perspectives 

 

In this thesis, we employed nonlinear optical techniques to investigate ultrafast phenomena 

arising from the interaction between light and some nanostructured systems. 

The basic aspects of nonlinear spectroscopies and the optical techniques employed were 

presented in chapter 2. The signal generated in a nonlinear spectroscopy is the result of the 

convolution between the material response function and the applied electric fields. Therefore, 

this signal carries information about the incident fields and the optical properties of material and 

dynamical contents hidden in linear spectroscopies can be extracted from the nonlinear ones. 

The diagrammatic perturbation theory was presented. The double-sided diagrams are 

particularly useful for keeping track of the temporal evolution of the density matrix when 

several time-delayed electric fields are applied. Finally, some nonlinear optical techniques were 

discussed, such as photon echoes, pump and probe and spectral hole-burning as well as how 

information can extracted from these techniques. 

Ultrafast dephasing of excitons in a glass-ceramic containing sodium niobate nanocrystals was 

investigated in chapter 3 as well as the luminescence properties of excitons and trap-states in 

this material. The measured ultrafast dephasing time (T2 = 20 fs) indicates that several different 

mechanisms contribute altogether to the exciton decoherence. Unfortunately, under the 

conditions of our experiment, it was not possible to separate the individual contribution of these 

mechanisms. Low-temperature luminescence experiments were also performed. The estimated 

exciton recombination time in the NaNbO3 nanocrystals is 25 ns. A luminescence band centered 

in 540 nm was attributed to emission from defect states on the nanocrystals surface. The lifetime 

of this emission was estimated to be 500 ns. Interestingly, the undoped material presents, at low 

temperatures, a strong luminescence band in approximately 640 nm. This band is attributed to 

nonbridiging oxygen hole centers (NBOHC) present in this material. The presence of NBOHC 

contributes to the enhanced optical limiting behavior of this material in the visible. This 

information was missing in the optical limiting experiments in these samples reported in the 

literature. 

In chapter 4, ultrafast dephasing of localized surface plasmons in colloidal silver nanoparticles 

capped with different stabilizing molecules was investigated using the persistent spectral hole 

burning technique. The dephasing times measured are shorter than the one calculated using the 

bulk values for the dielectric function of the metal. The increased dephasing was attributed to 

the interaction of the coherently oscillating electrons with the nanoparticles’ surface. Two 
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mechanisms were proposed for the this effect: 1) Chemical interface damping (CID), which is 

manifested by a dynamic charge transfer between the metal and the capping molecules and 2) 

increased Landau damping i.e., damping of the LSPs in broadened electron and holes 

eingenstates near the nanoparticles surface. The PSHB technique cannot separate the relative 

contribution of both mechanisms. Density functional theory calculations were performed to 

investigate the interaction between the metallic clusters and the adsorbates. Relevant transitions 

for CID were identified and the calculations revealed that the electronic local density of states 

on the metal changes with the stabilizer. Therefore, the Landau damping contribution may also 

evolve with the stabilizer. 

Several interesting questions are unresolved concerning the dephasing dynamics of LSPs. One 

of them is the relative contributions of CID and Landau damping. Up to this work, there was no 

direct measurement of the dynamical charge transfer during the plasmon excitation. This is 

particularly challenging as it occurs during almost one optical cycle. One possibility to proof the 

charge transfer between the molecule and the metal would involve the combined use of 

ultrashort visible pulses for plasmons excitation and attosecond probe pulses to track electrons 

motion in the stabilizing molecules. This kind of experiment would also be important to 

understand the chemical effect of surface enhanced Raman scattering. 

Another interesting open problem is the solvent contribution to the CID effect. To this end, 

experiments in colloidal metallic nanopartciles in different solvents are necessary. An 

unresolved problem is whether the Marcus charge transfer theory, the dominant model of charge 

transfer between molecules, would be applied to find the charge transfer rate between the 

molecule and the metal, and hence the the LSPs dephasing rate. 

The experiments to verify the dynamical effects proposed above require systematic variation of 

the environment of the metal nanoparticles. Single-particle techniques are suitable for 

eliminating inhomogenous broadening however, to avoid substrate contribution to the LSPs 

properties, performing experiments in free nanoparticles in solution are mandatory. This is 

challeging since the Brownian motion of the nanoparticles adds extra noise to the measurement. 

A solution would be the use for example of an anti-Brownian electrokinetic trap [Co06] to study 

individual metallic nanoparticles. 

In principle, quantum chemical calculations are able to completely calculate the plasmon 

resonance of metallic nanoparticles taking into account the contribution of the environment and 

of the capping molecules. Large computational resources are necessary to increase the number 

of atoms of a metallic cluster and obtain accurate results. 
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In chapter 5, we applied femtosecond pump-probe and dynamical optical limiting to investigate 

excited states dynamics in the GC-SNN. A strong ESA signal was verified. This ESA signal 

decays in at least two different time scales, the faster decay (~1ps), associated with excitation of 

levels near the bottom of the conduction band and a slower decay whose characteristic time 

could not be measured with our apparatus. The slower decay was attributed to ESA of electrons 

in deep trap states. The dynamical optical limiting experiment employed a train of femtosecond 

pulses and revealed a time-dependent OL behavior. The dynamics of this OL effect reflects the 

dynamics of the populations in the energy levels of this system. The OL was modeled by a set 

of coupled differential rate equations that were numerically solved to test our model. The 

numerical results agree very well with the experimental data. The model is general and can be 

applied to other multilevel systems excited by a train of femtosecond pulses. 

Also in chapter 5, femtosecond pump-probe transient absorption was applied to investigate 

charge transfer between rhodamine 590 and amorphous TiO2 nanoparticles linked to them. The 

bleaching signal of the rhodamine absorption is altered by the presence of the semiconductor 

nanoparticles, which is an evidence of charge transfer. The bleaching signal was fitted by single 

exponential functions and the rate of charge transfer was estimated to be on the order of 10
9
 s

-1
. 

This rate could be increased, for example, by linking the dye to crystalline, instead of 

amorphous, TiO2 particles. A possible application of TiO2 functionalization by Rhodamine 590 

is the photodegradation of pollutants, since Rhodamine 590 is a carcinogenic dye. 

 

 

 

 

 

 

 

 

 

 



130 

 

 

Publications and presentations at conferences 

 

Part of the content of this thesis has been published in the following papers: 

1. Luminescence and optical dephasing in a glass-ceramic containing sodium-niobate 

nanocrystals. E. Almeida, L. de S. Menezes, Cid B. de Araújo, A. A. Lipovskii. Journal of 

Applied Physics 109, 113108 (2011). DOI: 10.1063/1.3596518. Selected for publication in 

Virtual Journal of Ultrafast Science, Vol. 10, Issue 7 (2011). 

2. Ultrafast dephasing of localized surface plasmons in colloidal silver nanoparticles: the 

influence of stabilizing agents. E. Almeida, A. C. L. Moreira, A. M. Brito-Silva, A. Galembeck, 

C. P. de Melo, L. de S. Menezes, Cid. B. de Araújo. Applied Physics B 108, 9 (2012). DOI: 

10.1007/s00340-012-5057-y. 

 

Submitted and in preparation, 

3. Dynamical optical limiting in the UV-blue in a silica niobic matrix hosting sodium niobate 

nanocrystals. E. Almeida, K. C. Jorge, L. de S. Menezes, Cid B. de Araújo, A. A. Lipovskii. 

(submitted) 

4. Ultrafast excited state absorption in glass-ceramics containing sodium niobate nanocrystals. 

E. Almeida, L. de S. Menezes, Cid B. de Araújo, A. A. Lipovskii. 

5. Charge transfer dynamics from Rhodamine 6G linked to amorphous TiO2 particles. E. 

Almeida, A. M. Brito-Silva, A. F. da Silva, G. Machado, L. de S. Menezes, Cid B. de Araújo. 

 

Conference proceedings: 

1. Ultrafast dephasing time measurements in a niobic-silicate nanocomposite using incoherent 

light. Euclides C. L. Almeida, Leonardo de S. Menezes, Cid B. de Araújo, A. A. Lipovskii. In 

Advances in Optical Materials OSA Technical Digest (CD) (Optical Society of America 2009), 

paper AThC5. 

2. Dephasing relaxation of localized surface plasmons investigated by persistent hole burning: 

role of stabilizing molecules in nanocolloids. L. de S. Menezes, E. Almeida, A. C. L. Moreira, 



131 

 

 

A. M. Brito-Silva, C. B. de Araújo. In CLEO/Europe and EQEC 2011 Conference Digest, OSA 

Technical Digest (CD) (Optical Society of America, 2011), paper CE_P37. 

3. Ultrafast dephasing of surface plasmons in silver nanoparticles: the role of capping agents. E. 

Almeida, A. C. L. Moreira, A. M. Brito-Silva, L. de S. Menezes, A. Galembeck, C. B. de 

Araújo.  In Laser Science, OSA Technical Digest (Optical Society of America, 2011), paper 

LWJ2. 

 

Presentations in international conferences: 

1. Ultrafast dephasing of surface plasmons in silver nanoparticles: the role of capping agents. E. 

Almeida, A. C. L. Moreira, A. M. Brito-Silva, L. de S. Menezes, A. Galembeck, C. B. de 

Araújo. 95th Frontiers in Optics/Laser Science XXVII, San Jose/CA (2011). (Oral) 

2. Ultrafast dephasing time measurements in a niobic-silicate nanocomposite using incoherent 

light. Euclides C. L. Almeida, Leonardo de S. Menezes, Cid B. de Araújo, A. A. Lipovskii. 

Advances in Optical Materials/93
rd

 Frontiers in Optics/Laser Science XXV, San Jose/CA 

(2009). (Oral) 

3. Damping of localized surface plasmon resonance in colloidal silver nanoparticles. E. 

Almeida, A.C. L. Moreira, A. M. Brito-Silva, L. de S. Menezes, Cid B. de Araújo. 2nd 

International Workshop on Fundamentals of Light-Matter Interaction, Porto de Galinhas, Brazil 

(2011). (Poster) – Best Poster Prize. 

4. Ultrafast dephasing of localized surface plasmons in colloidal silver nanoparticles: the role of 

capping agents. E. Almeida, A. C. L. Moreira, A. M. Brito-Silva, L. de S. Menezes, A. 

Galembeck, C. P. de Melo, Cid B. de Araújo. 3rd International OSA network of Students-

NA/Stanford, Stanford/CA (2011). (Poster) 

5. Dephasing relaxation of localized surface plasmons investigated by persistent hole burning: 

role of stabilizing molecules in nanocolloids. L. de S. Menezes, E. Almeida, A. C. L. Moreira, 

A. M. Brito-Silva, C. B. de Araújo. CLEO/Europe 2011, Munich, Germany (2011). (Poster) – 

Presented by L. de S. Menezes. 

Presentations in national conferences: 



132 

 

 

6. Ultrafast dephasing time measurements at low temperatures in a glass-ceramic containing 

sodium niobate nanocrystals. E. C. L. Almeida, L. de S. Menezes, Cid B. de Araújo, A. A. 

Lipovskii. XXVII Encontro de Físicos do Norte e Nordeste, Belém, Brazil (2009). (Oral) 

7. Dynamical optical limiting in the blue in a transparent glass ceramic containing sodium 

niobate nanocrystals. L. de S. Menezes, E. Almeida, Cid B. de Araújo, A. A. Lipovskii. XXXV 

Brazilian Meeting on Condensed Matter Physics, Águas de Lindóia, Brazil (2012). (Oral) – 

Presented by L. de S. Menezes. 

8. Femtosecond optical measurements in a niobic-silicate nanocomposite. E. Almeida, L. de S. 

Menezes, Cid B. de Araújo, A. A. Lipovskii. XXXII Brazilian Meeting on Condensed Matter 

Physics, Águas de Lindóia, Brazil (2009). (Poster) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



133 

 

 

A. Derivation of equation (3.10) 

 

The double-sided Feynman diagrams that contribute to the DFWMIL signal are presented in fig. 

3.1 The analytic form of the pair of diagrams R1-R2 and R3-R4 are equal for a two-level system. 

Therefore, it is necessary to calculate only the analytic form of diagrams R2 and R3: 
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The third-order nonlinear polarization is given by 
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where the electric field is the superposition of the fields of beams 1k  and 2k  crossing the 

sample, 

            rkrk  21 exp
~

exp
~

titEtitEtE                      (A.1.3) 

We assumed τ > 0 when 1k  precedes 2k . Then, in the 123 2 kkk   direction, 
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and therefore, 
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where we have averaged over the distribution function of the transition frequencies  10 g . 

Now we assume that the population relaxation time is much larger than both the dephasing and 

correlation time of the light. Also, we will assume extreme inhomogeneous broadening, such 

that  10 g  is a constant over the entire spectrum. Performing the integration over  , 

we get 
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After integration in τ1, the first parcel in the integrand is null except for 031  . After 

integration in τ3, this term vanishes. Thus 
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Integrating over τ3 it furnishes 
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where      dttEtEG   


~~

 is the autocorrelation function of the electric field amplitude. 

The integrated intensity of the signal is given by 
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where  denotes the statistical average over the statistical process. Therefore: 
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and it is independent of the statistics of the light field. 
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B. Source code in Mathcad
®
 for solving rate equations (5.6) 
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