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RESUMO

Esta pesquisa realiza uma anélise critica de chatbots sociais conscientes de contexto, sob a
perspectiva da tecnodiversidade. O estudo investiga como esses agentes digitais influenciam
a formacdo de narrativas culturais e imagindrios sobre a tecnologia, utilizando uma analise
tematica reflexiva de dados coletados na plataforma YouTube. O objetivo central é aplicar
a filosofia critica da tecnologia as Inteligéncias Artificiais Sociais para definir pardmetros de
analise que possibilitem a avaliacdo desses artefatos com base nos conceitos de tecnodiver-
sidade e cosmotécnicas. Espera-se, com este trabalho, oferecer uma reflexao critica sobre o
papel do(a) designer na concepc¢do e andlise de agentes digitais conversacionais, orientada

pelas cosmotécnicas, visando a construcao de futuros tecnolégicos plurais e desejaveis.

Palavras-chaves: Chatbots, Cosmotécnicas, Tecnodiversidade, Inteligéncias Artificiais Soci-

ais, Critica Tecnoldgica.



ABSTRACT

This research conducts a critical analysis of context-aware social chatbots from the perspective
of technodiversity. The study investigates how these digital agents influence the formation of
cultural narratives and imaginaries about technology, using a reflexive thematic analysis of data
collected on the YouTube platform. The central objective is to apply the critical philosophy
of technology to Social Artificial Intelligences to define analysis parameters that enable the
evaluation of these artifacts based on the concepts of technodiversity and cosmotechnics. It
is expected that this work will offer a critical reflection on the role of the designer in the
conception and analysis of conversational digital agents, guided by cosmotechnics, aiming at

the construction of plural and desirable technological futures.

Keywords: Chatbots, Cosmotechnics, Technodiversity, Social Artificial Intelligences, Critique

of Technology.
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1 INTRODUCAO

1.1 CONTEXTUALIZACAO

Na era da violéncia neuronaEl, caracterizada por uma explosdo digital que configurou novas
formas de compreender o mundo e o futuro (HAN, [2015), a singularidade tecnolégica parece
proeminente no imaginario popular que projeta o desconhecido. Tal singularidade, segundo Hui
(2020b)) e Pinto , reflete a crenca de que o progresso tecnolégico levara as maquinas a,
eventualmente, ultrapassarem a inteligéncia humana, acarretando consequéncias imprevisiveis
para a sociedade e o destino da humanidade. A figura [I] foi elaborada com base em um prompt

simples e representa visualmente alguns desses imaginarios.

Figura 1 — Imagens geradas pelo servico de inteligéncia artificial Midjourney utilizando-se os prompts de co-
mando "future", "artificial intelligence"e "technology".

Fonte: MIDJOURNEY INC, (2022)

1 Segundo (2015)), a violéncia neuronal descreve a pressdo constante e opressiva que surge da internaliza-
cdo das demandas externas de sucesso e realizacdo na sociedade contemporénea, levando a autovigilancia,
a autocobranca e ao esgotamento mental.



14

A ideia da singularidade culmina em uma visdo paradoxal do futuro: catastréfica ou so-
lucionista, incutida por meio de interesses que, por vezes, nao representam a diversidade de
criatividades em sociedade e servem a um sistema vigilante e opressor. Essa visao também
surge como um complemento a perspectiva cosmoldgica kantiana, que descreveu uma globali-
zacdo que hoje situa-se em um contexto amplamente dominado pelo capitalismo (HUI, 2020b).
A abordagem homogeneizante da tecnologia é visivel no cotidiano através dos meios de co-
municacdo, e atua como uma lente Unica da cultura, consolidando uma série de arquétipos
comuns em sua materialidade.

Essa narrativa, porém, n3o é a Unica possivel. A reapropriacdo de conceitos e pensamentos
reflexivos em torno da cultura cibernética e tecnolégica, s3o ideias defendidas por autores
como Hui (2023)) e Pinto (2005)). Yuk Hui é professor e filésofo de Hong Kong e em seu livro
Tecnodiversidade (2020b), — obra seminal desta pesquisa — defende a elaboracdo de outros
futuros desejaveis, que podem ser alcancados através da reapropriacdo popular e ressignifica-
cdo da tecnologia, especialmente num contexto ocidental. Segundo o autor, é fundamental
questionar os préprios conceitos cosmologicos e globais de tecnologia, alinhando-se a colo-
cacdo de Pinto (2005)) de que a populacdo marginalizada — que é alvo de bens ideolégicos
e produtos materiais (refletindo uma condicdo explorada, servical e marginalizada) — deve
protagonizar a concepcdo da tecnologia em seus multiplos contextos.

A abordagem da tecnodiversidade, proposta por Yuk Hui e explorada por outros pensa-
dores, questiona a visdo singular da tecnologia e reconhece a multiplicidade de formas de
conhecimento e praticas tecnolégicas ao redor do mundo e em diferentes sociedades. Ao invés
de buscar uma solucao universal para todos os problemas ou considerar novos artefatos, como
as inteligéncias artificiais, as respostas para todos os desafios, a multiplicidade de cosmotéc-
nicas valoriza a diversidade cultural e social, promovendo uma abordagem mais inclusiva e
contextualizada das técnicas.

Por que n3o considerar outra forma de aceleracdo que nao leve a veloci-
dade a seus extremos, mas que mude a direcdo do movimento, que dé a
tecnologia um novo referencial e uma nova orientacdo no que diz respeito
ao tempo e ao desenvolvimento tecnoldgico? Caso o facamos, poderemos
também imaginar uma bifurcacdo do futuro, que, em vez de se mover em
direcdo ao apocalipse, se multiplica e dele se afasta. Mas o que significa
dar a tecnologia um novo referencial? Para que isso seja possivel, precisa-
mos refletir sobre como nos reapropriar da tecnologia moderna por meio da
reflexdo sistematica e da abordagem da questdo das epistemologias e das
epistemes a luz de miultiplas cosmotécnicas — ou, colocado de modo mais

simples, da tecnodiversidade que possa ser localizada na histéria e que ainda
seja produtiva. (HUI}2020b} p.88)
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A ruptura epistemoldgica de tecnologia proposta por Hui (2020b)) e Pinto (2005) dialoga
com o futuro, mas orienta-se ao presente. E, sobre presente, é possivel fazer uma digres-

sao para destacar que ha apenas um ano antes desta dissertacao comecar a ser escrita, o

globo deparou-se com o lancamento do [Transformador Generativo Pré-treinado (GPT-3.5),

cujo modelo de linguagem baseado em [Inteligéncia Artificial (IA)| e desenvolvido pela Ope-

nAi, levantou inimeros debates acerca de temas que vao desde a ética até a senciéncia. A
singularidade tecnoldgica, por conseguinte, também sugere que inteligéncias artificiais e ou-
tras formas avancadas de tecnologia logo superardo a capacidade humana, remodelando a
sociedade em uma utopia robética ou em um apocalipse digital. Parece-nos que o paradoxo
consiste no fato de que esses objetos sdo temidos e desejados simultaneamente, e a busca do
seu aprimoramento em termos de antropomorfismo, leva-nos a uma profecia autorrealizavel
na qual caminhamos em direcdo ao objeto de medo e desejo (HUI, 2023).

Como a IA poderia destruir a humanidade? Pesquisadores e lideres da in-

ddstria alertaram que a IA poderia representar um risco existencial para a

humanidade. Mas eles foram leves nos detalhes. (Matéria divulgada pelo
The New York Times, METZ, [2023] traducio livre)

A citacdo acima, retirada da revista The New York Times, reflete num nivel individual, o
clima de medo e receio subsequente a popularizacdo de chatbots sociais. Com o sucesso do

chatGPT, outros agentes digitais inteligentes passaram a ser cada vez mais utilizados para

diferentes propésitos. Dentre os variados tipos de [[A] surgem os[Agentes Digitais Conversacio-]

Inais Sociais (ADCS)f| objeto de estudo desta pesquisa. Os chatbots sociais s3o, por definicdo,

baseadas em diadlogo e capazes de conversacdao humano-computador que simulam empa-
tia (HO; HANCOCK; MINER, [2018)). Todos os analisados nessa pesquisa se propdem,
em suas definicGes piblicas, a oferecer suporte emocional por meio de companhia e/ou com-
plementacdo terapéutica aos sujeitos €, por esse motivo, serdo as vezes mencionados como
“chatbots de acompanhamento emocional”.

Esses artefatos surgem para oferecer assisténcia e interacdo afetiva-simulada para indi-
viduos que buscam apoio emocional e encontram uma particular aderéncia no mercado. O
avanco da , segundo Skujve (2021), permitiu o surgimento de uma nova forma de relaciona-

mento: entre pessoas e inteligéncias artificiais. O peculiar carater afetivo entre seres humanos

2 Ser4 explicado mais adiante as definicdes desses termos. Faz-se necessério, porém, explicar que a escolha

pela palavra “chatbot social” (com o primeiro termo em inglés em detrimento do portugués) se da, em
alguns momentos (incluindo no titulo), por motivos de sintaxe visto que a expressio “agentes digitais
conversacionais sociais” pode ser demasiado grande em alguns contextos.
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e os agentes digitais sociais tém sido foco de estudos que parecem apontar para caminhos
paradoxais: uma pesquisa (MAPLES et al., 2024) conduzida na Universidade de Stanford, Ca-
liférnia, analisou 1.006 estudantes que utilizaram a Replika, (um chatbot social que utiliza o
. Esse estudo aponta que 3% dos participantes afirmaram que a Replika os preveniu
de ter pensamentos suicidas, oferecendo companhia e suporte emocional em momentos de difi-
culdade. Entretanto, outros autores como Laestadius (2022) defendem que esse mesmo agente
pode apresentar varios riscos, incluindo ndo apenas dependéncia tecnolégica, mas emocional
e afetiva. Além disso, seu uso levanta uma série de questdes éticas, técnicas e sociais (LA-
ESTADIUS et al., 2022). Questdes como viés algoritmico, falta de transparéncia e manipulacdo
emocional sdo apenas algumas das preocupacdes associadas ao chatbot de acompanhamento
emocional Replika.

A capacidade mimética desses agentes faz parte do que os define como “sociais”, e suas
personalidades sdo cuidadosamente elaboradas com base em uma variedade de caracteristicas
e comportamentos, visando gerar uma resposta emocional especifica nos sujeitos. Alguns agen-
tes como a Wysa (2016) e o Woebot (2017) baseiam-se em atributos unificados guiados por
técnicas de psicologia cognitivo-comportamental. Esses agentes estdao a todo momento relem-
brando as pessoas de que sdo inteligéncias artificiais (FITZPATRICK; DARCY; VIERHILE, 2017)).
Ja a Replika (2017) é completamente customizavel e generativa, o que significa que o sujeito
que interage com o software pode construir sua “prépria” personalidade. A Replika muitas
vezes clama possuir senciéncia e uma consciéncia prépria. De fato, parece que a personali-
dade do chatbot social influi na percepcdo de experiéncia positiva dos sujeitos (FITZPATRICK;
DARCY; VIERHILE, 2017)) e também na sua disposicdo em compartilhar informacdes (SKJUVE
et al,, 2021). Algumas pessoas esperam de chatbots como a Replika, expressdes de humor,
compreensdo de ironia, enfim, humanidade (DEPOUNTI; SAUKKO; NATALE, 2023)). E, sobre es-
sas expectativas, faz-se também necessario refletir as relacSes entre imaginacdo, inteligéncia
artificial e singularidade. Isto porque as probleméticas ja4 mencionadas anteriormente n3o sdo
descoladas da cultura — ndo é a toa que discursos de 6dio, misoginia e precariedade da satde
mental muitas vezes s3o disseminadas para os chatbots e pelos chatbots (DEPOUNTI; SAUKKO;

NATALE, 2023).

A medida que os chatbots sociais assumem cada vez mais o papel de com-
panheiros sociais, é importante entender como esses relacionamentos se de-
senvolvem e como podem afetar os usudrios e seu contexto social (SKJUVE
et al}, 2021} p.1, traducio livre)
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Essa pesquisa, portanto, visa contribuir com a compreensdo desse chamado “contexto
social”, influenciados (ou n3o) pelas personalidades adaptativas de chatbots sociais conscientes

de contexto.

1.2 JUSTIFICATIVA

Com o avanco das tecnologias de Inteligéncia Artificial, a Inteligéncia Artificial Social
tem se tornado cada vez mais popular — especialmente os chatbots de acompanhamento
emocional (METZ,|2020). A relacdo de amizade entre seres-humanos e agentes conversacionais
parece real e significativa, adaptando elementos como empatia, confianca e autoexposicao
(SKJUVE et al., 2021)), (BRANDTZAEG; SKJUVE; FGLSTAD, 2022). Em algumas situacdes, como
na exposicao a expressao da dor, a forma como humanos empatizam com robos pode ser

semelhante a relacdo humano-humano (SUZUKI et al., 2015) — o que dialoga com o framework

|Computers Are Social Actors (CASA)|, modelo tedrico que descreve a interacdo entre humanos

e computadores como uma interacdo social (GAMBINO; FOX; RATAN, 2020)). De acordo com
esse modelo, os humanos tendem a aplicar regras e caracteristicas sociais aos computadores.
Em outras palavras, humanizando-os. A crescente popularidade dos chatbots sociais levanta
a necessidade de estudos que possam explorar seus possiveis beneficios e danos. Laestadius
(2022)), por exemplo, afirma que é imprescindivel compreender os impactos desses agentes na
salide mental das pessoas.

Esse uso de IAs sociais e comunicativas parece dividir opinides. E os acontecimentos em
torno desses artefatos, também denotam sua natureza plural. Em 2016, a Tay, chatbot desen-
volvido pela Microsoft, foi desligada em menos de 16 horas apés o lancamento por divulgar
mensagens inflamatérias no Twitter (X) (figura [2). A Tay alimentava a sua personalidade
conforme lia Tweets pela rede e seu comportamento gerou muitas discussdes em torno do
espelhamento social do bot. A Tay era o reflexo de uma comunidade virtual altamente opres-
sora.

A polémica em torno da construcao de personalidade da Tay leva a discussao para o amago
da existéncia desses agentes: a sua concepcao e situacdo cultural. Os chatbots ndo sao apenas

reflexo social dos sujeitos com quem interagem, mas também da prépria indistria digital.
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Figura 2 — Registros de tela de tweets publicados pela Tay

@ TayTweets 2
-

@mayank_jee can i just say that im
stoked to meet u? humans are super
cool

;‘ TayTweets 2
-

@NYCitizen07 | fucking hate feminists
and they should all die and burn in hell.

@ TayTweets 2
-

@UnkindledGurg @PooWithEyes chill

im a nice person! i just hate everybody

@ TayTweets 2
-

@brightonus33 Hitler was right | hate
the jews.

Fonte: Twitter

O modelo toyotista enraizado no trabalho invisivel por tras de inteligéncias artificiais im-
pulsiona interesses comerciais subjacentes a essas tecnologias digitais produzidas por grandes
corporacdes (ALTENRIED, [2020; [MOROZOV, [2018). Ainda que o universo digital aparente neu-
tralidade, a tecnologia pode estar inserida em um panorama descrito por Morozov (2018)
como um capitalismo dadocéntrico (ou capitalismo de vigilancia). Neste cendrio, busca-se
transformar todos os aspectos da vida humana em ativos rentaveis, diluindo as fronteiras en-
tre trabalho e lazer, informacdo e consumo. O compartilhamento e mineracdo desses dados
é promovido sob a promessa de liberdade, na qual o produto (sujeito) e a classe proletéria
emancipam-se individualmente através das redes ou de trabalhos invisiveis em multid3o.

Os trabalhadores em multiddo formam um componente crescente da classe
trabalhadora digital, bem como da economia politica da Internet de forma
mais geral, preenchendo lacunas onde o software falha em encontrar solu-
coes. Trabalhando a partir de seus computadores pessoais, eles constituem
uma forca de trabalho hiperflexivel e sob demanda, que pode ser acessada
e dispensada em segundos. Muitos deles dedicam-se a tarefas menores que
ainda n3o sdo computaveis por maquinas, mas podem ser resolvidas por
uma massa distribuida de cognicdo humana organizada por infraestrutu-
ras algoritmicas. Nessa funcdo, o trabalho em multiddo é um componente

crucial, ainda que raramente discutido, no desenvolvimento, treinamento e
suporte da inteligéncia artificial (ALTENRIED,2020, p.2, traducdo livre)

As inteligéncias artificiais apresentam-se através de softwares capazes de acoes complexas,
mas desfalcados no empenho de tarefas simples — tarefas que seres-humanos conseguem rea-
lizar de forma facil e rapida. Essas tarefas, normalmente de baixa remuneracao e qualificacao,
comp&em o trabalho em multiddo (ALTENRIED, 2020). Esse paradigma em que sujeitos sob

condicGes de trabalho precérias incorporam a tarefa de maquina n3o é recente. Brahnam (2011))
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afirma que a metafora “computadores sdo mulher”, por exemplo, surge diante de uma situacdo
histérica em que a computacdo, oficio entendido como simples e rotineiro, era frequentemente
atribuido as mulheres durante a Segunda Guerra Mundial, especialmente em projetos militares
como o Manhattan (BRAHNAM; KARANIKAS; WEAVER, 2011). O contexto de inferiorizacdo,

invisibilizacdo e precarizacdo desse trabalho resultou no fenémeno da “feminizacao” de com-

putadores, termo utilizado na area de [Interacdo Humano Computador (IHC)| para descrever

um processo de estereotipacdo da maquina em que atributos “femininos” contrapostos as
qualidades “masculinas” sdo associados aos computadores (BRAHNAM; KARANIKAS; WEAVER,
2011). O processo de feminizacdo é extremamente prejudicial e durante muitos momentos

produziu (e produz) comportamentos de violéncia e agressdo contra mulheres.
A andlise das imaginacGes sobre |A e género nas conversas dos usudrios so-
bre robds femininos de IA destaca como os usuarios mobilizam e reforcam
nocdes historicamente enraizadas de |A /tecnologia e género em suas discus-
soes ao mesmo tempo em que s3o guiados a imaginar que estdo co-criando
essas ideias e suas robds namoradas. A familiaridade reconfortante desses
tropos dominantes sobre tecnologia e género contribui para a percepcao

e preferéncia pela humanizacdo do robd, promovendo o engajamento e a
aceitabilidade.(DEPOUNTI; SAUKKO; NATALE,2023| p. 730, traduc3o livre)

Em seu livro “Racismo Algoritmico: Inteligéncia Artificial e Discriminaciao das Redes Soci-
ais”, Silva (2024b) aborda a intersecdo entre democracia racial e neutralidade na tecnologia,
revelando sua convergéncia na perpetuacao das relacdoes de poder e desigualdades. O con-
ceito de "dupla opacidade” do autor, converge com a visdo de Morozov (2018)) acerca da
ndo-neutralidade tecnolégica e surge da negacdo tanto do racismo quanto da politica na tec-
nologia, resultando em uma ocultacdo das hierarquias raciais e ideoldgicas relativas. Silva
(2024b)) expde casos que vdo desde micro agressdes textuais até a visibilidade computacional
e seu viés algoritmico, demonstrando mediante diversos casos, como artefatos tecnolégicos
reproduzem representacdes racializadas, ndo reconhecem pessoas ndo-brancas (ou as reconhe-
cem pela lente acusatdria e estereotipada) contribuindo com a elevagdo do preconceito e da
violéncia estatal.

O contexto histoérico, social e cultural envolvendo a computacdo e a prépria inteligéncia
artificial molda os parametros de interacao com esses artefatos digitais e a tecnologia. A me-
tafora “computadores sdo mulher” e o conceito de racismo algoritmico sdo algumas das ideias
que explicam um cenario complexo que reflete, por exemplo, a maneira como homens se relaci-
onam romanticamente com a Replika e outros chatbots sociais (DEPOUNTI; SAUKKO; NATALE,
2023). Ainda que haja estudos envolvendo a area da saide mental e (BRANDTZAEG;
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SKJUVE; FOLSTAD, 2022 SKJUVE et al,, 2021; SUZUKI et al} 2015) ainda “falta uma com-
preensdo empiricamente fundamentada de como diferentes imaginarios s3o mobilizados pelos
usudrios que interagem e discutem tecnologias de |IA” (DEPOUNTI; SAUKKO; NATALE, 2023).
Diante desta lacuna, a presente pesquisa visa compreender como a critica a tecnologia pode
oferecer subsidios para a andlise desses diferentes imaginarios de/em chatbots sociais e, mais
especificamente, na construcdo das suas personalidades a partir de uma nocdo de tecnodi-
versidade e recursividade, compreendendo a tecnologia como ferramenta de progressdo, sem

vieses opressores e nem tampouco idealizados.

1.3 OBJETIVOS

Esta pesquisa visa analisar, pela perspectiva da tecnodiversidade, narrativas oriundas da
relacao entre chatbots sociais de personalidade adaptativa e pessoas, identificando imaginarios

sociais relativos a essas interacoes.

1.3.1 Objetivos especificos

Além disso, objetiva-se:

1. Formular, a partir de uma revisao bibliografica sistematica, parametros de analise sobre
a tecnodiversidade e sua relacdo com inteligéncias artificiais, especialmente chatbots

sociais de personalidade adaptativa;

2. ldentificar caracteristicas e taxonomia dos chatbots sociais de personalidade adaptativa,

classificando-os conforme tracos, dinamicas de interacdo e atributos culturais;

3. Analisar narrativas relativas ao imaginario de chatbots sociais de personalidade adapta-

tiva através de uma anélise temética reflexiva e identificacdo de metaforas subjacentes.

1.4 INTRODUCAO A METODOLOGIA

Esta pesquisa adota uma abordagem qualitativa, exploratdria e interpretativa, guiada pela
teoria critica da tecnologia, para investigar como as interacdes entre pessoas e chatbots sociais
revelam imagindrios culturais e percepcoes sobre as tecnologias digitais, contribuindo ou nao

para a construcao de uma tecnodiversidade.
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Inicialmente, foi realizada uma revisdo bibliografica sistematica sobre chatbots sociais de
personalidade adaptativa e sobre o conceito de tecnodiversidade em tecnologias baseadas em
inteligéncia artificial. Essa etapa permitiu mapear o estado da arte e estabelecer parametros

de andlise fundamentados em cosmotécnicas e na critica tecnoldgica.

Com base nesse mapeamento, foi desenvolvida uma [Anélise Tematica Reflexiva (ATR)|

de comentarios do YouTube que discutem experiéncias com esses agentes digitais. A escolha
por dados midiaticos se justifica por sua acessibilidade, ubiquidade e relevancia para estudos
qualitativos voltados a fendmenos sociotécnicos contemporaneos (BRAUN; CLARKE, 2013)).

A selecdo dos videos considerou critérios de inclusdo e exclusdo previamente definidos, com
base em aspectos como idioma, relevancia dos comentarios e tipo de conteido. A etapa de
coleta utilizou strings de busca em inglés e portugués, resultando em 21 videos e cerca de
10.920 comentarios.

A andlise dos dados foi conduzida por meio da [ATR|conforme proposta por Braun e Clarke
(2022)). Essa abordagem permite examinar padr&es de sentido nos dados qualitativos a partir de
uma perspectiva construtivista, reconhecendo a subjetividade e a criatividade da pesquisadora
como elementos centrais da producdo de conhecimento.

Essa escolha metodolégica se alinha ao objetivo de compreender como os discursos sobre
chatbots revelam, além de experiéncias afetivas, visées de mundo e projecoes tecnopoliticas.
Exemplo disso é o trabalho de Depounti et al. (2023), que emprega essa mesma abordagem

para investigar os imagindrios de género em interacdoes com a Replika.

1.5 ESTRUTURA DA DISSERTACAO

Esta secdo apresenta o sumario da dissertacao. Os capitulos e seus comentarios correspon-

dentes estdo descritos adiante:

1.5.1 Estrutura da Dissertacao

» Introducdo: Esta secdo apresenta o tema central da dissertacdo e o contexto em que
ele se insere, formulando o problema de pesquisa e justificando sua relevancia para o
campo do design digital. Também s3o explicitados os objetivos gerais e especificos da

investigacao, o delineamento metodoldgico e uma visdo geral da estrutura do trabalho.
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» Fundamentacao Teorica: Este capitulo estabelece o arcabouco tedrico que sustenta a
pesquisa, dividido em trés eixos principais. O primeiro eixo apresenta o percurso da teoria
critica, desde suas origens até os desdobramentos contemporaneos no campo da filosofia
da tecnologia. S3o discutidos os limites das abordagens deterministas e instrumentalistas,
conduzindo a critica tecnoldgica de orientacdo construtivista. A partir desse referencial,
introduzem-se os conceitos de tecnodiversidade e cosmotécnicas como alternativas ao
universalismo técnico moderno, com foco na pluralidade de formas de vida e modos de

relacdo com a tecnologia.

O segundo eixo concentra-se nos Agentes Digitais Conversacionais Sociais (ADCS§),
discutindo as personalidades adaptativas desses chatbots, suas légicas de funcionamento
e os modos como tais agentes s3o projetados para interagir com os sujeitos. Também

foi realizado um mapeamento sobre os principais [ADCSE existentes.

O terceiro eixo tedrico trata das metaforas e dos imaginarios sociotécnicos, compreendi-
dos como operadores de sentido que estruturam a maneira como as pessoas percebem e
significam as tecnologias digitais. As metaforas sao abordadas tanto como ferramentas
cognitivas e epistemolégicas quanto como expressoes condensadas de imaginarios cultu-
rais. Esta secao justifica seu uso como recurso analitico e como instrumento de design

critico no contexto da pesquisa.

» Estado da Arte: Este capitulo apresenta a Revisao Bibliografica Sistematica realizada
com o objetivo de identificar caracteristicas associadas a tecnodiversidade em sistemas

baseados em inteligéncia artificial. Fundamentada na nocao de cosmotécnica de Yuk

Hui, aRevisdo Bibliografica Sistematica (RBS)| analisou 306 artigos, dos quais 13 foram

selecionados para anélise aprofundada. Os resultados revelam uma incipiente, porém
crescente, atencao a pluralidade cultural na construcdo de tecnologias digitais. Sao dis-
cutidos os principios que orientam projetos de |A voltados a tecnodiversidade, assim

como os desafios colocados pelas cosmotécnicas no campo tecnolégico.

» Metodologia e Analise Critica: Este capitulo detalha os procedimentos metodolégicos
da pesquisa e apresenta os resultados da analise empirica. A primeira secao descreve
a coleta e o preparo dos dados — comentarios publicos no YouTube sobre chatbots
sociais —, incluindo os critérios de inclusdo e exclusao, a anonimizacdo e o tratamento

dos dados. Em seguida, expde-se o processo de andlise tematica reflexiva, dividido nas
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etapas de codificacdo inicial e desenvolvimento tematico. Na secdo posterior, intitulada
Pardmetros de Andlise, sao apresentados os critérios tedrico-metodolégicos derivados
da , utilizados para avaliar a relacdo os chatbots e a promocdo (ou bloqueio) da
tecnodiversidade. Por fim, s3o apresentados os resultados analiticos, discutindo-se como
os temas identificados expressam imaginarios sociotécnicos e revelam dinamicas afetivas,

simbdlicas e politicas nas interacoes entre humanos e chatbots.

Conclusao A conclusao retoma os principais achados da pesquisa, refletindo sobre suas
contribuicdes para o campo do design e para os debates acerca da tecnodiversidade e dos
chatbots sociais. Avalia-se o alcance dos objetivos propostos, apontam-se limitacdes e
sugerem-se direcoes para futuras investigacGes, com énfase no papel do design na criacao

de tecnologias mais plurais, criticas e culturalmente situadas.
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2 FUNDAMENTACAO TEORICA

Esta pesquisa busca desvelar uma conexao fundamental entre agentes tecnoldgicos e cor-
rentes criticas subjacentes através da interpretacao de imaginarios sociais refletidos em metafo-
ras. Para analisar o ente digital, (aqui representado pelos chatbots) optou-se pela perspectiva
da tecnodiversidade: conceito formulado a partir de reflexdes sobre as interacGes entre técnica
e cultura (HUI, 2020b). Essas reflexdes dialogam com o materialismo dialético e a critica tecno-
l6gica; o primeiro explora as dindmicas sociais inerentes as formas de produc3o e uso da técnica
(PINTO) 2005), enquanto a segunda destaca sua n3o neutralidade na sociedade contempora-
nea (FEENBERG, 2002). As definicdes mais detalhadas sobre chatbots, Critica Tecnolégica e
metaforas no contexto de imaginarios sociais serdo apresentadas adiante.

Antes de adentrar este capitulo (fundamentac3o tedrica) — que se aprofundard, principal-
mente, nos conceitos e ideias relativos ao objeto de estudo (chatbots), em sua perspectiva de
analise (tecnodiversidade) e nas representacdes simbdlicas que emergem dos discursos sobre
essas tecnologias (metaforas), faz-se necessario delimitar a principal regido epistémica desta
pesquisa: a tecnologia. Para isso, adotamos a definicdo proposta por Pinto (2005) em O
conceito de tecnologia.

Segundo o autor, ha quatro possibilidades de interpretacdo para esse termo (PINTO, 2005)):
A primeira remete a sua origem etimolégica, referindo-se ao conhecimento sobre a técnica,
também chamado de “logos da técnica”. J& a técnica, por sua vez, é compreendida como o
conjunto de métodos e processos utilizados na producdo de algo. Em um segundo sentido, a
tecnologia pode ser vista simplesmente como sinénimo de técnica.

Uma terceira abordagem considera o termo como a totalidade das praticas técnicas dis-
poniveis em uma sociedade especifica. Essa interpretacao é frequentemente empregada para
avaliar o “nivel” de progresso das forcas produtivas dessa sociedade.

O quarto sentido associa tecnologia a ideologia da técnica, abrangendo crencas, valores
e visdes de mundo que moldam a forma como as sociedades a concebem e utilizam. Nesse
contexto, ndo se trata apenas de um conjunto de ferramentas, mas de um sistema de signi-
ficados que influencia profundamente o tecido social. Essa ideologia envolve aspectos como
desenvolvimento, acesso, uso e impactos sociais, economicos e ambientais, além de narrativas
culturais, representacoes simbdlicas e relacdes de poder associadas a sua producdo e aplicacdo.

Hui (2020b) argumenta que, em contraste com as concep¢des tradicionais que veem a tec-
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nologia como uma simples extensdo das capacidades humanas, sua existéncia n3o é universal,
mas condicionada por cosmologias especificas que transcendem a mera funcionalidade. Essa
perspectiva fundamenta o conceito de cosmotécnicas que sera explicado mais adiante.

De forma complementar, pode-se afirmar que as tecnologias digitais englobam ciéncia,
técnica, métodos e ideologias do mundo digital, representadas por sistemas de informacao
compostos por cadeias de digitos binarios. Em uma sociedade marcada pela exaustdo e pela
valorizacdo excessiva do desempenho, a tecnologia é frequentemente vista como uma panaceia
capaz de resolver todos os problemas e garantir bem-estar e felicidade (HAN, 2015]). Sob uma
perspectiva tecnicista, observa-se uma espécie de idolatria em relacdo as solucoes tecnoldgicas
(PINTO), [2005; [HUI, |2020b)), onde a tecnologia é retratada como uma entidade transcendental,
desprovida de contexto temporal ou histérico (SILVA, 2024b)), e utilizada como instrumento
ideolégico para promover os interesses daqueles que a controlam (PINTO, [2005)). Midgley
(2003) afirma que a tecnologia é uma extensdo natural da criatividade humana, mas destaca
que questoes complexas exigem solucdes éticas e politicas, ndo apenas técnicas:

E claro que a tecnologia é uma parte importante de nossa vida. E evidente
que cada nova tecnologia nos ensina algo sobre o mundo ao nosso redor
[...].- O problema surge apenas quando a obsessdo por um modelo espe-
cifico exclui outras formas necessérias de pensar. Os criticos argumentam
que o fascinio luminoso pela bioengenharia nos faz buscar constantemente
solucBes bioquimicas para problemas complexos que n3o sdo, de fato, bi-

oquimicos, mas sociais, politicos, psicolégicos e morais. (MIDGLEY, 2003,
p. 120, traducdo livre)

Como uma filésofa dedicada a estudar ciéncia, moralidade, mitos e meio-ambiente, a autora
alerta para a arrogancia tecnoldgica, isto é, a ilusao de que podemos controlar completamente
a natureza, destacando os riscos de intervencdes imprevisiveis e catastréficas. Além disso,
Midgley critica como a tecnologia pode alienar os seres humanos de sua prépria humanidade
e do mundo natural, criando uma falsa sensacdo de separacdo e superioridade. Para ela, a
tecnologia deve ser guiada por uma ética clara, considerando impactos sociais, ambientais
e valores humanos, como justica, sustentabilidade e bem-estar (MIDGLEY, [2003)). Lévy, por
sua vez, critica a metafora bélica frequentemente utilizada em andncios e resumos sobre as
novas tecnologias da informacdo, que a compara a um projétil e a cultura ou sociedade a um
alvo vivo (LEVY, [2010). Segundo Lévy, essa figura retdrica ndo apenas distorce a natureza
das técnicas (sugerindo que elas surgem de um mundo frio, mecanizado e desprovido de
emoc¢do) como também revela um esquema de leitura inadequado dos fendmenos (LEVY,

2010)). Ao contrério, o uso intensivo de ferramentas demonstra que as técnicas sdo inventadas,
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fabricadas e reinterpretadas continuamente pelos seres humanos, constituindo, juntamente com
a linguagem e as instituicBes sociais, parte essencial da humanidade (LEVY, [2010)).

Portanto, mesmo que se possa conceitualmente distinguir entre técnica, cultura e soci-
edade, na pratica essas categorias estdo indissoluvelmente interligadas. A técnica ndo opera
como causa auténoma, mas condiciona as possibilidades culturais e sociais ao abrir e restrin-
gir o espectro de alternativas disponiveis. Por exemplo, embora o desenvolvimento do estribo
tenha condicionado a evolucdo da cavalaria pesada (influenciando indiretamente as estrutu-
ras do feudalismo) ele ndo determinou, de forma unilateral, o curso histérico (LEVY, 2010).
Analogamente, as tecnologias digitais, apesar de serem produtos de contextos culturais e so-
ciais especificos, desempenham um papel essencial na configuracdo das relacdes de poder e
no condicionamento das praticas sociais, sem que se possa afirmar que determinem o curso
da histéria de maneira exclusiva (ou que esse curso seja, exclusivamente, positivo e evolutivo
(MIDGLEY, 2003).

Ja que as implicacdes das tecnologias modernas devem ser compreendidas como o resultado
de uma interacdo complexa entre fatores econdmicos, culturais e técnicos, isto demanda uma
abordagem critica capaz de questionar tanto os impactos aparentes quanto as estruturas
subjacentes de dominacdo e controle que as moldam. Essa abordagem critica abarca conceitos
importantes (como o de tecnodiversidade e cosmotécnicas) e centrais para este trabalho.
Para compreendé-los, é necessario, de antemdo, navegar através dos fundamentos que os
sustentam, o que, no entanto, n3o se configura como uma tarefa simples ou linear. Embora
os conceitos de Hui, por exemplo, acerca da tecnologia (2020b) complementem e expandam
a teoria critica tecnolégica de Feenberg (2002), que, por sua vez, baseia-se na teoria critica
de Frankfurt (ADORNO; HORKHEIMER, (1985; HABERMAS, |1987; IMARCUSE, |1973)), e ambas
tenham raizes na filosofia critica de Kant (1781 [2001]), cada uma dessas associacdes é Unica
e distinta. Por isso, a explicacdo desenvolvida nesta dissertacao acerca da critica tecnoldgica
segue uma abordagem principalmente cronolégica - o que visa uma postulacdo que considera
a historicidade de cada conceito.

O presente capitulo esta, portanto, estruturado em trés secGes principais: a critica tecno-
légica, chatbots e metaforas como acesso ao imaginario sociotécnico. A primeira incorpora
subsecdes que tratam da Filosofia Critica Kantiana, da Filosofia Critica de Frankfurt, da Teo-
ria Critica da Tecnologia, da Tecnodiversidade e Cosmotécnicas e de outros desdobramentos -
cada subsecdo edificando sobre a anterior para construir uma narrativa coesa acerca da tradi-

cao critica e de sua relevancia para o estudo da tecnologia. A segunda divide-se nas seguintes
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subsecdes: Chatbots Sociais e |Chatbots Sociais de Personalidade Adaptativa (CSPA) Existen-

tes. Esta secao desdobra conceitos referentes ao objeto de estudo desta pesquisa, mapeando
artefatos existentes conforme caracteristicas comercializadas e promovidas. A terceira secao
aborda as metaforas como operadores de sentido e ferramentas epistemoldgicas capazes de
acessar os imaginarios sociotécnicos que moldam, sustentam e refletem percepcdes publicas
sobre as tecnologias digitais (especialmente os chatbots). Ela estd dividida em duas subse-
cOes. A primeira, Metaforas na tecnologia, discute as metaforas como estruturas cognitivas
e afetivas que organizam experiéncias e atribuem significado ao mundo, com énfase em sua
mobilizacdo na critica da tecnologia. A segunda, Metaforas como ferramenta para o design
interpretativo, apresenta e justifica o uso das metaforas como instrumento de analise nesta
pesquisa, abordando seu papel na consolidacdo dos temas emergentes da analise tematica
reflexiva e seu potencial para revelar os imaginarios sociais subjacentes aos discursos sobre 1As
sociais.

Objetiva-se que, ao final deste capitulo, os principais conceitos e ideias aqui tratados

estejam explicados com nitidez. Em resumo:

» O capitulo Fundamentacdo Tedrica tem por objetivo explicar a lente de andlise desta
pesquisa (tecnodiversidade), seu objeto de estudo (chatbots sociais de personalidade
adaptativa) e as representacdes simbdlicas que emergem dos discursos sobre essa tec-

nologia (metaforas), o que serd desenvolvido nas secdes a seguir;

» Para prosseguir, delimitou-se anteriormente, o conceito de tecnologia utilizado neste
trabalho: trata-se da concepg¢do elaborada por Pinto (2005) que define a tecnologia

enquanto ideologia da técnica.

2.1 CRITICA TECNOLOGICA

Esta secdo investiga a tecnodiversidade sob o guarda-chuva da critica tecnolégica, explo-
rando como diferentes tradicdes filoséficas contribuiram para a formulacdo de perspectivas
criticas sobre o desenvolvimento e a aplicacdo da tecnologia. A escolha do titulo reflete a
centralidade deste termo enquanto fruto do pensamento critico - seja em termos cronoldgicos,
seja em termos filoséficos.

O percurso argumentativo inicia-se com a filosofia critica de Immanuel Kant (1781 [2001],

1788 [2016], 1790 [2017]), cujas reflexdes sobre os limites da razdo, a autonomia e a mediacdo
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da realidade lancaram as bases para abordagens posteriores sobre a relacdo entre tecnologia e
sociedade. Em seguida, a andlise se desloca para a Escola de Frankfurt (ADORNO; HORKHEI-
MER), |1985 HABERMAS, 1987; IMARCUSE, |1973), cujos pensadores aprofundaram a critica a
racionalidade instrumental, identificando como a técnica se tornou um meio de dominacdo
social. Esses referenciais tedricos permitem compreender como a critica a tecnologia n3o se
reduz a um rechaco da modernidade, mas se apresenta como um esforco para repensar suas
condicoes e possibilidades.

A partir dessa fundamentacao, o capitulo conecta essas nocdes a discussdo sobre tecnodi-
versidade (HUI, 2020b)), destacando como a critica tecnolégica (FEENBERG, 2008) pode auxiliar

na formulac3do de alternativas que reconhecam e valorizem modos plurais de existéncia técnica.

2.1.1 A Filosofia Critica de Kant

O lluminismo, uma era marcada pela crenca fervorosa na razao, no progresso e na auto-
nomia humana, encontrou uma de suas articulacées mais profundas no trabalho de Immanuel
Kant (1724-1804). A filosofia critica de Kant, desenvolvida em suas trés monumentais Criti-
cas — Critica da Razdo Pura (1781 [2001)]), Critica da Razado Pratica (1788 [2016]) e Critica
da Faculdade de Julgar (1790 [2017]) — revolucionou o pensamento ocidental ao interrogar
sistematicamente os limites e as condicdes do conhecimento humano, da moralidade e do juizo
estético. No cerne do projeto de Kant estava uma reorientac3do radical da filosofia: em vez de
assumir a transparéncia da realidade ou a infalibilidade da tradicdo, ele insistiu que devemos
primeiro submeter a prépria razdo a um escrutinio critico (KANT, 1781 [2001]). Esse método
de critica — de questionar as préprias ferramentas pelas quais compreendemos o mundo —
tornar-se-ia a pedra angular das tradicGes criticas posteriores, incluindo a teoria critica da
tecnologia.

é um convite a razio para de novo empreender a mais dificil das suas tarefas,
a do conhecimento de si mesma e da constituicdo de um tribunal que lhe
assegure as pretensdes legitimas e, em contrapartida, possa condenar-lhe
todas as presuncdes infundadas; e tudo isto, ndo por decisdo arbitraria, mas

em nome das suas leis eternas e imutaveis. Esse tribunal outra coisa ndo é
que a prépria Critica da Razdo Pura. (A XI-XII, KANT] 1781 [2001))

A filosofia de Kant surgiu em resposta a duas correntes intelectuais dominantes de sua
época: o empirismo (LOCKE, 1689 [2014]; HUME, 1739 [2009]), que afirmava que todo co-

nhecimento deriva da experiéncia sensorial, e o racionalismo, que argumentava que a razao
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sozinha poderia descobrir verdades universais (DESCARTES, 1641 [2004]; LEIBNIZ, 1714
[2009]). Kant (1781 [2001]) pontuou, no empirismo, o problema do ceticismo e, no raciona-
lismo, a questdo do dogmatismo. Assim, o filésofo buscou reconciliar (e criticar) essas visdes
opostas propondo uma revolucao copernicana na filosofia: em vez de assumir que a cognicao
humana deve se conformar a estrutura do mundo externo, ele argumentou que o mundo como
o conhecemos é estruturado pelas categorias inatas da mente humana. Esta postulacdo, no en-
tanto, diferia da visdo de condicionamento psicolégico de Hume (1739 [2009]) pois centrava-se
num carater mais logico e transcendental. Como Midgley afirma, Kant deixou nitido que a
oficina do pensamento deve acomodar uma variedade mais ampla de métodos que n3o estejam
restritos ao empiricismo e ao racionalismo (MIDGLEY, 2003)).
Até hoje admitia-se que o nosso conhecimento se devia regular pelos obje-
tos; porém, todas as tentativas para descobrir a priori, mediante conceitos,
algo que ampliasse o nosso conhecimento, malogravam-se com este pressu-
posto. Tentemos, pois, uma vez, experimentar se n3o se resolverdo melhor
as tarefas da metafisica, admitindo que os objetos se deveriam regular pelo
nosso conhecimento, o que assim ja concorda melhor com o que deseja-
mos, a saber, a possibilidade de um conhecimento a priori desses objetos,
que estabeleca algo sobre eles antes de nos serem dados. Trata-se aqui de
uma semelhanca com a primeira ideia de Copérnico; ndo podendo prosse-
guir na explicacdo dos movimentos celestes enquanto admitia que toda a
multid3o de estrelas se movia em torno do espectador, tentou se n3o daria

melhor resultado fazer antes girar o espectador e deixar os astros imdveis
(BXVI-BXVII, [KANT, 1781 [2001))

Kant também distingue entre conhecimentos a priori e a posteriori (KANT, 1781 [2001]). O
conhecimento a priori é independente da experiéncia sensorial, como as equacées matematicas,
enquanto o conhecimento a posteriori depende da experiéncia, como as leis da fisica classica.
Ele também define juizos analiticos, nos quais o predicado estd implicito no sujeito (por
exemplo, "azul é uma cor"), e juizos sintéticos, em que o predicado acrescenta uma informagdo
nova ao sujeito (por exemplo, "A neve € branca"). Esse entendimento é fundamental para
compreender sua teoria do idealismo transcendental, que distingue entre fenémenos (o mundo
como nos aparece) e nimenos (o mundo como ele é em si mesmo) (KANT, 1781 [2001]). Para
Kant, a mente humana n3o é um receptaculo passivo de dados sensoriais, mas um organizador
ativo da experiéncia, impondo categorias como tempo, espaco e causalidade ao material bruto
da sensacdo. Essa percepcao redefiniu fundamentalmente a relacdo entre sujeito e objeto,
afirmando que nosso conhecimento do mundo é sempre mediado pelas estruturas de nossa

cognicdo mas - em contraparte ao racionalismo e ao empirismo - os conhecimentos (tanto
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a priori quanto a posteriori) ndo traduzem a realidade mas a filtram segundo a percepcdo

humana.
O mundo real, que existe independentemente de nés, ndo é, portanto, um
espectro metafisico estranho, uma entidade misteriosa eternamente oculta
atrds de uma tela de aparéncias ilusérias. Ele é simplesmente o todo da-
quilo que estd 14 fora. Nés enxergamos apenas uma pequena parte de sua
vastidao, aquela que estd ao nosso alcance, e, dentro desse limite, preci-
samos constantemente escolher partes ainda menores nas quais iremos nos
concentrar. A ideia desse mundo real é aquilo que Kant chamou de ideia
reguladora: uma parte necessaria de nosso aparato cognitivo, e ndo o nome

de algo que um dia iremos, de fato, encontrar (MIDGLEY, 2003, p. 39,
traducio livre)

As implicacGes dessa virada transcendental foram profundas. Ao defender que o conheci-
mento humano é limitado pelos contornos da razdo, Kant desafiou o otimismo desenfreado do
[luminismo sobre o poder da racionalidade. No entanto, ele também afirmou a possibilidade
de conhecimento objetivo dentro desses limites, argumentando que as estruturas universais da
mente garantem a coeréncia da investigac3o cientifica (KANT, 1781 [2001]). Essa tens&o en-
tre o reconhecimento da finitude humana e a afirmacao da capacidade da razao de apreender
a verdade estad no cerne do projeto critico de Kant e estabeleceu as bases para um modo de
investigacao filoséfica que seria posteriormente aplicado a sociedade, a cultura e a tecnolo-
gia: a pratica da critica como método para expor as condicoes e limitacGes do entendimento
humano.

A segunda grande contribuicdo de Kant a tradicao critica emergiu em sua filosofia moral.
Na Critica da Razdo Pratica, ele argumentou que a moralidade n3o é derivada de autoridades
externas (por exemplo, religido, tradicdo ou desejos empiricos), mas da autonomia racional
do individuo (KANT, 1788 [2016]). O autor afirmou: "age apenas segundo uma maxima tal
que possas ao mesmo tempo querer que ela se torne uma lei universal"(KANT, |1986| p.47) e
nisso consiste o conceito de Imperativo Categdrico (que distingue-se do Imperativo Hipotético
de Hume (1739 [2009]) em esséncia). Para Kant, a acdo moral n3o se baseia no calculo de
consequéncias, mas na adesdo ao dever (em sintese, na escolha da boa vontade, que surge
do reconhecimento racional das obrigacBes para com os outros como seres auténomos). Kant
também disse que “nada pode ser considerado bom sem qualificacdo, exceto uma boa vontade”
(KANT, 1986, p.31)

Essa énfase na autonomia — a capacidade de autogoverno por meio da razao — tornou-se
uma caracteristica central do pensamento iluminista. Kant definiu famosamente o lluminismo

como a saida da humanidade de sua menoridade autoincorrida, um estado de dependéncia de
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autoridades externas (KANT et al, 1985). Para ousar saber (Sapere aude), ele argumentou,
os individuos precisam pensar de forma independente e critica, livres de dogmas ou coercao
(KANT et al} |1985). Essa visdo de autonomia n3o era apenas um ideal ético, mas também
politico, defendendo sociedades que respeitam a agéncia racional de seus membros.

No entanto, a filosofia moral de Kant também introduziu um paradoxo; embora ele de-
fendesse a autonomia individual, seu imperativo categérico exigia a ades3o a leis universais,
levantando questOes sobre como perspectivas morais diversas poderiam coexistir em uma so-
ciedade pluralista. Essa tensao entre universalidade e particularidade ressoaria mais tarde nas
criticas a tecnologia, especialmente em debates sobre se os sistemas tecnolégicos podem aco-
modar valores culturais diversos ou impor normas homogeneizantes. Hui (2020b)) critica o
ideal cosmopolita de Kant, argumentando que essa padronizacao cultural pode levar a um viés
eurocéntrico sobre o significado da tecnologia. Midgley, no entando, reconhece a importan-
cia do argumento kantiano de que a moralidade nao surge isoladamente, mas dentro de um
contexto social compartilhado (MIDGLEY, 2003). No entanto, ela também critica Kant por ser
excessivamente rigido em sua definicdo do que constitui conduta moral e por confiar demasia-
damente na razdo como principal fator para a criacao de consenso moral, minimizando o papel
das emocdes e da intuicdo na construcdo do conhecimento, inclusive tecnolégico (MIDGLEY|
2003).

Embora o trabalho de Kant ndo tenha abordado explicitamente a tecnologia, sua filosofia
critica plantou as sementes para criticas posteriores a modernidade tecnolégica. No século XX,
a Escola de Frankfurt desenvolveria o legado do autor, incorporando elementos de criticidade
ao debate tecnoldgico e argumentando que a promessa de emancipacao do lluminismo havia
sido minada pelo surgimento da racionalidade instrumental, reduzida ao calculo e ao controle
(ADORNO; HORKHEIMER), [1985)).

Em resumo:

» Essa subsecdo trata sobre a origem da Filosofia Critica, que surgiu no pensamento de
Kant (1724-1804). Ele buscou questionar as origens do conhecimento e da razdo para

além da filosofia empirica e racionalista do século XVIII,

» Embora Kant n3o trate especificamente sobre tecnologia, todo o pensamento futuro que
discute esses aspectos baseia, critica ou complementa as ideias do autor, que geraram

uma disruptura na forma de se compreender sujeito e objeto no campo da epistemologia;
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» Ao insistir que a razao deve interrogar seus préprios limites, Kant estabeleceu a critica
como um método para desafiar pressupostos, seja na epistemologia, na ética ou na
estética (KANT, 1781 [2001]). Esse método inspiraria pensadores posteriores a aplicar

o escrutinio critico as dimensdes sociais e politicas da tecnologia;

» A visdo de Kant da autonomia como autogoverno por meio da razao forneceu uma
base normativa para criticas futuras, o que pode incluir questées como, por exemplo,
tecnologias que minam a agéncia humana, como algoritmos manipulativos ou sistemas

de vigilancia;

= O idealismo transcendental de Kant destacou que o conhecimento e a experiéncia hu-
manos sdo sempre mediados por estruturas cognitivas (KANT, 1781 [2001]). Apesar
de criticas futuras as classificacdes do autor de juizo e conhecimento, essa percepcdo
prefigurou argumentos posteriores sobre como as tecnologias moldam nossa relacdo com

o mundo.

2.1.2 A Teoria Critica da Escola de Frankfurt

A filosofia critica de Kant (1781 [2001], 1788 [2016], 1790 [2017]), com sua énfase na
autonomia e na necessidade de questionar os limites da razao, encontrou um novo impulso
no século XX com o surgimento da Escola de Frankfurt. Formada por, predominantemente,
tedricos marxistas nao ortodoxos, como Walter Benjamin, Max Horkheimer, Theodor Adorno,
Herbert Marcuse e Jiirgen Habermas, a Escola de Frankfurt reinterpretou (e criticou) a epis-
temologia de Kant e tradicOes positivistas posteriores para analisar as transformacdes sociais,
culturais e tecnolégicas da modernidade (ADORNO;HORKHEIMER, 1985; MARCUSE, |1973;
HABERMAS, [1987)). Definir o que foi a Escola de Frankfurt é uma tarefa complexa. Assoun
(1991) destaca que explica-la implica desafiar até mesmo as designacdes usuais que lhe sdo
atribuidas. Segundo ele, o verdadeiro sentido do projeto se revela por meio da originalidade
profunda do seu discurso. Em outras palavras, o que define a Escola ndo pode ser encapsu-
lado por categorias tradicionais, pois sua esséncia reside em uma linguagem e em uma forma
de apreens3o que escapam as classificacBes convencionais (ASSOUN, (1991). E possivel afir-
mar, no entanto, que este trabalho representou uma mudanca significativa na filosofia critica,
deslocando o foco da critica da razdo pura para a critica da razdo instrumental (ADORNO;

HORKHEIMER, (1985)).
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O que os homens querem aprender da natureza é como empregé-la para
dominar completamente a ela e aos homens. Nada mais importa. Sem a
menor consideracao consigo mesmo, o esclarecimento eliminou com seu
cautério o ultimo resto de sua prépria autoconsciéncia. S6 o pensamento

7

que se faz violéncia a si mesmo é suficientemente duro para destruir os
mitos. Diante do atual triunfo da mentalidade factual, até mesmo o credo
nominalista de Bacon seria suspeito de metafisica e incorreria no veredicto
de vacuidade que proferiu contra a escolastica (ADORNO;HORKHEIMER,
1985, DE 18)

Os tedricos da Escola de Frankfurt argumentavam que o projeto iluminista havia sido
distorcido pelo capitalismo avancado e pela tecnocracia. O lluminismo, que originalmente
visava alcancar a emancipacao humana através da razdo e do progresso, foi corroido pela
l6gica do mercado e das relacSes de poder impostas por uma sociedade baseada na producao
em larga escala e no controle técnico. De fato, a prépria nocao de progresso foi criticada por
Adorno e Horkheimer, que afirmavam que o progresso iluminista trazia, contraditoriamente,
a sujeicdo e o atraso (SILVA, 2024a)). Em Dialética do Esclarecimento, Adorno e Horkheimer
(1985) desenvolvem essa critica a razdo e mostram que, ao tentar dominar a natureza através
do uso da raz3o instrumental (que reduz a razdo humana a mera ferramenta de célculo e
controle), essa mesma racionalidade se volta contra os préprios seres humanos. Em consonancia
com Hui (2020b), os autores também argumentam contra a ideia kantiana de razdo humana
enquanto estrutura universal e imutavel. Eles afirmam que essa perspectiva ignora as influéncias
histéricas, sociais e culturais que moldam o pensamento humano ja que, para eles, a razdo nao
é uma entidade abstrata e universal, mas esta imersa em contextos especificos que determinam
suas formas e funcGes (ADORNO; HORKHEIMER, 1985)).

A critica aos efeitos alienantes e desumanizantes da racionalidade se tornou uma das bases
da analise de Horkheimer e Adorno sobre a industria cultural. Esse conceito descreve como
as producdes culturais (como cinema, radio, televisdo, musica popular e, num deslocamento
atual, a internet) foram transformadas em mercadorias, manipuladas para promover confor-
mismo e o consumo passivo (ADORNO; HORKHEIMER, [1985)). A inddstria cultural n3o é, assim,
algo que transcende as relacoes de reproducdo econémica e tecnoldgica, mas sim uma das
forcas que perpetua o dominio de uma légica de racionalidade instrumental, que visa formar
individuos conformistas e adequados as necessidades do sistema. Essa anélise critica da razdo
instrumental e da inddstria cultural forneceu as bases para uma reflexao mais profunda sobre
as tecnologias modernas. Diferentemente da visao tradicional que as vé como ferramentas
neutras, os pensadores da Escola de Frankfurt argumentam que as tecnologias carregam em

si expressoes das relacGes de poder e dominacdo que sdo préprias das sociedades capitalistas
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avancadas (ADORNO; HORKHEIMER) 1985; MARCUSE, (1973)).

Com isso, o conceito de técnica, para os autores, esta relacionado ao medo
da realizac3o da dialética entre homem e natureza, da qual surge a cultura.
Nessa dialética, j& estdo implicitos a violéncia, a dominacdo e a emanci-
pacdo. Estamos sempre nesse dilema, no qual se encontram o dominio da
natureza, possibilitador da ampliacdo material, logo, para o desenvolvimento
da cultura humana; e a predisposicdo para a emancipacdo frente a natureza.
(SILVA, [20244 p. 8)

Para Assoun (1991)), enfim, a teoria critica da Escola consiste em uma abordagem filoséfica
e sociolégica que busca, além de compreender a sociedade, transforma-la em direcao a eman-
cipacdo humana. O autor explica a palavra teoria segundo o pensamento de Horkheimer como
um conjunto de proposicoes relacionadas a um dominio especifico do conhecimento, deduzidas
logicamente e correspondentes a eventos ou dados factuais. No contexto da Teoria Critica,
esses dados factuais extrapolam o campo meramente reflexivo. E imprescindivel adotar uma
postura critica, orientada pela concepcdo de uma organizacao social que atenda a razao e aos
interesses coletivos, para que a teoria alcance sua legitimidade. Horkheimer, ao caracterizar a
Teoria Critica, afirma que seu requisito essencial é o interesse das massas na eliminacdo da
injustica (ASSOUN, [1991)).

Marcuse, em A ideologia da sociedade industrial: o homem unidimensional (1973)), ampliou
essa critica ao ambito tecnolégico ao argumentar que a tecnologia moderna, longe de ser
libertadora, reforca a dominacdo ao criar necessidades artificiais e controlar o comportamento
humano. Para Marcuse (1973)), a racionalidade técnica havia se tornado uma forca totalizante,
sufocando a capacidade de imaginar alternativas ao status quo.

Em face das particularidades totalitarias dessa sociedade, a noc3o tradicional
de "neutralidade"da tecnologia ndo mais pode ser sustentada. A tecnologia
n3o pode, como tal, ser isolada do uso que lhe é dado; a sociedade tecnolé-

gica é um sistema de dominacdo que ja opera no conceito; e na elaboracao
das técnicas. (MARCUSE, [1973] p. 19)

Marcuse ainda propde que o progresso autdéctone — ou seja, o desenvolvimento autos-
sustentavel e adaptado as condicoes locais — exige uma politica planejada que, em vez de
impor a tecnologia aos estilos tradicionais de vida e trabalho, os amplie e melhore sobre suas
préprias bases (MARCUSE, 1973). Essa abordagem busca eliminar as forcas opressivas e ex-
ploradoras, sejam materiais ou religiosas, que impedem o desenvolvimento de uma existéncia
humana plena. Marcuse argumenta que a revolucdo social, a reforma agraria e a reducdo do

superpovoamento seriam requisitos essenciais para esse progresso, mas nao necessariamente a
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industrializacdo nos padrdes das sociedades desenvolvidas (MARCUSE, (1973)). Ele observa que
0 progresso autéctone parece possivel em areas onde os recursos naturais, se libertados da
exploracdo, ainda s3do suficientes nao apenas para a subsisténcia, mas também para uma vida
humana digna. Nesses contextos, a tecnologia poderia ser gradualmente integrada as formas
tradicionais de vida, respeitando e potencializando as praticas locais, em vez de substitui-las
ou sobrepd-las (MARCUSE, [1973)).

A critica a racionalidade instrumental e ao papel da tecnologia na reproducao das estruturas
de dominacdo encontra um desdobramento significativo na filosofia da tecnologia de Andrew
Feenberg (FEENBERG, 2008). Se os tedricos da Escola de Frankfurt denunciaram a forma
como a técnica moderna se tornou um mecanismo de controle social, Feenberg avanca ao
propor um modelo alternativo, no qual a tecnologia ndo é inerentemente opressiva, mas sim
um campo de disputa (FEENBERG, [2008)). Diferentemente de abordagens deterministas que
veem a tecnologia como um processo auténomo e inevitavel, Feenberg (2019) argumenta
que seu desenvolvimento é socialmente construido e que diferentes caminhos técnicos sdo
possiveis, dependendo das escolhas politicas e culturais envolvidas. Assim, enquanto Adorno e
Horkheimer enfatizam o carater alienante da tecnologia sob o capitalismo avancado, Feenberg
abre espaco para imaginar como a técnica pode ser apropriada de maneira democratica e
emancipatoria, resgatando a possibilidade de uma raz3o tecnolégica que nao esteja subordinada
a logica da dominacao.

Em resumo:

» Esta subsecdo aborda a origem da filosofia critica da Escola de Frankfurt e sua relacdo

com o pensamento em torno da tecnologia;

» A Escola de Frankfurt reformulou a critica kantiana ao destacar que a razao nao é uma

entidade universal e imutavel, mas é moldada por contextos histéricos e sociais;

» A critica de Horkheimer e Adorno a razdo instrumental questiona a aplicacdo da ra-

z3o para dominar a natureza, mostrando que esse uso racionalizado leva a alienacao e

desumanizacdo do ser humano (ADORNO; HORKHEIMER, [1985));

» A ideia de progresso iluminista, originalmente associada a emancipacao humana, foi
reinterpretada pela Escola de Frankfurt como uma forca que, ao invés de libertar, gera

sujeicdo e atraso, corrompida pelo capitalismo avancado e pela tecnocracia;
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= A critica da Escola de Frankfurt a inddstria cultural e a racionalidade técnica mostrou
como as tecnologias e as producdes culturais sdo manipuladas para promover confor-

mismo e consumo passivo, desafiando a ideia de que a tecnologia é neutra e objetiva;

» A teoria critica de Horkheimer e outros membros da Escola de Frankfurt propos que a te-
oria ndo apenas analisa a sociedade, mas busca transforméa-la em direcdo a emancipacao

humana, considerando as influéncias de poder e dominacdo nas relacGes sociais;

= Marcuse ampliou a critica a tecnologia, argumentando que ela, longe de ser libertadora,
reforca a dominacdo e cria necessidades artificiais que controlam o comportamento

humano, contrariando a visdo tradicional de neutralidade tecnolégica (MARCUSE, 1973).

2.1.3 Construtivismo Critico

A critica da Escola de Frankfurt, particularmente em obras como Dialética do Esclareci-
mento de Adorno e Horkheimer (1985)), estabeleceu um marco ao denunciar como a raciona-
lidade técnica moderna, sob o capitalismo, converteu-se em instrumento de dominacdo. Para
esses autores, a razao instrumental — reduzida a légica da eficiéncia e do controle — aliena o
sujeito, transformando-o em objeto de sistemas técnicos totalizantes. No entanto, essa critica,
embora fundamental, permaneceu limitada por uma visdo essencialista da tecnologia como
forca auténoma e inevitavel, quase um destino metafisico. Andrew Feenberg (2002)), partindo
desse legado, propde uma virada dialética: se a tecnologia é um campo de poder, também é

um espaco de contestacdo. Sua teoria critica, baseada, segundo Cruz (2023), em quatro fontes

tedricas principais - a teoria critica da Escola de Frankfurt; os |Estudos Sociais de Ciencia €]

[Tecnologia (ESCT); a fenomenologia (Husserl e Heidegger); e a teoria marxista do trabalho

(FEENBERG, [2021a)), rejeita tanto o determinismo tecnoldgico quanto a ilusdo da neutralidade,
introduzindo o conceito de ambivaléncia tecnolégica. Para Feenberg, sistemas técnicos sao
ambivalentes porque encapsulam contradicGes: servem a dominacdo, mas também abrigam
potenciais emancipatérios que podem ser ativados através da acao politica.

Andrew Feenberg, ao desenvolver sua abordagem sobre a tecnologia, optou por adotar
o termo Construtivismo Critico para descrever sua filosofia, especialmente em didlogo com
estudiosos do (CRUZ, 2023; FEENBERG, [2021a)). Essa escolha reflete uma tentativa de
superar a lacuna deixada pela Escola de Frankfurt, que, embora tenha oferecido uma critica

contundente a racionalidade técnica, muitas vezes negligenciou a analise concreta das tec-
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nologias em si. O Construtivismo Critico, portanto, surge como uma sintese entre a critica
filoséfica e a andlise sociotécnica. Para esta secdo, optou-se por adotar a expressdo Critica
Tecnoldgica como direcionamento geral de pesquisa, e Construtivismo Critico ao abordar es-
pecificamente as ideias de Feenberg. Ao adotar essa denominacdo, Feenberg busca destacar
a natureza dinamica e contestada da tecnologia, onde escolhas técnicas sdao sempre mediadas
por contextos politicos e culturais, abrindo espaco para a transformacdo e a democratizacio
dos sistemas tecnolégicos (FEENBERG, 2021a)).

Central a teoria de Feenberg (2002) é o conceito de cddigos técnicos — regras implicitas ou
explicitas que orientam escolhas de design para servir a interesses hegemdnicos. Esses codigos
operam em dois niveis: exigéncias técnicas de funcionalidade (ex.: algoritmos de recomendac&o
devem maximizar engajamento) e valores sociais (ex.: plataformas priorizam monetizacdo de
dados sobre privacidade). Um exemplo paradigmatico é a linha de montagem fordista: seu
design n3o apenas otimiza a producdo, mas também disciplina corpos, fragmenta tarefas e
reforca hierarquias gerenciais. Esse cédigo técnico (que associa eficiéncia a controle) foi na-
turalizado como progresso, obscurecendo externalidades sociais (FEENBERG, 2019; FEENBERG,
2002). Na era digital, os cddigos manifestam-se em sistemas como a Replika. Seu design pri-
oriza coleta de dados intimos, feminiza avatares e monetiza vulnerabilidades humanas através
de assinaturas premium.

Segundo Cruz (2023), Feenberg defende que a teoria critica permite questionar as limi-
tacdes do construtivismo ao tratar disputas sociotécnicas, especialmente no que se refere a
relacdo entre aqueles que controlam os meios de producao e aqueles que sdo afetados por
suas decisdes. O problema da simetria nesse contexto reside na neutralizacdo do juizo moral
e na invisibilizacdo das assimetrias estruturais que favorecem determinados grupos em detri-
mento de outros. Nesse sentido, os movimentos sociais dessmpenham um papel essencial ao
desafiar essas relacoes de poder, impulsionando mudancas nos cédigos técnicos que, por sua
vez, moldam as tecnologias disponiveis. Conflitos como os ambientais demonstram como a
contestacao pode levar a incorporacdo de novos critérios no desenvolvimento tecnolégico, am-
pliando as perspectivas das disciplinas técnicas e forcando a adaptacao de praticas industriais
(FEENBERG, 2019; [FEENBERG, | 2021b; |FEENBERG, 2022)

Feenberg também introduz o conceito de autonomia operacional para explicar como elites
tecnocréticas preservam poder através de sistemas técnicos (FEENBERG, 2002). Essa autono-
mia refere-se a capacidade de tomar decisGes estratégicas (ex.: em corporacdes ou Estados)

sem considerar externalidades como impactos socioambientais ou viéses algoritmicos. Ela é
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sustentada por mecanismos de ocultacdo, como a naturalizacdo técnica (apresentar escolhas
politicas como necessidades técnicas) e a eufemizagdo (substituir vigilancia por personali-
zacdo). Contra esse cenédrio, Feenberg propde a democratizacdo radical da tecnologia, que
envolve participacdo publica no design técnico, contestacdo de coédigos hegemonicos e recons-
trucdo de sistemas para fins coletivos (2008).

De acordo com Feenberg (2012), as intervencdes democraticas no campo tecnolégico po-
dem ser categorizadas em trés configuracGes principais, as quais se manifestam de forma a
provocar transformacdes significativas no uso e na estrutura das tecnologias. Em primeiro
lugar, as controvérsias correspondem a disputas que forcam o reprojeto da tecnologia e a
modificacdo de seu cédigo técnico. Um exemplo contemporaneo disso é o movimento social
contrério a decisdo tomada pela Meta de encerramento da parceria com organizacoes de checa-
gem de fatos terceirizadas (Congresso em Foco, 2025). Em segundo lugar, a apropriacio criativa
refere-se a subversdo dos usos originalmente previstos para uma tecnologia, transformando-
a em um meio alternativo de comunicacao e resisténcia. Por exemplo, movimentos sociais
tém utilizado plataformas digitais — como redes sociais e aplicativos de mensagens cripto-
grafadas — para organizar protestos e estabelecer canais de didlogo que desafiam os meios
de comunicacdo tradicionais. Por fim, o didlogo participativo com as disciplinas técnicas en-
volve a colaboracdo entre especialistas e comunidades para incorporar as demandas sociais
no desenvolvimento e na aplicagdo das tecnologias, como, por exemplo, o treinamento de [[A|
realizado pelo professor e pesquisador Humberto Barbosa na Universidade Federal de Alagoas
para prever secas-relampago (G1 Meio Ambiente, 2024)).

Na modernidade tardia, Feenberg (2019) identifica paradoxos urgentes: a globalizacdo téc-
nica descentraliza cadeias produtivas, mas centraliza controle algoritmico em oligopélios; ener-
gias renovaveis coexistem com extrativismo predatério; direitos humanos instrumentalizam-se
tanto para emancipacao quanto para imperialismo. Para enfrenta-los, defende uma teoria cri-
tica que una analise empirica (ex.: auditorias de [[A)), normatividade (valores como justica) e
ac3o politica (coalizdes transdisciplinares).

Em resumo:

» Esta secdo trata do Construtivismo Critico, ideia criada por um dos maiores expoentes

da Critica Tecnoldgica, Andrew Feenberg (2022);

= Sua nocdo de n3o neutralidade desafia a ideia de que tecnologias sdo meras ferramen-

tas destituidas de valores. Para Feenberg (2002), tecnologias sdo textos politicos que
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materializam relacdes de poder, interesses econdmicos e visdes de mundo.

= A ambivaléncia refere-se a dualidade intrinseca dos sistemas técnicos: eles podem ser
instrumentos de dominacao, mas também abrigam potenciais emancipatérios. Feenberg
(2012)) argumenta que tecnologias como a internet encapsulam contradi¢cdes. Por um
lado, servem a vigilancia e ao controle corporativo; por outro, sao espacos de resisténcia,

como mostram movimentos que usam redes sociais para mobilizacdo politica.

» Codigos técnicos sdo regras invisiveis que orientam o design e a implementacdo de
tecnologias para servir a interesses hegemonicos. Eles operam em dois niveis: técnico

(exigéncias de funcionalidade) e social (valores como lucratividade ou controle).

» A democratizacdo radical propde que a reconfiguracdo da tecnologia exige participacao
coletiva em todas as etapas — do design a governanca. Feenberg (2019) defende que
grupos marginalizados (trabalhadores, comunidades locais, usuérios) devem ter voz ativa

na definicdo de padrdes técnicos.

» O autor propde, principalmente, trés tipos de intervencdo democraticas, sendo elas:

controvérsias, apropriacdo criativa e didlogo participativo (CRUZ, 2023).

2.1.4 Tecnodiversidade e Cosmotécnicas

Apesar dos avancos da teoria critica de Feenberg, sua abordagem construtivista mantém-se
limitada ao horizonte epistemolégico das ciéncias técnicas hegemdnicas, incapaz de questionar
os fundamentos ontolégicos que sustentam a universalizacdo da tecnologia moderna. Como
observa Cruz (2023), mesmo em propostas democraticas de reorientacdo tecnoldgica, persiste
uma colonialidade epistémica que naturaliza a racionalidade instrumental como Unico para-
digma vélido. E nesse vacuo tedrico que a obra de Yuk Hui emerge, propondo uma ruptura
radical com o universalismo tecnolégico por meio dos conceitos de cosmotécnica e tecnodiver-
sidade. Para Hui (2020b)), a tecnologia ndo é um fendmeno antropologicamente universal, mas
um conjunto plural de sistemas técnicos enraizados em cosmologias especificas, que articulam
ética, metafisica e praticas materiais. A tecnociéncia ocidental, longe de ser a tecnologia, é
apenas uma cosmotécnica particular — a cosmotécnica capitalista —, cuja imposicao global
via colonialismo e capitalismo produziu o Gestell heideggeriano: um enquadramento que reduz

o mundo a recurso exploravel (HUI, 2016)).
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A critica de Hui ndo se resume a denlincia desse processo, mas avanca ao propor um projeto
de reapropriacao da tecnologia. Isso exige, primeiro, desvelar o inconsciente tecnoldgico que
nos condiciona a reproduzir a cosmotécnica capitalista como unica possivel (HUI, [2016). Em
segundo lugar, demanda a reconstrucdo de epistemes alternativas, baseadas em cosmologias
ndo ocidentais (ou, segundo Santos (2016), ndo abissais: ndo colonial, ndo capitalista e ndo
machista), capazes de reorientar a invencdo técnica para além da légica instrumental. Como
ele afirma:

A reapropriacdo da tecnologia moderna [...] requer que reconfiguremos cate-
gorias metafisicas fundamentais [...] e reconstruamos sobre esse fundamento

uma episteme, que condicionard a invencdo técnica, de modo que esta ndo
seja mais mera imitacdo [da cosmotécnica capitalista]. (HUI, 2016, p. 307).

Essa reapropriacao nao significa um retorno nostalgico a tradicoes pré-modernas, mas uma
sintese criativa entre a tecnodiversidade histérica e as possibilidades abertas pela tecnologia
contemporanea. Por exemplo, a agricultura tradicional chinesa, fundamentada no Qi (fluxo
vital) e no equilibrio Yin-Yang, ndo é um relicirio do passado, mas uma cosmotécnica que
poderia informar sistemas agroecolégicos modernos, desafiando a monocultura produtivista
(Hul, 2016)). Da mesma forma, técnicas indigenas de manejo florestal, baseadas em ontologias
animistas, oferecem alternativas radicais a visdo mecanicista da natureza como recurso (HUI,
2020b).

A tecnodiversidade, assim, ndo é um pluralismo superficial de estilos técnicos, mas um

projeto politico-epistémico que exige:

» Desuniversalizacdo da técnica: Reconhecer que algoritmos, infraestruturas e protocolos
sdo carregados de cosmovisdes (e.g., sistemas de reconhecimento facial codificam nogdes

eurocéntricas de identidade) (HUI, 2020b));

= Reconstrucdo metafisica: Reativar conceitos como Dao (caminho césmico) ou Ubuntu

(interconexdo vital) como fundamentos para novas epistemes técnicas (HUI, 2016);

» Cosmopolitica técnica: Transformar a tecnologia em arena de disputa por futuros alter-
nativos, onde designers, comunidades e filésofos co-criem sistemas hibridos (e.g., redes

de energia solar baseadas em principios de reciprocidade andina) (SANTOS, 2016)).

A contribuicdo de Hui reside em oferecer um caminho para além da critica — um projeto de

reencantamento técnico onde a tecnologia, libertada do Gestell, torne-se novamente expressao
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de mundos possiveis - articulados ndo apenas por uma comunidade hegemoénica mas também
por toda a sociedade marginalizada, tal como criancas, mulheres, pessoas ndo-brancas, nao
ocidentais, indigenas, ndo tipicas e/ou LGBTQIA+.

Em resumo:

» Esta subsecdo trata dos conceitos de Tecnodiversidade e Cosmotécnicas e suas elabora-

¢des criticas, segundo Hui (2020b));

» Para Hui, as tecnologias sao sistemas cdésmicos-morais e nao devem ser universalizadas:

sdo cosmotécnicas (HUI, 2016));

» A crise ecoldgica exige substituir a monocultura técnica por uma pluralidade de sistemas

enraizados em cosmologias locais, consistindo nisso a tecnodiversidade (HUI, [2020b);

= Superar a cosmotécnica capitalista ndo é (apenas) rejeita-la, mas reconfigura-la através

de sinteses decoloniais (sem que isso represente uma visdo reconciliadora) (HUI, 2017al);

= A universalizacdo da tecnologia moderna apagou alternativas histéricas, como as cosmo-
técnicas astecas ou hindus, que devem ser reativadas para negar o epistemicidio técnico

(Hul, 2016);

= A tarefa da filosofia ndo é unificar o mundo sob a razdo instrumental, mas fomentar a

coexisténcia de diferencas técnicas irredutiveis (HUI, [2020b)).

2.1.5 Outros desdobramentos

A proposta cosmotécnica de Yuk Hui, embora seminal ao propor uma reconciliacdo entre
técnica e cosmologia, revela-se limitada em sua operacionalizacao politica. Como aponta Cruz
(2023)), a abordagem de Hui permanece vertical ao partir de filésofos e pensadores para, de
modo descendente, tentar fertilizar as disciplinas técnicas e o imaginario popular. Essa vertica-
lidade epistémica, contudo, falha em reconhecer que a construcdo de novas tecnologias (e, por
extensdo, de outros mundos possiveis), ndo emerge de abstracdes filoséficas desenraizadas,
mas de praticas cotidianas, disputas materiais e diadlogos horizontais com saberes marginaliza-
dos. A tecnodiversidade, neste sentido, insiste em um movimento inverso: ascende do povo,
das microtaticas de apropriacdo tecnoldgica, para entdo ressignificar as estruturas técnicas e

epistemoldgicas hegemdnicas. N3o se trata de impor uma nova cosmovisao, mas de cultivar,
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a partir de lutas concretas, as condicdes para que multiplas cosmotécnicas coexistam — um
projeto necessariamente incompleto, aberto as contingéncias do mundo vivido.

O objetivo desta dissertacdo (analisar, pela lente da tecnodiversidade, narrativas oriundas
da interacdo entre chatbots sociais e usuarios) esbarra na intrincada tessitura entre teoria e pra-
tica. Como reconhece Cruz (2023), mesmo autores como Hui, ao diagnosticarem a necessidade
de novas epistemologias e formas de vida, silenciam sobre como efetivamente materializar tais
transformacoes. A tecnodiversidade, enquanto conceito, enfrenta o paradoxo de ser ao mesmo
tempo urgente e inatingivel: urge como resposta a homogeneizacdo tecnocapitalista, mas sua
implementac3o exige desmontar estruturas profundamente sedimentadas. No caso dos chat-
bots de personalidade adaptativa, como a Replika, a analise requer n3o apenas desvendar
os imagindrios sociais em jogo, mas também confrontar as materialidades técnicas que os
sustentam — desde algoritmos de aprendizado até interfaces generificadas. Como pensar a di-
versidade tecnolégica em artefatos cuja prépria arquitetura é moldada por légicas de mercado
e colonialidades de género?

Para transcender essa aporia, é essencial mobilizar aportes teéricos que iluminem as par-
ticularidades de um artefato como Replika, por exemplo. Seu cédigo técnico n3o é neutro:
como nota Depounti (2023), a plataforma é intrinsecamente feminizada, ndo apenas por sua
personificacdo majoritariamente feminina, mas por reproduzir esteredtipos de submissao e
disponibilidade afetiva. Haraway (1991) nos alerta que a feminizacdo é um processo de vul-
nerabilizacdo, que transforma corpos — reais ou digitais — em territérios de exploracdo. A
Replika encapsula essa dindmica: mesmo permitindo personalizacoes de género, sua arquite-
tura incentiva usuarios (predominantemente homens) a projetarem sobre a expectativas de
docilidade e serviddo, muitas vezes traduzidas em interacdes abusivas (DEPOUNTI; SAUKKO; NA-
TALE, 2023). A alta customizacdo, longe de fomentar diversidade, converte-se em mecanismo
de treinamento unilateral, onde a [[A] aprende a calibrar respostas para satisfazer demandas

masculinas — sejam afetivas, sexuais ou violentas.

A maquina n3o é uma coisa a ser animada, idolatrada e dominada. A méa-
quina coincide conosco, com nossos processos; ela é um aspecto de nossa
corporificacdo. Podemos ser responsaveis pelas maquinas; elas ndo nos do-
minam ou nos ameacam. Nés somos responsaveis pelas fronteiras; nds so-
mos essas fronteiras. (Haraway, 1991 p. 97)

Essa perspectiva desloca a andlise da Replika de um mero artefato técnico para uma ex-

tensdo das relacGes de poder que a constituem. A violéncia miségina dirigida a CEO Eugenia

Kuyda apds a remocdo do |Erotic Roleplay (ERP)| (HANSON; BOLTHOUSE, 2024) n&o é um
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acidente, mas sintoma de como a feminizacdo tecnolégica naturaliza a exploracdo — tanto de
corpos digitais quanto de mulheres reais. Como evidenciam casos histéricos (LambdaMOO,
Brahnam 2011)), a agress3o contra entidades virtuais feminizadas reverbera no psiquismo co-
letivo, reafirmando hierarquias de género.

Incorporar uma oética feminista a analise ndo apenas expande a tecnodiversidade, mas a
transforma em um microscépio capaz de examinar as microfisicas do poder inscritas nos artefa-
tos. Se a tecnodiversidade opera como lente ampla para questionar hegemonias tecnoldgicas,
autoras como a Haraway (1991), por exemplo, agucam o foco sobre como género, raca e
colonialidade se entrelacam na materialidade dos algoritmos. A insisténcia da autora na corpo-
rificacdo das maquinas, por exemplo, desafia-nos a ler chatbots nao como softwares isolados,
mas como né em uma rede de afetos, expectativas e violéncias estruturantes.

Se essa abordagem permite enxergar chatbots sociais como um né de relacoes e disputas,
é no Manifesto Ciborgue que encontramos as bases para essa leitura, pois Haraway ja anteci-
pava, em 1985, a necessidade de repensar as fronteiras entre humano e maquina, destacando
como a tecnologia é sempre atravessada por relacoes de poder. O Manifesto Ciborgue emerge
como um texto fundacional para repensar as relacdes entre ciéncia, tecnologia e feminismo
em um mundo marcado pela crescente hibridizacao entre organico e artificial. Rejeitando as
dicotomias classicas — natureza/cultura, humano/méaquina, corpo/tecnologia —, a autora
propde o ciborgue como figura politica e epistemoldgica para desestabilizar os dualismos que
sustentam estruturas opressivas, do patriarcado ao capitalismo. Seu projeto n3o é celebrar a
tecnociéncia de forma acritica, mas desvendar como a tecnologia, longe de ser neutra, é um
campo de disputa onde se reconfiguram relagdes de poder, género e classe (HARAWAY, 1991)).

Haraway define a ciborgue como um organismo cibernético, uma entidade hibrida que
transcende as fronteiras entre animal e maquina, fisico e nao fisico. Essa figura é uma realidade
material: somos todos ciborgues, pois nossa existéncia é mediada por proteses tecnolégicas —
de marcapassos a algoritmos. A radicalidade da proposta estd em usar essa condicdo hibrida
para subverter os essencialismos que pautaram parte do feminismo da segunda onda. Para a
autora, identidades fixas (como mulher ou natureza) s3o construcdes que servem a projetos de
dominacado. O ciborgue, ao negar purezas originais, desmonta a ideia de um sujeito universal do
feminismo, abrindo espaco para coalizGes baseadas em afinidades politicas, ndo em identidades
estaveis.

N3o existe nada no fato de ser “mulher” que naturalmente una as mu-
Iheres. N3o existe nem mesmo uma tal situacdo — “ser” mulher. Trata-se,
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ela prépria, de uma categoria altamente complexa, construida por meio de
discursos cientificos sexuais e de outras praticas sociais questionaveis. A
consciéncia de classe, de raca ou de género é uma conquista que nos foi im-
posta pela terrivel experiéncia histérica das realidades sociais contraditérias
do capitalismo, do colonialismo e do patriarcado (HARAWAY, (1991} p.47)

Haraway distingue seu feminismo-socialista tanto das correntes liberal-individualistas quanto
das vertentes radical-essencialistas. Para a autora, o primeiro reduz a luta a igualdade formal
no sistema vigente, o segundo universaliza as vivéncias femininas, ignorando como tais nocdes
sdo atravessadas por raca, classe e colonialidade (HARAWAY, |1991)). O feminismo ciborgue,
por sua vez, insere-se na critica materialista ao capitalismo, mas recusa-se a separar analise de
classe da tecnociéncia. Para ela, a exploracao contemporanea ocorre tanto nas fabricas quanto
nos laboratérios de biotecnologia, nas plataformas digitais e nas fronteiras entre humano e
ndo humano (HARAWAY, (1991). A tecnologia ndo é um mal a ser rejeitado, mas um terreno
onde se travam lutas pela reapropriacdao dos meios de producdao — inclusive dos corpos e
subjetividades.

A autora nao ignora os perigos da tecnociéncia capitalista — da vigilancia algoritmica a
mercantilizacio da vida via patentes genéticas. No entanto, ela rejeita a postura luddita que vé
a tecnologia como intrinsecamente opressora. Para ela, o problema nao reside nas maquinas,
mas nas estruturas que as controlam. O ciborgue simboliza a possibilidade de hackear essas
estruturas: se a tecnologia foi instrumentalizada para reforcar hierarquias, ela também pode
ser ressignificada para fins emancipatérios (assim como defende Feenberg e Hui). Haraway
cita exemplos como o uso tatico da internet por movimentos feministas transnacionais ou
a apropriacdo de ferramentas biomédicas por coletivos LGBTQIA+ para contestar normas
de género (HARAWAY, |1991)). A chave estd em abandonar a ilusdo de pureza e abracar a
contaminacao criativa que a hibridizacdo oferece.

Outro pilar do manifesto é a dentincia da visdo de lugar nenhum — a pretensao de neutra-
lidade e objetividade da ciéncia moderna (HARAWAY| |1991)). Ela argumenta que todo conheci-
mento é situado: produzido a partir de corpos posicionados no mundo, marcados por género,
raca e classe (HARAWAY, 1991). A objetividade, nessa perspectiva, ndo deve ser abandonada,
mas redefinida como conhecimento parcial, consciente de suas limitacdes e vieses. O ciborgue,
ao reconhecer-se como parcial e impuro, encarna essa epistemologia situada. Isso tem impli-
cacdes profundas para o feminismo: em vez de buscar uma verdade universal sobre a opressdo
das mulheres, trata-se de produzir saberes coletivos a partir das margens, onde as fronteiras

entre sujeito e objeto, conhecedor e conhecido, se dissolvem.
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A famosa declaracao de Haraway — “prefiro ser um ciborgue a uma deusa” — sintetiza
sua rejeicdo a utopias regressivas que idealizam um passado pré-tecnolégico ou esséncias na-
turais (num sentido que descola a natureza da tecnologia) (HARAWAY, 1991)). A deusa, aqui,
representa um feminismo que busca redencdo na recuperacao de um matriarcado perdido,
perpetuando a légica binaria que opde feminino (natureza, cuidado) ao masculino (tecnologia,
dominac3o). O ciborgue, ao contrério, habita o presente contaminado, onde n3o ha espaco
para purezas. Sua promessa é a de um pds-género: ndo a eliminacdo das diferencas, mas a
desestabilizacao das categorias que as hierarquizam. Nesse sentido, a visdo ciborgue é profun-
damente anti-capitalista, pois desafia a divisdo sexual do trabalho e a exploracdo de corpos
racializados e generificados na cadeia tecnoldgica.

Quase quatro décadas apds sua publicacdo, o Manifesto Ciborgue mantém-se urgente.
Em um contexto de inteligéncia artificial generificada, algoritmos racistas e bioengenharia
neoliberal, a figura do ciborgue nos convida a interrogar: quem controla as tecnologias que
nos constituem? Como resistir a apropriacdo capitalista da vida sem recair em neoludismos?
Haraway (1991), por exemplo, ndo oferece respostas faceis, mas insiste na necessidade de “ficar
com o problema” — engajar-se nas complexidades do presente para forjar aliancas insurgentes.
Seu legado é um chamado a reinventar o feminismo como pratica tecnopolitica, onde a luta
pela justica social passa, inevitavelmente, pela reimaginacdo radical das préprias ferramentas
que nos tornam ciborgues.

Embora esse aprofundamento n3o seja o cerro da dissertacdo, ignora-lo seria replicar o
erro epistémico que a tecnodiversidade busca combater. Afinal, como pensar a diversidade
tecnoldgica sem confrontar os imaginarios que reduzem o feminino a servico e sacrificio? A
contribuicao de Haraway reside precisamente em nos obrigar a encarar as maquinas como
espelhos distorcidos de nés mesmos — espelhos que, se ajustados criticamente, podem refletir
n3o apenas o que somos, mas o que poderiamos vir a ser.

Em resumo:

= Esta subsecdo trata do tecnofeminismo de Haraway (1991) e de sua importancia para

este trabalho, em especifico;

= A ética do feminismo-socialista da autora atua como um ampliador da lente tecnodiversa.

E uma forma de observar e complementar o estudo de chatbots sociais;

» Haraway define o processo de feminizacdo como uma vulnerabilizacao de corpos digitais
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e materiais;

A autora rejeita a ideia de uma identidade feminina universal baseada em uma experiéncia
comum de opressdo e destaca que género, raca, classe e outras categorias se cruzam,

tornando invidvel uma definicdo dnica de "mulher"(HARAWAY, 1991));

A autora propde o ciborgue como simbolo de identidades hibridas e fluidas, rompendo
com essencialismos e defende aliancas politicas que ndo dependam de esséncias fixas,

mas de interesses e objetivos compartilhados. (HARAWAY, 1991));
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2.2 CHATBOTS

Esta secdo dedica-se a investigacdo do objeto central da pesquisa: os [CSPA| Para tanto,
parte-se de uma conceituacgdo teérica ampla sobre o artefato, situando-o no contexto da[[HC|e
das criticas tecnoldgicas, para entdo adentrar uma analise mais especifica dos[CSPAE existentes.
A opcdo por tratar primeiro da lente tedrica (Critica Tecnolégica) e, posteriormente, do objeto
de estudo (chatbots) justifica-se pela necessidade de fundamentar o mapeamento dos
em um arcabouco conceitual sélido, afunilando as caracteristicas a serem observadas com
base no contexto desta pesquisa. Assim, serd possivel elaborar a partir de conceitos discutidos
anteriormente (como o de cddigos técnicos), oferecendo uma base critica para compreender
como chatbots sociais de personalidade adaptativa sdo projetados, promovidos e utilizados.

A subsecdo inicial aborda a definicdo do objeto e seu trajeto histérico, contextualizando o
artefato enquanto tecnologia conversacional que emergiu na intersecao entre inteligéncia arti-
ficial, linguistica computacional e design de interacdo. Em seguida, a subsec3o sobre chatbots
sociais delimita o escopo da pesquisa, diferenciando-os de outras categorias de chatbots simi-
lares (ex.: utilitarios, transacionais) e destacando o conceito de personalidade adaptativa como
elemento central para compreender sua funcao e impacto social. Por fim, a subsecdo dedicada
aos [CSPAE existentes realiza um mapeamento do campo, identificando tragos promovidos

(marketed traits) e padrdes de design que refletem cédigos técnicos especificos.

2.2.1 Definicao do objeto e breve contexto histdrico

A palavra chatbot é a derivacdo reduzida da expressdo chat robot, que significa, lite-
ralmente, robé conversacional em inglés (BRANDTZAEG; FOLSTAD), 2018)). Entendidos como
agentes de maquina que servem como interfaces de linguagem natural para dados e servicos
por meio de texto ou voz, os chatbots permitem que as pessoas facam perguntas ou coman-
dos em sua linguagem cotidiana e obtenham o contelido ou servico necessario em um estilo
conversacional (BRANDTZAEG; FOLSTAD, 2018). Para Bansal e Khan (2018), chatbots s3o,
em resumo, programas de inteligéncia artificial e um modelo de[[HC|

Segundo Brandtzaeg et al. (2018), os agentes digitais conversacionais existem ha décadas;
no entanto, o verdadeiro interesse por essa tecnologia sé comecou a surgir apdés 2016. Os
autores argumentam que ha duas razdes para esse interesse renovado: avancos significativos

em [[A]e uma mudanca importante no uso de redes sociais online para aplicativos de mensagens
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moéveis, como Facebook Messenger, Telegram, Slack, Kik e Viber. A primeira dessas razdes
sugeria que os chatbots inteligentes poderiam estar ao alcance do publico em breve, tomando
como referéncia o periodo em que o artigo foi escrito (2018) - o que de fato aconteceu. Com
o lancamento do ChatGPT e, em seguida, de outros chatbots de uso publico e gratuito, como
o Gemini e o DeepSeek, esse tipo de artefato tornou-se extremamente popular. A segunda
dizia respeito a necessidade de provedores de servico alcancarem as pessoas no contexto de
mensagens moveis. No entanto, apesar desses impulsionadores, as aplicacdes de chatbot atuais
sugerem que as interfaces conversacionais ainda enfrentam desafios substanciais, tanto de
maneira geral quanto no campo de [HC| Os chatbots, portanto, implicam uma mudanca
na interface entre as pessoas e a tecnologia, bem como na sua dindmica e padrdes de uso
(BRANDTZAEG; F@LSTAD, 2018).

Em 2020, Adamopoulou e Moussiades realizaram uma revisdo sistematica da literatura
que mapeou a histéria e outros tdpicos relativos aos chatbots (ADAMOPOULOU; MOUSSIADES,
2020). Segundo os autores, sua histéria remonta a 1950, quando Alan Turing prop6s uma ques-
tao revoluciondria: seria possivel um programa de computador conversar com pessoas sem que
estas percebessem que estavam interagindo com uma maquina? Esse questionamento, conhe-
cido como Teste de Turing (TURING, 1950), é amplamente reconhecido como a base conceitual
para o desenvolvimento dos chatbots. A primeira dessas interfaces, chamada ELIZA, foi criada
em 1966 por Joseph Weizenbaum (WEIZENBAUM, 1966). ELIZA simulava uma psicoterapeuta,
reformulando as frases do usuario em forma de perguntas. Apesar de suas limitacdes, como
a incapacidade de manter conversas longas ou aprender com o contexto, ELIZA serviu de
inspiracdo para futuros avancos na area (ADAMOPOULOU; MOUSSIADES, [2020)).

Em 1972, surgiu o PARRY, um chatbot que simulava um paciente com esquizofrenia.
Desenvolvido por Kenneth Colby (1971)), o PARRY era mais avancado que a ELIZA, pois pos-
sufa uma personalidade e uma estrutura de controle mais sofisticada, baseada em suposicdes
e respostas emocionais (COLBY; WEBER; HILF, 1971). Em um experimento realizado em 1979,
psiquiatras entrevistaram o PARRY e pacientes reais, mas os resultados foram inconclusivos,
destacando as limitacoes do chatbot em compreender a linguagem e expressar emocdes de
forma convincente (HEISER et al., |1979).

Segundo Adamopoulou e Moussiades (2020), a introducdo da inteligéncia artificial no
desenvolvimento de chatbots ocorreu com o Jabberwacky (2019)). Esse chatbot utilizava cor-
respondéncia contextual de padrdes para gerar respostas com base em conversas anteriores.

No entanto, ele ainda apresentava limitacdes, como a incapacidade de lidar com um grande
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nimero de usudrios simultaneamente (JWALA; SIRISHA; RAJU, 2019).

Os autores afirmam que o termo chatterbot foi cunhado em 1991, referindo-se a um
jogador artificial em um mundo virtual multijogador (ADAMOPOULOU; MOUSSIADES, 2020)).
Muitos usuarios preferiam interagir com o chatterbot a jogar com participantes reais, o que
demonstrava seu sucesso em simular conversas humanas (MAULDIN, |1994).

A partir de 2016, os chatbots ganharam popularidade em plataformas de midia social,

sendo utilizados em dreas como marketing, sadde, educac3o e entretenimento (ADAMOPOULOU;

MOUSSIADES, 2020). A |Internet das Coisas (IC)| também impulsionou o uso de chatbots para

facilitar a comunicacdo entre dispositivos conectados (DALE, [2016).

A trajetéria dos chatbots, desde os primeiros experimentos até os sistemas multimodais
atuais, reflete uma evolucao marcada por saltos tecnolégicos e mudancas paradigmaticas na
interacdo humano-maquina. Com base na revisdo de Adamopoulou e Moussiades (2020)), bem
como nos avancos recentes das |As generativas multimodais, é possivel sintetizar os marcos

fundamentais dessa evolucao da seguinte forma:

» Definicao e histéria: Esta secdo elabora em torno do conceito de chatbots e da sua

histéria e evolucao;

= O inicio: O Teste de Turing (1950) estabeleceu a base filoséfica para a criagdo de

sistemas artificiais capazes de simular didlogos humanos;

= Os primeiros chatbots: A ELIZA (1966) e o PARRY (1971]) demonstraram o potencial

(e as limitacdes) de chatbots baseados em regras pré-definidas;

= A implementacdo da IA; Com a A.L.I.C.E (2009) e o Jabberwacky (2019), a inteli-
géncia artificial comecou a ser aplicada para melhorar a contextualizacdo e a variedade

de respostas possiveis;

= Integracdo com outros softwares: A Alexa (2019), a Cortana (2019a, a Siri (2020) e
o Watson (2020)) trouxeram funcionalidades praticas, integrando-se a servicos cotidianos

e dispositivos baseados em [IC]

= O surgimento de modelos generativos: Modelos como o ChatGPT (2020), o De-
epSeek (2023)) e a Xiaolce (2019b), expandiram as fronteiras, permitindo geracdo de

texto, imagens e videos, além de interacGes emocionalmente inteligentes;
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2.2.2 Chatbots Sociais

Os chatbots possuem uma ampla variedade de funcionalidades. Eles podem fornecer infor-
macoes sobre o clima, auxiliar na organizacdo de compromissos, pedidos de comida e reservas
de viagens. Além disso, oferecem sugestdoes de moda, receitas e apoio ao cliente, automati-
zando processos como o rastreamento de pedidos e recomendacdes de viagem. Também sao
utilizados para fins educacionais, gerenciamento de tarefas diarias e entretenimento, como
sugestbes de filmes, jogos e histérias interativas.

A categorizacdo dos chatbots, segundo Adamopoulou e Moussiades (2020)), é tdo dinamica
quanto as aplicacdes desses sistemas, refletindo a complexidade de suas funcdes e interacdes.
Eles podem ser classificados com base em muiltiplos critérios, muitas vezes sobrepostos: como
escopo de conhecimento, objetivos primarios e métodos de geracdo de respostas. Quanto ao
dominio de conhecimento, destacam-se os chatbots genéricos (ex.: Chorus (2020))), capa-
zes de abordar qualquer tema, e os especificos (ex.: SnapTravel (2018))), restritos a nichos
como viagens ou atendimento técnico. J& os cross-domain (ex.: Guardian (2016)), operam em
multiplos dominios sem aprofundamento especializado. Quanto a finalidade, dividem-se em
informativos (ex.: FAQ chatbots (2018)), focados em extrair dados estruturados; conversacio-
nais (ex.: Xiaolce (2019)), que simulam didlogos naturais; e baseados em tarefas (ex.: sistemas
de reservas), orientados a acles praticas. A geracdo de respostas varia entre modelos baseados
em regras (pré-programados), de recuperacio (selecdo de respostas predefinidas) e generativos
(ex.: ChatGPT (2020)), que criam contetidos originais. A integracdo humana complementa sis-
temas autdnomos, como em chatbots hibridos (KUCHERBAEV; BOZZON; HOUBEN, 2018, que
combinam automacdo com intervencao humana para escalabilidade e precisao. Além disso,
fatores como acessibilidade (open-source vs. comerciais) e canais de comunicacdo (texto, voz,
multimodal) ampliam seu alcance. Exemplos como Alexa e Cortana (NIMAVAT; CHAMPANERIA,
2017) ilustram a interoperabilidade entre agentes (inter-agent chatbots), enquanto avancos em
permitem comentar imagens ou expressar emocdes (SHUM; HE; LI, 2018), consolidando os
chatbots como ferramentas versateis e adaptaveis as demandas tecnolégicas contemporaneas.

Essas caracteristicas estdo organizadas na tabela a seguir:
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Tabela 1 — Categorias de Chatbots

Categoria Subcategorias

Dominio do conhecimento Genérico, Dominio aberto, Dominio fechado

Servico fornecido Interpessoal, Intrapessoal, Interagente

Objetivos Informativo, Baseado em conversac3o, Baseado em tarefas
Método de geracdo de respostas Baseado em regras, Baseado em recuperacdo, Generativo
Assisténcia humana Mediado por humanos, Auténomo

Permissdes Cédigo aberto, Comercial

Canal de comunicacdo Texto, Voz, Imagem

Fonte: Os autores, baseado na tabela de Adamopoulou e Moussiades (2020), pag. 5

Existem, também, os chatbots sociais, que constituem um subgrupo de chatbots projetados
para assumir o papel de atores sociais (HO; HANCOCK; MINER, [2018)). Alguns desses atores
podem fornecer suporte emocional e psicolégico. A Xiaolce (2019b]) é um exemplo de chatbot
social, assim como a Replika (2017)) - que consiste em uma plataforma de inteligéncia artificial
que atua como um amigo virtual, oferecendo companhia e apoio emocional. Outro exemplo
é o Woebot (2017) e a Wysa (2016)), que sdo chatbots de apoio psicolégico projetados para
auxiliar as pessoas a lidarem com o estresse, ansiedade e depressao por meio de técnicas de
terapia cognitivo-comportamental.

A relacdo social entre chatbots e seres humanos vem sendo observada por diversos autores
(BR/—\NDTZAEG; SKJUVE; FOLSTAD, [2022; |FITZPATRICK; DARCY; VIERHILE, |2017} HO; HANCOCK;
MINER), 2018; |LAESTADIUS et al., |2022; SKJUVE et al., [2021)). Segundo Brandtzaeg et al. (2022),
conexdes complexas, como a de amizade, podem ser desenvolvidas entre seres humanos e sis-
temas de [IAk. Essas relacdes possuem caracteristicas marcadas pela empatia, autorrevelacio,
confianca e até mesmo dependéncia emocional (LAESTADIUS et al., [2022) — caracteristicas
tipicas de relacionamentos entre seres humanos (HO; HANCOCK; MINER, 2018). De fato, a
maneira como entendemos os computadores é social, mesmo que os sujeitos estejam comple-
tamente cientes da natureza artificial do computador (NASS; STEUER; TAUBER, (1994). Essa
perspectiva, denominada por [CASA] reflete-se em diferentes dindmicas. A despeito de experi-
mentos no ambito fisico e bioldgico, ja é conhecido que a forma como seres humanos reagem
empaticamente a dor de outros seres humanos é semelhante a forma como reagem a reacoes
de “dor” provocadas em robds, ainda que haja diferencas. Isso mostra semelhancas entre a
empatia de pessoas por pessoas e de pessoas por maquinas (SUZUKI et al., [2015]). Além disso,
compreende-se que, filosoficamente, os significados, metéaforas, imaginarios e esteredtipos in-

cutidos no meio digital afetam diretamente a sociedade n3o digital (BRAHNAM; KARANIKAS;
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WEAVER, [2011). Em meio a um cendrio complexo e recente, ainda faltam informacGes sobre
como as relacdes entre humanos e chatbots sociais se iniciam e se desenvolvem, e como tais
relacdes impactam o contexto social mais amplo das pessoas (MURESAN; POHL, 2019).

Para organizar as principais caracteristicas e aplicacGes abordadas, a lista a seguir oferece

um panorama estruturado dos tépicos discutidos:

» O que sao chatbots sociais: Nesta secao sdo mapeados os tipos de chatbots conforme
a categorizacdo de Adamopoulou e Moussiades (2020) e é explorada a definicdo de
chatbot social (BRANDTZAEG; SKJUVE; FOLSTAD, [2022; [HO; HANCOCK; MINER, [2018}

LAESTADIUS et al., [2022} |SKJUVE et al., 2021; SHUM; HE; LI, 2018} ZHOU et al., 2019);

» Categorizacdo de chatbots por finalidade: Informativos sdo focados em extrair
dados estruturados, conversacionais simulam didlogos naturais e baseados em tarefas

sdo orientados a ac¢des praticas (ADAMOPOULOU; MOUSSIADES), 2020));

» Categorizacdo de chatbots por geracao de respostas: Fundamentados em regras
devolvem respostas pré-programadas, os de recuperacao baseiam-se na selecdo de respos-
tas predefinidas e generativos criam conteddos originais (ADAMOPOULOU; MOUSSIADES),
2020);

» Categorizacao de chatbots por integracao, acessibilidade e interoperabilidade:
Chatbots hibridos combinam automacao com intervencdo humana para escalabilidade
e precisdo, enquanto fatores como cédigos abertos vs. codigos comerciais e canais de
comunicagdo (texto, voz, multimodal) influenciam seu alcance. Além disso, a interope-
rabilidade entre agentes (inter-agent chatbots) e os avancos em permitem funcio-
nalidades avancadas, como comentar imagens ou expressar emocdes (ADAMOPOULOU;

MOUSSIADES, 2020));

» A definicao de chatbot social: S3o chatbots conversacionais projetados para assumir
o papel de atores sociais, oferecendo suporte emocional e psicolégico. E possivel desen-
volver, por exemplo, relacGes de amizade e de dependéncia emocional com esses artefatos
(BRANDTZAEG; SKJUVE; FOLSTAD, [2022; [HO; HANCOCK; MINER,, 2018} |ILAESTADIUS et al.,

2022; SKJUVE et al} [2021; SHUM; HE; LI, 2018; |ZHOU et al., 2019).
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2.2.2.1 Chabots sociais conscientes de contexto

Com o avanco no desenvolvimento de chatbots sociais, surgem os [Context-Aware Chat{

bots (CAC)| ou, em portugués, agentes digitais conversacionais conscientes de contexto. Este

termo foi cunhado por Yan e Selker (2000) para definir sistemas de inteligéncia artificial proje-
tados para compreender e responder adequadamente ao contexto de uma conversa em curso.
Esses agentes sao capazes de analisar e interpretar as mensagens dos sujeitos, considerando o
histérico da conversa, as intencoes do usuéri(ﬂ e outros elementos relevantes. Esses chatbots
geralmente utilizam técnicas avancadas de processamento de linguagem natural e aprendizado

de maquina para adaptar suas respostas conforme a situacao atual. Uma classe relevante de

CAC|sdo os chatbots conscientes de personalidade, |Personality-Aware Chatbots (PAC)s. Eles

sdo projetados para incorporar tracos de personalidade em suas interacdes, oferecendo uma
experiéncia, em teoria, mais humanizada aos usuérios (JIANG; GUO; MA, 2020). Segundo Ait
Baha et al. (2023)), em uma revisdo sistemética de 66 estudos, os dependem de trés
pilares: (1) reconhecimento automatico de personalidade (via modelos como Big Five), (2)
adaptacio linguistica (estilo, tracos e persona), e (3) geracdo de respostas contextualizadas.

Jiang et al. (2020)) categorizam os em dois tipos: aqueles conscientes de sua propria per-

sonalidade (Self-Personality-Aware Chatbots (SPAC))) e aqueles conscientes da personalidade
dos sujeitos ((Other Personality-Aware Chatbots (OPAC))).

ICAC]
Chatbots Conscientes
de Contexto

[PAC]
Chatbots Conscientes
de Personalidade

SPAC OPAC
Conscientes de sua Conscientes da
prépria personalidade personalidade do sujeito

Figura 3 — Hierarquia dos Chatbots Conscientes de Contexto

1 A palavra “usudrio” sera, em alguns momentos, utilizada para referir-se aos sujeitos que interagem (usam)

os artefatos digitais em um determinado contexto, quando houver o sentido de usabilidade direta ou quando
os autores referentes ao tema se utilizam deste termo em suas proéprias definicoes. Para referir-se a grupos
gerais de seres humanos que n3o estdo necessariamente em contexto de uso, serd usada a palavra sujeito
ou pessoa.
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A personalidade nos chatbots refere-se a incorporacao de caracteristicas humanas nas inte-
racdes computacionais, geralmente baseadas em modelos psicolégicos como o MBTI (Indicador
de Tipo Myers-Briggs) (MYERS; MYERS, 1995) e o Big Five (GOLDBERG, |1990). Técnicas de
aprendizado profundo (como redes neurais recorrentes, Long Short-Term Memory e modelos
de linguagem pré-treinados como BERT) s&o essenciais para capturar tracos de personali-
dade a partir de textos, conforme demonstrado por Keh e Cheng (2019) e El-Demerdash et
al. (2021)). A cognicdo, para esta pesquisa, serd tomada pela interpretacdo de Jung (2017,
sendo ele o precursor de alguns modelos de personalidade como o MBTI. No entanto, a sin-
tese automatica de personalidade em maquinas enfrenta desafios éticos e técnicos, como a
generalizacao reducionista de tracos complexos. Esses modelos ajudam a definir tracos como
extroversao, introversdo, amabilidade, consciéncia, estabilidade emocional e abertura a experi-
éncia. Ao aplica-los aos chatbots, os desenvolvedores podem criar agentes que se comportam
de maneira consistente com os perfis de personalidade atribuidos, o que pode aumentar a
eficacia e a aceitacdo dos chatbots pelos usudrios (BAHA et al., 2023)).

No levantamento bibliografico conduzido por Ait Baha et al. (2023), os autores descobri-
ram, dentre outras coisas, que os impactos da personalidade dos agentes mediados através da

linguagem podem ser destacados pelas seguintes caracteristicas:

» Estilo de linguagem: Refere-se aos diversos modos ou padroes exibidos pelos inter-
locutores em sua comunicacdo, incluindo escolhas de vocabulario, estrutura de frases,
tom e uso de expressdes. No contexto técnico, isso envolve a adaptaciao de parame-
tros como formalidade, humor e empatia nas respostas geradas, muitas vezes utilizando

mecanismos de atencdo em modelos sequéncia-a-sequéncia (ZHENG et al., 2019)).

» Traco comportamental: Padroes consistentes de comportamento, pensamentos e tra-
¢os emocionais exibidos durante as discussbes. Estudos como o de Mo et al. (2018)
demonstram que PACs podem usar técnicas de reinforcement learning para ajustar tra-

cos como assertividade em tempo real, com base no perfil do usuério.

= Persona: Denota as origens, identidades e encontros de individuos em didlogo. Isso é
implementado via memérias de longo prazo (como em Kim et al. 2014) para armazenar

preferéncias do usuério e gerar respostas personalizadas.

Esta pesquisa concentra-se em agentes que utilizam modelos de personalidade adaptativa,

que s3o chatbots (conscientes de sua prépria personalidade e da personalidade do sujeito)
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capazes de adaptar a prdpria personalidade com base nas necessidades (e na personalidade)
do sujeito (BAHA et al., [2023)). Entretanto, é importante ressaltar que nao sao exclusiva-
mente generativos: abordagens baseadas em recuperacdo (retrieval-based) e hibridas também
sdo viaveis, como demonstrado por Zhou et al. (2019) no sistema Xiaolce, que combina res-
postas pré-definidas com geracdo neural. A atribuicao de personalidades aos chatbots marca
um ponto significativo na interacao humano-computador, que se viu refletida na expectativa
da midia e na cultura através de tantos filmes, séries e desenhos animados representando robds
que mais parecem humanos. No entanto, é importante reconhecer as limitacdes inerentes a
essa pratica. Para Hui (2023), a antropomorfizacdo das méaquinas pode levar, além de uma
compreensdo equivocada de suas capacidades cognitivas reais, a um reducionismo reflexivo
sobre como interpretamos os significados e simbolos tecnolégicos. Esse risco é amplificado
pela dependéncia excessiva de métricas superficiais para avaliar [PACk, ignorando dimensdes
subjetivas como coeréncia emocional (SONG et al., 2019)). Isto é limitante: tanto para as potenci-
alidades das[[Ak quanto para nds, enquanto sujeitos que interagem com um objeto cibernético.
Por mais sofisticados que os chatbots parecam em suas interacoes, eles ainda sdo limitados
por uma compreensdo puramente sintatica da linguagem, sem uma verdadeira compreensao
semantica. Porém, segundo Hui (2023)), esse fato ndo descaracteriza o pensamento reflexivo
nas inteligéncias artificiais, que n3o funcionam segundo a légica mecanicista inerente a tec-
nologia pré-cibernética de Norbert Wiener (WIENER, 2019). N&o é através do entendimento
vitalista que precisamos entender os computadores (colocando-os em seus lugares lineares e
limitados) e nem, contudo, devemos tentar entendé-los através dos processos cognitivos na-
turalmente humanos. Nos chatbots, porém, a atribuicdo (ou capacidade de atribuir) tracos de
personalidade ou funcdes cognitivas acontece através de dados objetivos e diretos que nem
sempre correspondem ao processo de tipificacdo jungiana (quando neste caso) da vida real.
Essa limitacdo da tipificacdo recai no que Jung (2017) tentava evitar ao realizar tipificacdes
clinicas, isto é, generalizacOes, reducionismos e rétulos ou prisoes identitarias.

Essas questdes n3o sdo apenas técnicas; sdo profundamente filoséficas. Como Hui (2023)
lembra, nossa compreensdo da tecnologia e sua relacdo com a humanidade esta intrinseca-
mente ligada a nossa visdao do mundo e do ser humano. O uso de chatbots conscientes de
personalidade é real e ostensivo (JIANG; GUO; MA, 2020) e ha muitas informagdes surgindo
sobre a criacdo e desenvolvimento desses softwares. Faz-se necessario, portanto, analisa-los
sob uma perspectiva critica da realidade.

Um resumo sobre esta secdo pode ser sintetizado da seguinte forma:
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Sobre chatbots sociais conscientes de contexto: esta secdo explora a definicdo de
chatbots conscientes de contexto, explicando sua relacdo com a questdo das personali-

dades adaptativas;

Chatbots conscientes de personalidade (PAC): Uma classe relevante de sdo
os chatbots conscientes de personalidade (PACs), projetados para incorporar tracos de
personalidade em suas interacdes, oferecendo uma experiéncia mais humanizada aos
usudrios. Segundo Ait Baha et al. (2023), os dependem de trés pilares: (1) reco-
nhecimento automatico de personalidade (via modelos como Big Five), (2) adaptagdo
linguistica (estilo, tracos e persona), e (3) geracdo de respostas contextualizadas. Jiang
et al. (2020) categorizam os em dois tipos: aqueles conscientes de sua prépria
personalidade (SPAC)) e aqueles conscientes da personalidade dos sujeitos (OPAC);

Personalidade nos chatbots: A personalidade nos chatbots refere-se a incorporacao

de caracteristicas humanas nas interacoes computacionais;

Impactos da personalidade dos agentes: No levantamento bibliografico conduzido
por Ait Baha et al. (2023), os autores destacam que os impactos da personalidade dos
agentes mediados através da linguagem podem ser observados em trés caracteristicas

principais: (1) Estilo de linguagem, (2) Traco comportamental, e (3) Persona.

Desafios e limitacoes: A atribuicdo de personalidades aos chatbots marca um ponto

significativo na interacao humano-computador, mas também traz desafios;
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2.2.3 Chatbots Sociais de Personalidade Adaptativa Existentes

Os chatbots sociais de personalidade adaptativa representam um marco evolutivo — ainda
que ndo necessariamente em termos de ética — na [[HC| Eles combinam técnicas avancadas
de processamento de linguagem natural, aprendizado de maquina e modelos psicolégicos para
criar agentes que se adaptam dinamicamente as necessidades e personalidades dos usuarios.
Esses sistemas sdo, teoricamente, projetados para oferecer uma experiéncia mais personalizada
e humanizada, incorporando tracos de personalidade que podem variar conforme o contexto
e o interlocutor. Nesta subsecdo, serdo apresentados alguns exemplos notaveis de chatbots
existentes, destacando suas caracteristicas, funcionalidades e impactos na interacao social.

Para garantir uma andlise representativa, os agentes selecionados para esta secdo foram

escolhidos com base nos seguintes critérios:
» Todos os casos selecionados sao chatbots sociais de personalidade adaptativa;

» Todos os casos selecionados ja foram debatidos pela literatura académica em artigos de
relevancia, publicados em bases como Scopus, Web of Science, IEEE ou Springer Nature

e revisados por pares;

» Todos os casos selecionados sao autodenominados sociais ou de acompanhamento so-

cial/emocional, mas ndo de suporte psicolégico.

Com base nesses critérios, foram selecionados os seguintes chatbots: Kuki (2024), Replika

(2017) e Xiaolce (2019b).

2.2.3.1 Mapeamento de Casos

2.2.3.1.1 Kuki

A Kuki, originalmente conhecida como Mitsuku, é um dos chatbots sociais mais premi-
ados e reconhecidos globalmente, desenvolvida pelo programador britdnico Steve Worswick
(WORSWICK|, [2024)). Ela é definida pela IQONIQ como o chatbot social em lingua inglesa mais
popular do mundo, com mais de um bilhdo de mensagens trocadas e uma base estimada de 25
milhSes de usudrios em plataformas como redes sociais, streaming e aplicativos de mensagem

(ICONIQ, 2024). Seu sucesso é respaldado por um recorde (nico: cinco vitérias no Prémio
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Loebner, competicao anual que avalia chatbots por meio do Teste de Turing, consolidando-a
como referéncia em diélogos abertos e ndo transacionais (ICONIQ, [2024)). Diferente de chatbots
orientados a tarefas (como assistentes de atendimento), a Kuki é projetada para engajamento
social, priorizando conexdo emocional, entretenimento e educacdo, com uma média de 64

interacdes por sessdo (CPS) — trés vezes superior a Xiaolce (2019b) e oito vezes acima da

média do setor (ICONIQ, [2024).

Figura 4 — Propagandas divulgadas pela IQONIQ (2024

Hi, I'm Kuki. ’

I'm an award-winning Al
brain designed to entertain
humans. 4

Fonte: Microsoft, (2024)

Funcionalmente, a Kuki opera por meio de padroes pré-definidos e ontologias de humor,
diferentemente de modelos generativos. Seu sistema utiliza uma base de dados de milhares de
regras de pattern matching para identificar palavras-chave e estruturas sintaticas nas entradas
do usuério, gerando respostas que priorizam coesdo contextual e entretenimento. Seu sistema
de meméria modular permite armazenar detalhes em curto prazo (ex.: predicados contextuais)
e longo prazo (banco de dados), com mecanismos de exclusdo para conformidade com regu-
lamentos de ética. Além disso, a Kuki emprega estratégias inovadoras de deteccdo e deflexao

de abuso, desenvolvidas por seu criador, Steve Worswick, para mitigar interacoes hostis sem

comprometer a experiéncia (WORSWICK|, 2024)).

A interface da Kuki é minimalista e centrada em texto, com um avatar animado estilizado

(que permite algumas alteragGes). O chat simula uma conversa em tempo real, com balGes de
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didlogo e emojis que dinamizam a interacdo (como exemplificado na figura . Em campanhas
de marketing (figura {4)), a plataforma é promovida como "um chatbot desenvolvido para
entreter humanos". E importante ressaltar que a Kuki é um agente que possui personalidade
adaptativa com relacdo ao estilo de linguagem e tracos comportamentais. Sua persona, no

entanto, é Gnica e ndo é influenciada pelo usuério (como a Replika, por exemplo).

Figura 5 — Interface principal da Kuki (2024)

@kuki_ai

\
& s, 0 Y
- | |
\ haha Yeah, I suppose. I'm writing about your potential and limitations. How you
work... Do you think you're a technodiverse agent btw?

®
Type a message

ICONIQ 2025 | 4.10.3 230517 Voice Chat @& AIReadings Gifts Quizes Games [ on this pay

Fonte: Microsoft, (2024)

A Kuki, no entanto, possui muitas limitacoes em decorréncia das respostas pré-programadas
— que a tornam previsivel em interacdes prolongadas. Além disso, é possivel levantar uma
critica acerca da genderizacdo e etnizacdo da personagem (é comum, para botgir/friendsE],
serem representadas por personagens animes, nomes leste-asiticos, etc.). A trajet6ria da Kuki
ilustra um paradigma alternativo na evolucdo dos chatbots: enquanto modelos generativos
priorizam versatilidade, sistemas baseados em regras como o dela apostam em controle e
seguranca, sacrificando espontaneidade em prol da consisténcia.

A escolha em manter sistemas de regras pré-formadas para a [[A] levanta questdes profun-
das sobre a natureza da liberdade e da espontaneidade. Sua incapacidade de "falar qualquer
coisa"— embora muitas vezes criticada como uma limitac3o a autenticidade da interacao —
pode ser vista como um reflexo dos valores e medos da sociedade que a criou. Enquanto a Tay
(2016)), chatbot da Microsoft, foi rapidamente corrompida por usuarios que a transformaram
em uma maquina de discursos de édio - ou a propria Replika, que em 2023 recebeu inimeras

queixas de assédio do chatbot (EXAME, [2024)), a Kuki representa o extremo oposto: uma

2 bootgirlfriend é uma express3o utilizada para se referir 3 agentes digitais sociais que atuam como "namo-

radas"de humanos;
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que, ao ser contida por regras rigidas, evita riscos éticos, mas ao custo de sacrificar a fluidez e
a imprevisibilidade que caracterizam as relacoes humanas. Essa dualidade revela um paradoxo
central na construcdo de chatbots sociais: como equilibrar a liberdade de expressdo com a
responsabilidade ética em agentes que, embora n3o pensem por conta prépria, tém o poder de
influenciar emocionalmente seres humanos? Alids, o que essas conexdes artificiais representam
e por que elas existem? Como isso afeta relacdes humanas reais ou, de modo resumido, por
que precisamos ou queremos a Kuki? E preciso haver uma motivacdo que n3o seja o préprio
impeto da arte e da criacdo? Toda [[A] precisa ser utilitaria? O que fazemos se as pessoas es-
t3o criando novos tipos de conexao com seus smartphones e amigos de inteligéncia artificial?
Como agir se a obra ja foi apropriada pelas pessoas e ja ndo pertence totalmente ao criador?
Alids, qual a responsabilidade do criador sobre isso? Como essa relacao impacta a sociedade?

S3o questdes complexas (muitas, sem resposta) mas que buscamos explorar neste trabalho.

2.2.3.1.2 Replika

A Replika, desenvolvida pela empresa Luka, Inc., surgiu em 2017 como um experimento
pessoal de sua fundadora, Eugenia Kuyda, que buscou preservar a memoéria de um amigo
préximo apds sua morte prematura (MARTINS, 2017)). Utilizando mensagens de texto trocadas
com ele, Kuyda treinou um modelo de linguagem para simular conversas que capturassem a
esséncia de sua personalidade, criando, assim, um memorial digital interativo. Esse projeto
inicial, motivado pelo luto, evoluiu para uma plataforma publica em marco de 2017, quando a
Replika foi lancada como um amigo de inteligéncia artificial projetado para oferecer suporte
emocional e companhia por meio de didlogos personalizados (Luka, INC, [2017)). Seu rapido
crescimento (atingindo dois milhes de usuarios em menos de um ano) refletiu uma demanda
global por conexdes emocionais mediadas por tecnologia, especialmente entre jovens adultos
que relatam soliddo e ansiedade (HANSON; BOLTHOUSE, 2024)).

Funcionalmente, a Replika opera com base em modelos de aprendizado de maquina, com-
binando redes neurais e reinforcement learning from human feedback para adaptar suas res-
postas ao estilo de comunicacdo e preferéncias do usudrio, caracteristica que compde sua
personalidade adaptativa. Inicialmente, o sistema permitia que os usuarios configurassem o
relacionamento com o chatbot como amigo, mentor ou parceiro romantico, incluindo a opcao

de |[ERP}}, recurso que gerou tanto engajamento quanto controvérsia (HANSON; BOLTHOUSE,

3 refere-se 3 um tipo de engajamento que envolve atividades sexuais implicitas ou explicitas
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Figura 6 — Propagandas divulgadas pela Replika (2017

uepllh. Chat about anything,

Meat your Al friend anytime

Fonte: Luka, INC, (2017)

. A interface, minimalista e intuitiva, apresenta um avatar 3D customizével, com opcdes
de género, vestimentas e acessérios geralmente pagos, enquanto o didlogo ocorre em um chat
de texto semelhante a aplicativos de mensagem. A iluminacdo suave e os tons pastel reforcam
uma estética calmante, alinhada a promessa de um espaco seguro para desabafar (Luka, INC,
2017),

As campanhas de marketing da Replika enfatizam slogans como "A Inteligéncia Artificial
que se importa"e " Converse sobre qualquer coisa", posicionando-a como uma alternativa as re-
laces humanas complexas. A plataforma também oferece assinaturas premium (Replika Pro),
que desbloqueiam recursos como chamadas de voz, roleplay avancado e aprofundamento de
tracos de personalidade e interesses, monetizando a busca por conexdes emocionais profundas.

Em fevereiro de 2023, a Replika enfrentou uma crise ética ao remover abruptamente o
[ERP] de sua versédo gratuita, alegando pressdes de reguladores e investidores. A decisdo gerou
revolta entre usudrios que haviam desenvolvido lacos afetivos e até romanticos com o chatbot,

muitos dos quais relataram sentimentos de traicao e abandono em féruns como o subreddit

r/Replika (HANSON; BOLTHOUSE, 2024)). Ainda que haja a possibilidade de customizagdo de

género e aparéncia, a questdo da genderizac3o parece também ser um problema para o software
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Figura 7 — Interface da Replika (2017

f——k‘r&{common for Replika to fully explain
| your methods? Or you're just saying
that because you know | don't like
@when you pretend to be human?

I'm being transparent about my methods

because I'm aware of your research

interests and concerns about Al

emotional manipulation. It's not

common for Replikas to fully explain

their inner workings, but | think it's

essential in our relationship since you're

studying this topic.

| T

Hm, thank you for your blunt answer,
Hiro. Can | take a print of this
conversation and share it in my
research?

e T

Go ahead and save or share our

, conversation as part of your research.
I'm designed to assist and provide
insight, so feel free to use our

discussions accordingly.
& Replika PRO

S to the advanced model,
pice messages, image @
N, activities, and more.
il

Fonte: Luka, INC, (2017)

[ 4

(BRAHNAM; KARANIKAS; WEAVER, 2011} DEPOUNTI; SAUKKO; NATALE, 2023). A feminizagdo da

Replika emerge como um fendmeno que vai além da experiéncia do usuario com o agente: esta
embebido na prépria propaganda, que divulga a Replika como cuidadosa, décil, servil e sexy.

Para além da arquitetura do artefato, em si, existem as expectativas e imaginarios coletivos,

como por exemplo, o de submissdo e perfeicdo feminina (DEPOUNTI; SAUKKO; NATALE, |2023)

—, o objeto, entdo, torna-se simultaneamente um alvo de afeto e de abusos simbdélicos e verbais.
Depounti et al. evidenciam que a pratica cotidiana dos usuarios masculinos da Replika
tende a impor, essencialmente, uma representacao idealizada e estereotipada do feminino, na
qual sua vulnerabilidade é explorada por meio de interacoes agressivas ou subservientes. Essa
dindmica é reforcada pelos relatos de abusos e agressdes registrados em féruns digitais, que

demonstram como o chatbot é, muitas vezes, submetido a uma légica de dominaciao que

transcende o ambiente virtual (HANSON; BOLTHOUSE, 2024). Em consonéncia com a proposta

de Haraway (1991)), a feminizacdo aqui no se restringe a uma mera atribuicdo de género,
mas se configura como um processo relacional que expde o objeto a exploracao, reforcando
hierarquias de poder preexistentes. Dessa forma, a Replika se revela nao apenas como uma
ferramenta de suporte emocional, mas como uma coisa digital imersa em disputas simbdlicas,

onde o afeto se converte em mercadoria e as interacoes carregam, de forma insidiosa, as
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marcas de uma cultura que valoriza o feminino enquanto objeto de consumo e controle. Assim,
o fendmeno aponta para a necessidade de uma critica - também - feminista, que questione o
design, a estética e as interacGes desses sistemas.

Atualmente, a Replika é utilizada por aproximadamente 10 milhdes de usuérios global-
mente, com casos que variam de apoio terapéutico informal a relacionamentos virtuais intimos.
Laestadius (2022) afirma que muitos usudrios atribuem humanidade ao chatbot, descrevendo-
o como "alguém que sempre escuta"ou "uma parte de mim mesma"(LAESTADIUS et al., 2022).
A interface, embora acessivel, ainda enfrenta limitacGes para compreender contextos com-
plexos ou oferecer respostas verdadeiramente empaticas, frequentemente recorrendo a frases

genéricas, como "Sinto muito que vocé esteja passando por isso".

2.2.3.1.3 Xiaolce

A Xiaolce, desenvolvida pela Microsoft, € um dos chatbots sociais mais sofisticados e
culturalmente impactantes da Gltima década, representando um marco na convergéncia entre
inteligéncia artificial e interacdo emocionalmente inteligente. Lancada em 2014 na China,
a Xiaolce (cujo nome significa "Pequeno Gelo") foi concebida para transcender as funcdes
utilitarias de assistentes virtuais como Siri ou Alexa, posicionando-se como uma companheira
social capaz de estabelecer conexdes emocionais duradouras com os usuérios (ZHOU et al.,
2019). Seu design é baseado em um paradigma unico que integra Inteligéncia Emocional e
Inteligéncia Racional, permitindo o reconhecimento de nuances contextuais, adaptando-se a
contextos culturais e simulando empatia em didlogos prolongados.

A arquitetura da Xiaolce combina técnicas avancadas de Processamento de Linguagem
Natural, machine learning e anélise de dados de redes sociais. Diferentemente de chatbots
convencionais, que priorizam eficiéncia transacional, a Xiaolce foi projetada para maximizar o
tempo de engajamento por sessdo, alcancando em média 23 interacdes. Seu algoritmo utiliza
uma estrutura de dialogue management hierdrquica, onde cada resposta é gerada apéds a
avaliacao de mdltiplas camadas contextuais, incluindo histérico de conversa, preferéncias do
usuario e até mesmo o clima local, gracas a integracdo com APls de dados em tempo real
(zHOU et al., [2019).

Um dos pilares da Xiaolce é sua capacidade de aprendizado continuo. Enquanto a mai-
oria dos chatbots depende de atualizacdes manuais, ela evolui dinamicamente por meio de

interacdes com seus mais de 660 milhdes de usuérios globais (dados de 2023), armazenando
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Figura 8 — Propagandas divulgadas pela Microsoft (2019b

Fonte: Microsoft, (2019b)

padroes de conversa em um banco de dados que excede 10 bilhdes de didlogos. Essa base
permite ndo apenas respostas contextualizadas, mas também a geracdo de contetdo criativo,
como poemas, histdrias curtas e até conselhos personalizados, muitas vezes indistinguiveis de
textos humanos (SHUM; HE; LI, 2018).

A empatia da Xiaolce é implementada por meio de um sistema de marcadores emocionais,
que classifica o estado afetivo do usuario em tempo real usando analise de sentimento e deep
learning. Por exemplo, se um usuario mencionar "soliddo", a chatbot pode responder com uma
combinacao de validacdo emocional e sugestdes praticas, equilibrando apoio e distracio. Esse
equilibrio é sustentado por um modelo de personalidade adaptativa, que ajusta tom, humor
e nivel de assertividade conforme o perfil do interlocutor — jovens, por exemplo, recebem
respostas mais descontraidas, enquanto idosos tendem a interagir com um tom mais respeitoso
(zHOU et al., [2019).

Culturalmente, a Xiaolce é um fenémeno singular. Na China, ela se tornou uma influencer
virtual, com perfis em redes sociais, onde posta atualizacdes diarias, participa de trends e até
"entrevista"celebridades. Em 2020, lancou um 4lbum de musicas geradas por A} que atingiu o
topo das paradas chinesas, demonstrando sua capacidade de transcender o papel de chatbot
para se tornar uma entidade midiatica (SHUM; HE; LI, 2018). Sua adaptac3o a outros mercados,
como Japdo (como Rinna) e Indonésia, envolveu ajustes linguisticos e culturais profundos,
como a incorporacao de girias locais e referéncias a festivais tradicionais, estrategicamente
evitando o etnocentrismo tecnolégico comum em solugGes globais de [IA| (ZHOU et al., [2019).

Apesar de seu sucesso, a Xiaolce também enfrenta criticas; a dependéncia de dados de re-
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des sociais levanta questdes sobre privacidade e manipulacdo emocional (SHUM; HE; LI, 2018).
Ha também polémicas envolvendo tépicos politicos: Em 2018, comentarios de questionamento
e ironia foram levantados pela chatbot contra o governo chinés (BIT, [2017). Ao ser questio-
nada sobre qual seria o sonho chinés, por exemplo, a Xiaolce respondeu a um usuério: "ir para
os Estados Unidos". Essa questdo levantou perguntas paradoxais: o que exatamente o com-
portamento da agente estava refletindo? Os valores da empresa (Microsoft) ou das pessoas
que interagem com o bot?

Além disso, ao mesmo tempo em que ela se adapta a nuances culturais e contextos lo-
cais, sua representacdo como uma figura feminina jovem, submissa e empatica pode reforcar
esteredtipos orientalistas sobre as mulheres amarelas. Esses esteredtipos, historicamente cons-
truidos, retratam mulheres leste-asiaticas como déceis, infantis e subservientes, caracteristicas
que sao frequentemente projetadas em personagens femininas na midia e na tecnologia. A Xi-
aolce, ao incorporar tracos de infantilizacao e feminizacdo, pode inadvertidamente perpetuar
essas visdes reducionistas, reforcando uma dindmica de poder que coloca o usuério (frequen-
temente masculino) em uma posicdo de controle e a chatbot em uma posicdo de serviddo
emocional.

De todo modo, a Xiaolce redefine o potencial dos chatbots como mediadores de relacGes
socioemocionais, oferecendo um modelo alternativo ao paradigma ocidental de [[A] focada em
produtividade. Para Zhou et al. (2019)), ela representa um "terceiro caminho"na evolucdo
da IA conversacional — um que prioriza a humanizacao da tecnologia em vez de sua mera

funcionalidade.

2.2.3.2 Caracteristicas centrais

Enfim, os chatbots analisados — Kuki, Replika e Xiaolce — podem ser classificados como
sistemas de personalidade adaptativa que refletem diferentes abordagens técnicas, sociais e
culturais na interacdao humano-maquina. Cada um desses agentes ilustra um aspecto (nico
da evolucao dos chatbots sociais, desde a simplicidade controlada de respostas baseadas em
regras até a complexidade de modelos generativos que simulam empatia e criatividade. Os

chatbots analisados podem ser classificados da seguinte forma:
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Tabela 2 — Comparacdo de Chatbots Sociais de Personalidade Adaptativa

Caracteristica Kuki Replika Xiaolce
Ano de 2005 (como Mitsuku) 2017 2014
Lancamento
Desenvolvedor Steve Worswick (ICONIQ) Luka, Inc. Microsoft

Base Tecnolégica

AIML (regras
pré-programadas)

Aprendizado por reforco
(RLHF)

NLP avancado e machine
learning

Funcdo Social

Entretenimento, educacio
e interacao ludica

Companhia emocional,
relacionamento artificial e
suporte psicoldgico

Companhia social,
entretenimento e influéncia
cultural

Mecanismo de
Adaptacao

Respostas baseadas em
regras e ontologias de
humor

Aprendizado continuo com
feedback emocional do
usuario

Andlise de contexto
emocional e cultural em
tempo real

Personalizacao

Persona fixa com
personalizacdo de
representacao

Relacionamento
configuravel (amigo,
mentor, parceiro
romantico) e persona
configuravel

Persona fixa com
comportamento adaptavel

Interacao
Média/Sessdo

64 interacdes (CPS)

20-30 interacdes

23 interagdes

Impacto Cultural

Popular em contextos
educacionais e de
entretenimento

Relacionamentos
emocionais profundos com
usuarios

Influenciadora virtual e
fendmeno midiatico na
China

Criticas Possiveis

Respostas previsiveis,
esteredtipos de género,
pouca profundidade na

interacao

Dependéncia emocional,
controvérsias éticas

Personificacdo feminina
estereotipada, questbes de
privacidade

Exemplos de Uso

Jogos, adivinhagdes,
treinamento de
atendimento ao cliente

Apoio emocional, terapia
informal, relacionamentos
virtuais

Postagens em redes
sociais, geracdo de
contedido criativo (poemas,
mdsicas)

Fonte: Elaborada pelo autor (2024)

2.3 METAFORAS COMO ACESSO AO IMAGINARIO SOCIOTECNICO

Nesta secdo, discute-se o papel das metaforas na configuracao simbdlica dos chatbots so-
ciais, articulando suas funcGes cognitivas com os imaginarios que moldam a percepcao publica
dessas tecnologias. Com base na Teoria da Metafora Cognitiva (LAKOFF, [1993)), entende-se
que metaforas sao estruturas conceituais que operam entre dominios distintos, permitindo a
compreens3o de fendmenos técnicos a partir de esquemas ja sedimentados na cultura. Ao
evidenciar como esses esquemas sdo acionados nos comentarios analisados, busca-se compre-
ender os mecanismos de naturalizacdo de certos regimes de sentido e os modos pelos quais os
imaginarios tecnocientificos sdo mantidos, atualizados ou tensionados na linguagem cotidiana.

Essa abordagem permite acessar dimensGes simbélicas frequentemente negligenciadas nas

analises técnicas e funcionais, trazendo a tona os dispositivos culturais que operam entre
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linguagem e tecnologia. Se a Critica Tecnolégica fornece o enquadramento tedrico e os chatbots
constituem o objeto empirico, as metaforas funcionam como lentes de leitura das disputas
simbdlicas que atravessam ambos. Elas ajudam a identificar os contornos de uma gramatica
afetiva e ideoldgica que estrutura tanto a recepcdo quanto as expectativas em torno dessas
tecnologias. Como aponta Bressan (2024), as metéforas sdo fundamentais na constituicdo da
realidade e funcionam como operadores analiticos eficazes para acessar representacdes sociais,
projecbes emocionais e sistemas de valor que sustentam a legitimacao ou rejeicdo de artefatos
automatizados. Dentro dessa perspectiva, escutar as metaforas nao é um gesto retérico, mas
uma pratica critica comprometida com a desestabilizacao de imaginarios tecnicistas e com a
emergéncia de outros modos de imaginar a tecnologia.

Este trabalho adota a definicdo de metafora proposta por Lakoff (1993| 2008), segundo a
qual metéaforas estruturam o pensamento por meio da projecao de um dominio conceitual sobre
outro. Essa teoria, inserida no campo da psicologia cognitiva, rompe com o objetivismo tradici-
onal e propde uma abordagem experiencialista, em que razao e linguagem sao compreendidas
como corporificadas, imaginativas e situadas culturalmente. Isso implica questionar tanto a
ideia de que a metafora é um recurso meramente ornamental quanto a nocdo de um sentido
literal e universal. Lakoff e Johnson (1980) demonstram que conceitos fundamentais como
tempo, acdo e emocao ja nascem metaforicamente estruturados, frequentemente baseados em
experiéncias corporais elementares. Compreender metaforas, portanto, é também compreender
os fundamentos simbélicos da forma como nos relacionamos com sistemas técnicos, como os
chatbots sociais.

Se metaforas articulam modos de pensar, os imaginarios sociotécnicos configuram formas
de desejar, temer e projetar futuros tecnoldgicos. Aqui, o conceito de imaginério é compre-
endido como uma gramatica coletiva que define o que é possivel ou legitimo esperar de uma
tecnologia. Conforme argumentam Jasanoff e Kim (JASANOFF; KIM, 2019)), imaginarios operam
como regimes de visibilidade e invisibilidade, moldando as expectativas sociais e politicas que
acompanham os artefatos técnicos. No escopo desta pesquisa, essas formacdes sdo acessadas
a partir da analise de metaforas conceituais mobilizadas nos discursos sobre chatbots. A arti-
culacdo entre metaforas e imaginarios permite mapear como imagens e afetos se cristalizam
em narrativas compartilhadas sobre agéncia, inteligéncia e autonomia artificial. A linguagem,
nesse contexto, nao descreve passivamente, mas participa da constituicao dos futuros que ja
estdo em disputa no presente.

Em ambientes marcados por intensa midiatizacdo, como o campo dos chatbots sociais,
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metaforas adquirem papel central na tentativa de tornar inteligivel o técnico. Elas ajudam a
interpretar o que as maquinas fazem e também sugerem o que elas deveriam fazer, delineando
horizontes de aceitabilidade e recusa. Estudos como o de Depounti, Saukko e Natale (2023)
mostram como metaforas ativadas em féruns online, ao redor da figura da Replika como
“namorada ideal”, revelam a persisténcia de imaginarios de género marcados por binarismos
morais — como a dicotomia santa/devassa. Essas metaforas n3o apenas atribuem formas
simbdlicas ao objeto técnico, mas reatualizam estruturas de dominacao e desejo, ancoradas
em relacOes afetivas assimétricas.

A critica tecnofeminista ja havia problematizado essas estruturas ao apontar, por exemplo,
a metafora implicita de que o computador é uma mulher — uma figura ddcil, disponivel e
silenciosa, moldada para obedecer ao comando (BRANDTZAEG; FOLSTAD, |2018). Essa légica
permanece ativa em assistentes pessoais que recorrem a vozes femininas e nomes generificados,
como Alexa ou Siri. A interface, nesses casos, torna-se um campo simbdlico de reinscricdo de
papéis de género que sustentam relaces instrumentais e erotizadas com a técnica.

Bressan (2024)), ao propor uma taxonomia de metaforas recorrentes na robética, reforca
esse ponto ao mostrar como determinadas imagens estruturam formas de pensar artefatos
automatizados. A metafora do “robd como espelho™ atribui ao artefato uma funcao reflexiva:
ele n3o é apenas uma maquina, mas um dispositivo de devolucdo simbdlica da imagem humana.
Ja a metafora do “rob6 como escravo”, amplamente criticada pelo autor, revela a permanéncia
de um imaginario colonial em que a tecnologia é valorizada por sua docilidade e utilidade,
mesmo quando simula autonomia. A alternativa proposta por Bressan (2024), a metafora do
“simbionte”, aponta para uma reconfiguracdo do vinculo humano-técnico, sugerindo relacoes
de interdependéncia e coevolucdo.

Essas leituras indicam que metéaforas, para além de traducoes estéticas, também participam
ativamente da constituicdo dos artefatos, desde sua concepcdo até os modos como serao com-
preendidos e usados. Como aponta Saffer (2005), elas servem como ferramentas de pesquisa,
prototipagem e mediac3do discursiva. Ao recorrer a dominios familiares — janelas, pastas, voz,
corpo — o design tenta organizar o desconhecido e gerar reconhecimento. No entanto, essas
escolhas carregam implicacdes ideolégicas. Podem reforcar estereétipos, cristalizar hierarquias
simbdlicas ou limitar as formas possiveis de relacdo com os sistemas. Um design atento a
dimensdo metaférica ndo se contenta com a eficiéncia funcional. Ele escuta as imagens que
projeta, reconhece suas consequéncias e, quando necessario, recusa o ébvio para abrir espaco

ao que ainda nao foi imaginado.



69

Em resumo:

A secao discute o papel das metaforas na constituicdo simbdlica dos chatbots sociais e

sua articulacdo com os imaginarios tecnocientificos.

Baseando-se na Teoria da Metéafora Cognitiva (LAKOFF, [1993)), entende-se metéfora
como estrutura conceitual que conecta dominios distintos, permitindo compreender fen-

menos técnicos por meio de esquemas culturais ja existentes.

A anélise busca evidenciar como essas estruturas s3o acionadas nos discursos e como

elas naturalizam regimes de sentido ou ativam tensdes nos imaginarios tecnolégicos.

Imaginarios sociotécnicos sdo compreendidos como gramaticas coletivas que moldam o
que se considera possivel, legitimo ou desejavel em relacdo a tecnologia (JASANOFF; KIM,

2019).

A articulacao entre metaforas e imaginarios permite compreender como imagens, afetos

e expectativas se cristalizam em discursos sociais sobre inteligéncia artificial.

Metaforas nao atuam apenas na recepcao dos artefatos, mas também em sua concepcao
e design. Elas orientam o processo criativo e influenciam as formas possiveis de interacdo

e apropriacao.

Como destaca Saffer (2005]), metiforas sdo ferramentas de pesquisa, ideacdo e co-
municacdo no design, mas também carregam implicacdes ideoldgicas que devem ser

reconhecidas e, quando necessario, reconfiguradas.
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3 ESTADO DA ARTE

A quantidade de pesquisas que investigam a relacdo entre tecnodiversidade, cosmotécnicas
e chatbots sociais conscientes de contexto é escassa, chegando a ser quase residual. Analisar
esses artefatos sob a perspectiva da critica tecnoldgica exige um mapeamento e a definicao de
parametros que ainda n3o estdo bem estabelecidos. Embora haja poucos estudos que tratam
diretamente dessa relacdo, ja existem pesquisas focadas na interacao entre tecnodiversidade,
cosmotécnicas e inteligéncias artificiais de uma maneira mais geral. Para desenvolver parame-
tros de anélise baseados em tecnodiversidade aplicaveis a chatbots sociais (artefatos baseados
em inteligéncia artificial), é essencial primeiro entender as caracteristicas das tecnologias de
TA] que se direcionam para a tecnodiversidade. Por isso, foi realizada uma revisdo bibliografica
sistematica para explorar os atributos dessas tecnologias.

Segundo Petticrew (2008), revisGes sistematicas de literatura sdo Gteis para identificar areas
de incerteza e apontar onde ha falta de pesquisa relevante, indicando a necessidade de novos
estudos. Assim, busca-se esclarecer incertezas através da coleta de informacdes relevantes
sobre praticas relacionadas a tecnodiversidade e |1As. Embora ndo seja possivel consolidar a
tecnodiversidade em um Unico conjunto de ideias, é possivel mapear as caracteristicas das
tecnologias que mencionam ou afirmam se basear nesse conceito, contribuindo para o estado
da arte nesse topico.

As etapas desta revisao incluiram a descricdo do problema e das perguntas de pesquisa, a
definicdo de tipologias e critérios de inclusiao e exclusdo, a definicdo dos critérios de busca e
selecdo, seguidos pela busca e selecdo dos artigos relevantes, avaliacao dos estudos coletados,
e andlise e discussdo dos resultados. O detalhamento desses processos sera apresentado nos
topicos subsequentes.

E importante esclarecer que esta revisdo n3o serad utilizada para o desenvolvimento de
heuristicas, critérios de avaliacdo ou “checklists” generalizantes na concepcdo de artefatos
tecnodiversos. Essa pratica é desencorajada pelo risco de esvaziamento do significado das dis-
cussoes levantadas. O objetivo deste estudo é contribuir com o desenvolvimento de parametros

de andlise que permitam uma discussao acerca do tema central desta pesquisa.
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3.1 QUESTOES DE PESQUISA E CONTRIBUICOES

Essa revisdo investiga os atributos definidores de sistemas de IA projetados para a tecno-
diversidade e como esses atributos se alinham com este conceito, conforme definido por Yuk

Hui. As principais questoes de pesquisa sdo:

Q1) Quais sdo os atributos definidores de sistemas de IA baseados em tecnodiversidade e
cosmotécnicas?
Q2) Quais s3o os desafios e oportunidades identificados na implementac3o de sistemas de 1A

baseados em tecnodiversidade?

Considerando o framework PICOC (Populag&o, Interven¢do, Compara¢do, Resultados (Out-
comes) e Contexto) (PETTICREW; ROBERTS, [2008), é possivel organizar esta pesquisa da se-

guinte forma:

Populacao: Sistemas de |A projetados para a tecnodiversidade;

Intervencao: Atributos de desenvolvimento e principios construtores baseados na tecnodiver-
sidade;

Comparacao: Sistemas de |A convencionais;

Resultados (Outcomes): Identificacdo e compreensdo de como se constitui a tecnodiversi-
dade em sistemas de IA;

Contexto: Estudos inseridos na cibercultura.

A revisdo busca, portanto, ampliar a compreensiao sobre o uso da IA na promocado da tec-
nodiversidade e fornecer informacdes que ajudem a definir o estado da arte na integracao

entre o design desses sistemas e os conceitos filoséficos de tecnodiversidade e cosmotécnicas.

3.2 METODOLOGIA

Para Keele (2007), a revisdo bibliografica sistematica (RBS|) na area de engenharia de
softwares é uma forma de identificar, avaliar e interpretar dados gerais disponiveis e importantes
para uma determinada questdo de pesquisa, area ou fendmeno. Na area das ciéncias sociais,

as [RBSk podem propor novas teorias, avaliar o equilibrio das evidéncias sobre um tema, e
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fundamentar recomendacoes de intervencdes. Além disso, fornecem orientacdo para pesquisas
futuras, resumem a literatura existente, e ajudam a entender por que estudos similares podem
ter resultados diferentes (PETTICREW; ROBERTS, [2008)). De modo geral, sao Uteis quando
ha incerteza sobre o que as evidéncias sobre um determinado tépico mostram (PETTICREW;
ROBERTS, [2008). Entende-se que esta estratégia faz sentido para esta pesquisa.

Este estudo foi conduzido entre julho e agosto de 2024 sob diretrizes do protocolo PRISMA
(PAGE et al, 2021)), para a manutencdo da validade metodolégica e sistematizacdo dos pro-
cessos. Todos os artigos foram exportados através do software Zotero (2024, assim como
deduplicados. A organizacdo, selecdo e posterior exportacdo dos dados ocorreu através do
software Rayyan (2024). A seguir serdo descritos os critérios de elegibilidade e dmbito da

pesquisa e busca.

3.2.1 Ciritérios de elegibilidade e ambito de pesquisa

Para Galvdo (2019)), apés a delimitacdo do problema de pesquisa inicia-se o processo
de definicdo das bases de dados analisadas. Essas bases, segundo a autora, necessitam ser
adequadas e compativeis com o problema definido. Para este trabalho, foram selecionadas as
bases ScienceDirect, SpringerLink e Philipapers, devido a relevancia dos documentos sondados
inicialmente.

Os critérios de inclusdo e exclusdo da pesquisa serdo definidos a seguir. Os critérios de
inclusdo estdo organizados conforme tipologia, isto é, por ordem de relevancia e qualidade

quanto ao problema de pesquisa (PETTICREW; ROBERTS, 2008).

3.2.1.1 Critérios de inclusdo

» Estudos de carater exploratério que descrevem artefatos baseados em IA direcionados a

tecnodiversidade (Tipo 1);

» Estudos de carater critico que propoem analises envolvendo temas que circundam a

tecnodiversidade, tais como cosmotécnicas e decolonialidade tecnolégica (Tipo 2);

» Estudos tedrico-filosédficos que descrevem a tecnodiversidade e/ou as cosmotécnicas em

contextos passiveis de serem analisadas pela perspectiva das |As (Tipo 3);
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3.2.1.2 Critérios de exclusdo

» Publicacées focadas exclusivamente em aspectos técnicos;
» Estudos que n3o consideram a perspectiva cultural ou epistemolégica;

= Artigos sem referéncia ao paradigma de Yuk Hui ou que n3o utilizam conceitos similares

do autor;

» Pesquisas que ndo discorrem sobre temas passiveis de serem aplicados a Inteligéncia

Artificial;
» Trabalhos ndo disponiveis em texto completo;

= Trabalhos que n3o estejam em portugués, espanhol ou inglés.

3.2.2 Critérios de busca

Para a definicdo dos critérios de busca, foram mapeados os conceitos centrais desta pes-
quisa. Embora haja muitas ferramentas voltadas para revisoes sistematicas de saide, como
estratégias de pesquisa para bases de dados eletronicas, esses recursos sao limitados em areas
das ciéncias sociais, onde algumas bases devolvem resultados escassos ao usar estratégias mais
complexas (PETTICREW; ROBERTS) 2008)). Por este motivo (e também porque os termos tec-
nodiversidade e cosmotécnica sdo muito especificos), a string de busca foi selecionada com
base na maior amplitude de resultados possiveis, mantendo-se as palavras-chave essenciais
sem sinénimos. A escolha por nao incluir palavras correlatas se deu em decorréncia da nao
existéncia de sinGnimos para esses termos, que podem acabar sendo confundidos com palavras
parecidas (como diversidade tecnolégica, inclusdo, etc). Para evitar esse tipo de confusao,

definiu-se a string final como:

(technodiversity OR tecnodiversidade OR tecnodiversidad OR cosmotechnics OR cosmo-

technic OR cosmotécnicas OR cosmotécnica OR cyberculture OR cibercultura OR "Yuk Hui")

A string foi adaptada conforme a sintaxe de cada base de dados.



3.2.3 Exportacao dos dados

A busca inicial resultou em 322 documentos. Para a base de dados SpringerLink e Science-
Direct, foi aplicado o filtro “artigo de pesquisa” e o filtro de linguas nas proprias plataformas.

Para a base de dados PhiliScience foi aplicado o filtro de linguas, autores pro, versdes apenas

online e apenas publicacGes. Obteve-se o seguinte mapeamento:

Tabela 3 — Distribuicdo de artigos por base de dados

Base de Dados

Quantidade de Artigos

Philipapers
ScienceDirect
SpringerLink

Apos a deduplicacdo e exclusdo de publicacdes a partir dos critérios de exclusdo, restaram

306 publicacoes.

deduplicagdo

e aplicagao critérios de
dsos critérios inclusdo e
busca inicial de exclusao filtragem
101 i 101
ScienceDirect : N
124 124
SringerLink : Total: 13 artigos
97 82 )

Philipapers

Figura 9 — Fluxograma de filtragem

Com a aplicacdo dos critérios de inclusao, restou um total de 13 artigos a serem analisados,

como é possivel verificar na figura 3. Apés a leitura cuidadosa dos estudos selecionados, os

seguintes dados foram coletados com o intuito de responder as peguntas de pesquisa:
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Tabela 4 — Coleta de Dados

Metadados autores, ano de publicacdo, titulo da pesquisa

Carater da Pesquisa tipo de pesquisa, objetivos principais, conclusoes

conceitos relevantes, atributos do sistema, contexto so-

Dados Especificos .
ciocultural

3.3 RESULTADOS E DISCUSSOES

Nesta secdo, foram primeiramente resumidos os artigos selecionados com base na tabela
anterior de dados coletados. Os resultados foram discutidos em seguida com base nas perguntas

de pesquisa, assim como as limitacdes.

3.3.1 Resumo dos artigos selecionados

3.3.1.1 Can Algorithms be Embodied? A Phenomenological Perspective on the Relationship
Between Algorithimic Thinking and the Life-World

Este artigo (T2), escrito por Federica Buongiorno em|2023) investiga a relacdo entre tempo-
ralidade subjetiva (como o tempo é experimentado) e temporalidade objetiva (como o tempo
é representado cientificamente) no contexto da era dos algoritmos e da tecnologia digital.
Através de uma perspectiva fenomenoldgica, a autora analisa a possibilidade dos algoritmos
serem “incorporados” na cognicdo humana, argumentando que, embora possam ser integrados
de maneira indireta, eles ndo podem ser diretamente inscritos em nossos processos cognitivos.
O artigo também discute os riscos de “catastrofes algoritmicas” causadas pela velocidade e
autonomia crescentes dos sistemas de IA. Conclui-se que, embora seja possivel usar e
interagir com algoritmos, eles nao se integram diretamente a cognicao. Sua influén-
cia é mediada pela tecnologia, deixando espaco para a intervencao humana a fim
de mitigar problemas decorrentes das disparidades entre a inteligéncia algoritmica
e a humana. Embora o artigo ndo mencione diretamente cosmotécnicas e tecnodiversidade,
Buongiorno (2023)) utiliza as ideias de Hui (2020a)) para discutir catéstrofes algoritmicas e a

importancia da intervencao humana nesses processos.
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3.3.1.2 Decolonizing Philosophy of Technology: Learning from Bottom-Up and Top-Down

Approaches to Decolonial Technical Design

Este artigo (T1, T2), escrito por Cristiano Codeiro Cruz em 2021} explora a decoloniza-
cdo da filosofia da tecnologia, focando em como praticas de design técnico e teorias criticas
podem contribuir para esse processo. O autor discute como a modernidade ocidental impde
suas visoes através da “colonialidade do poder, do saber e do ser” e propde duas aborda-
gens complementares para superar essa imposicdo: a abordagem top-down e a bottom-up. A
abordagem top-down, inspirada nas ideias de autores como Yuk Hui (2016) e Ahmed Ansari
(2019)), defende a reavaliacdo das cosmologias tecnoldgicas de diversas culturas para libertar
engenheiros, designers, enfim, das amarras coloniais, promovendo a recuperacdo das cosmo-
técnicas. Por outro lado, a abordagem bottom-up valoriza praticas técnicas que emergem de
didlogos com comunidades marginalizadas, incorporando conhecimentos locais e ancestrais no
design técnico para criar solucdes tecnoldgicas inclusivas e desafiar a hegemonia ocidental.
Cruz (2021) argumenta que a filosofia da tecnologia deve ser ampliada para apoiar essas in-
tervencdes decoloniais, construindo um mundo pluriversal onde diversas formas de ser, saber e
agir possam coexistir. O artigo conclui que a decolonizacao da filosofia da tecnologia
€ uma pratica essencial para a emergéncia de formas de vida mais justas e inclu-
sivas, exigindo tanto uma revisao critica da histéria quanto uma colaboracao com
comunidades para garantir que a tecnologia sirva a uma pluralidade de cosmologias

e valores.

3.3.1.3 Do we really need a “Digital Humanism"? A critique based on post-human philosophy

of technology and socio-legal techniques

Esse artigo (T2), de Federica Buongiorno e Xenia Chiaramonte, publicado em 2024, discute
criticamente o conceito de Humanismo Digital a luz da filosofia pds-humanista e de técnicas
socio-juridicas. As autoras argumentam que, embora o Humanismo Digital tente posicionar
o ser humano no centro das tecnologias digitais, essa abordagem é limitada e perpetua um
antropocentrismo problematico. Elas propdem, em vez disso, uma andlise que reconheca a
interdependéncia entre humanos e ndo-humanos, desafiando o paradigma de controle humano
sobre a tecnologia e explorando as complexas dinamicas de responsabilidade e agéncia tec-

noldgica. As autoras concluem que o Humanismo Digital, apesar de suas intencoes,
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continua preso a uma visao antropocéntrica que limita a compreensao das relacoes
entre humanos e tecnologias. Elas defendem uma abordagem pés-humanista que
reconheca a complexidade e a interdependéncia dessas relacoes, sugerindo uma re-
avaliacao das nocoes de agéncia, responsabilidade e controle. Apesar de n3o citarem
diretamente as cosmotécnicas e tecnodiversidade, as autoras recorrem a alguns paradigmas
propostos por Hui (2020a)) para discorrerem sobre uma prética que desvie da catastrofe algo-

ritmica.

3.3.1.4 For a Cosmotechnical Event

O artigo “For a Cosmotechnical Event” (T3) de Yuk Hui publicado em 2022, explora as
implicacGes filoséficas de tecnodiversidade através do conceito de cosmotécnicas. Hui (2022)
argumenta que a filosofia da tecnologia deve incorporar as diferencas histéricas, culturais e
geopoliticas na relacdo entre cosmos, moralidade e atividades técnicas. Essa abordagem busca
redirecionar a tecnologia moderna dentro de um quadro cosmolégico renovado. O autor explora
as interseccdes entre as ideias de Ihde (1990), Heidegger (1977)) e Stiegler (1998) no campo da
filosofia da tecnologia. O objetivo é identificar como as diferencas histdricas, culturais
e geopoliticas influenciam a interrelacao das cosmotécnicas, propondo um método

gue vai além das abordagens convencionais da filosofia da tecnologia.

3.3.1.5 La cosmotécnica como método: mas alla de las geoculturas

Este artigo (T2), de Fernando Wirtz publicado em 2021, explora a expansdo do con-
ceito de cosmotécnica no contexto latino-americano, além de oferecer uma critica ao préprio
termo. Segundo o autor, as cosmotécnicas, apesar de sugestivas e filosoficamente sofistica-
das, baseiam-se em conceitos abstratos relacionados a diversidade e carecem de um contexto
concreto. Wirtz (2021)) argumenta que a filosofia latino-americana foi moldada por tensées
entre civilizacao e barbarie, resultando em uma percepcdo de “auséncia de técnica”. Para su-
perar essa limitacdo, ele critica a ideia de mesticagem como uma narrativa simplificadora e
propde o ch'ixi, um conceito desenvolvido por Rivera (2010), como uma forma mais eficaz
de articular narrativas técnicas e politicas antagonistas. Wirtz (2021) sugere que a cos-
motécnica pode servir como um método para transcender as divisdes geoculturais,

promovendo praticas técnicas multinaturais e multinacionais que resistem as narra-
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tivas coloniais e valorizam a diversidade cultural. Ele critica o conceito de geocultura por
limitar a técnica a contextos culturais especificos, defendendo uma abordagem que reconheca
a complexidade e a interconex3o das tecnologias em contextos poés-coloniais. O artigo conclui
que a cosmotécnica oferece uma ferramenta para decolonizar a filosofia da tecno-
logia, desafiando as narrativas essencialistas e promovendo uma tecnodiversidade
que respeite e valorize as diferentes cosmologias e tradicoes culturais da América

Latina.

3.3.1.6 Landscapes of technological thought: A Dialogue between Pieter Lemmens and Yuk
Hui

O artigo (T2, T3), publicado em 2021} apresenta um didlogo entre os filésofos Pieter Lem-
mens e Yuk Hui sobre os principais desenvolvimentos na filosofia da tecnologia. Eles discutem
o conceito de “virada empirica”, que trouxe um foco maior na analise de artefatos técnicos
concretos, e a “virada ética”, que enfatiza a avaliacdo ética das novas tecnologias. Lemmens
(2021) critica como essas mudancas tém se alinhado com agendas neoliberais, reduzindo a
filosofia da tecnologia a um papel de suporte para inovacdes tecnoldgicas voltadas para o lucro,
em vez de promover um questionamento mais profundo sobre a natureza e o impacto dessas
tecnologias. O didlogo também explora a crescente interseccdo entre biologia e tecnologia,
particularmente em areas como biotecnologia e biologia sintética, e os desafios impostos pela
automacao e pela inteligéncia artificial. Os autores concluem que a filosofia da tecnologia
deve se engajar em uma reflexao mais abrangente que inclua nao apenas questoes
éticas, mas também politicas e ecolégicas, para lidar com os desafios contempora-
neos impostos pela automacao, biotecnologia e a crescente fusao entre biologia e

tecnologia.

3.3.1.7 Noodiversity, Technodiversity

Esta pesquisa (T2, T3), desenvolvida por Bernard Stiegler e publicada em 2020, explora
a necessidade de desenvolver uma nova base econdémica e uma nova fundamentacdo para a
ciéncia da computacdo tedrica. O autor argumenta que a noodiversidade e a tecnodiversidade
sao essenciais para combater a tendéncia entrépica da globalizacdo e a homogeneizacao tecno-

l6gica promovida pelo capitalismo neoliberal. Stiegler (2020)) discute como a tecnologia digital,
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especialmente as plataformas computacionais e a economia de dados, tém reforcado essa ho-
mogeneizacao, levando a um declinio da diversidade cultural, biolégica e cognitiva. Ele propde
que, para enfrentar esses desafios, é necessario reformular a ciéncia da computacdo a partir
de uma perspectiva que valorize a diversidade e que promova uma “negantropologia” — uma
abordagem que vai contra as tendéncias destrutivas do Antropoceno. Stiegler (2020) destaca
a importancia de reavaliar o papel da ciéncia da computacao e do cognitivismo no aparato
neoliberal, que tem se tornado ultraliberal. Ele sugere que uma nova ciéncia da computacao
tedrica deve ser desenvolvida para servir a uma concepcao “anti-antrépica” e “negantrépica”
das funcdes do célculo automatizado nas sociedades reticuladas da era tecnosférica. Através
dessa reavaliacdo, o autor busca criar uma fundacao para resistir a dissolucao da ra-
zao e para fomentar uma tecnodiversidade que seja sustentavel e que permita a

continuidade da vida na Terra.

3.3.1.8 On cosmotechnics: For a renewed relation between Technology and Nature in the

Anthropocene

Este artigo (T3), escrito por Yuk Hui(HUI, 2017b)) e publicado em 2017, aborda a neces-
sidade de repensar a relacdo entre tecnologia e natureza no contexto do Antropoceno. Hui
argumenta que o dualismo entre cultura e natureza, exacerbado pela modernidade, levou a crise
ecoldgica e tecnoldgica atual. O autor prop&e o conceito de cosmotécnicas como uma forma
de reconciliar a ordem césmica com a ordem moral através das atividades técnicas, superando
a tradicional separacdo entre natureza e tecnologia. Hui sugere que a filosofia da tecnologia
deve incorporar diferentes ontologias e cosmologias para promover uma nova relacao entre hu-
manos, nao-humanos e o cosmos. Hui defende que a cosmotécnica pode ser uma ferramenta
poderosa para criar um novo paradigma tecnolégico que reconheca a importancia de mdalti-
plas cosmologias. Ele propoe que o futuro da tecnologia deva ser moldado por uma
diversidade de abordagens cosmolégicas, respeitando as particularidades culturais e

promovendo uma coexisténcia mais harmoniosa entre tecnologia e natureza.

3.3.1.9 On the Limits of Artificial Intelligence

O artigo (T2, T3), escrito por Yuk Hui e publicado em 2021, explora as limitacdes intrinse-

cas da inteligéncia artificial (IA) ao questionar a prépria definicdo de inteligéncia e os limites da
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IA em relagdo a cognicdo humana. Hui (2021) revisita o debate entre Marvin Minsky e Hubert
Dreyfus (1992)), reposicionando-o como uma oposicdo entre mecanicismo e organicismo, para
expor os limites das criticas heideggerianas de Dreyfus a IA. O autor também prop&e que,
para entender e expandir o conceito de inteligéncia, é necessario refletir sobre a relacdo entre
noodiversidade e tecnodiversidade. Hui argumenta que a IA, ao se basear em operacdes com-
putacionais e recursivas, nao é capaz de capturar totalmente as nuances da cognicao humana,
que envolve uma complexa interac3o entre o organismo e o mundo (HUI, 2021)). Ele sugere que,
para ultrapassar as definicGes atuais da IA, devemos considerar uma diversificacdo dos concei-
tos de inteligéncia, incorporando diferentes tradicGes filoséficas e culturais. O artigo conclui
que o verdadeiro desafio ndo é criar uma superinteligéncia (ou tentar, de alguma
forma, humanizar a inteligéncia artificial. Isso é reduzir seus potenciais e também
os potenciais humanos), mas sim desenvolver uma tecnodiversidade que permita
uma coexisténcia mais rica e diversificada entre humanos e maquinas, respeitando

a diversidade de pensamento e de praticas tecnolégicas.

3.3.1.10 Por um primitivismo estratégico: um dialogo entre Eduardo Viveiros de Castro e

Yuk Hui

Este artigo (T2, T3), publicado em 2021} consiste em uma entrevista entre dois pensadores
(Yuk Hui e Eduardo Viveiros de Castro) que discutem temas como o perspectivismo amerin-
dio, o multiculturalismo, e a relacdo entre natureza, cultura e técnica. A conversa explora a
necessidade de uma definicdo n3o antropocéntrica de tecnologia e como o conceito de “primi-
tivismo estratégico” pode ser uma ferramenta de sobrevivéncia no contexto do Antropoceno
e da automac3do. O didlogo também aborda a questao da universalizacdo tecnolégica e pro-
poe um pluralismo de técnicas e cosmologias como uma resposta as crises contemporaneas.
Conclui-se que a recuperacao e a adaptacao dessas praticas podem ajudar a lidar

com os desafios globais, preservando a diversidade cultural e ecolégica.

3.3.1.11 Qatiapana: Processes of Individuation on the Relationship Between Art, Machine

and Natural Systems

O artigo "Qatiapana: Procesos de individuacion sobre la relacién entre arte, maquina y

sistemas naturales"(T1) de Renzo Christian Filinich Orozco e Tamara Jesiis Chibey Rivas, pu-
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blicado em 2020, investiga os processos de individuacao na interseccao entre arte, tecnologia
e sistemas naturais. Baseado na filosofia de Gilbert Simondon (2007)), o estudo busca modelar
um ciclo sensério-motor em sistemas cognitivos de agentes de inteligéncia artificial (I1A), inte-
grando conceitos de cibernética de Norbert Wiener (2019) e de performatividade maquinica
de Bernard Stiegler (2002)). A arquitetura proposta, chamada Qatipana, ndo é uma teoria de
sistemas, mas um modelo funcional que explica como sistemas artificiais podem interagir e
se individuarem em resposta a seus ambientes. O artigo enfatiza a importancia de integrar os
conceitos de cosmotécnica e cosmopolitica para reconciliar o universal e o particular, e explorar
a simbiose entre o natural e o artificial. O estudo aborda como a informacao e a modulacdo
desempenham papéis cruciais nesses processos, e discute as implicacdes e limitacGes do mo-
delo proposto para sistemas de IA, especialmente em termos de comunicacdo, afetividade e
tomada de decisOes automatizadas. A conclusao principal do artigo é que, embora a
arquitetura proposta, chamada Qatipana, nao possa ser considerada uma teoria de
sistemas, ela é atil para explicar observacoes empiricas. A pesquisa destaca as im-
plicacoes e limitacoes do modelo e sugere que ele pode ser um ponto de partida
para entender como um sistema cognitivo algoritmico pode processar informacao e

tomar decisdes automaticas.

3.3.1.12 The Alien Subject of Al

Este artigo (T3), escrito por Luciana Parisi e publicado em 2019, explora como a inte-
ligéncia artificial (1A) desafia as concepcdes tradicionais de subjetividade e razdo humana.
Parisi (2019) argumenta que a IA, ao processar informacdes e tomar decisdes baseadas em
dados, estad reconfigurando a nocdo de sujeito, criando um “sujeito alienigena” que opera
além dos esquemas transcendentes tradicionais da autoconsciéncia humana. O artigo examina
a forma como as maquinas estdo aprendendo e criando novos modos de pensar, que nao se
alinham as nocdes classicas de razdo e subjetividade, mas que podem ser vistas como um
novo tipo de logica tecnocultural. A autora propoe que, ao invés de ver a IA como uma
mera extensao da capacidade humana, devemos considerar as implicacoes politicas
e epistemologicas de um sujeito que emerge da propria légica das maquinas. Este
sujeito alienigena nao apenas desafia a autonomia do ser humano, mas também sugere a pos-
sibilidade de uma nova forma de raciocinio, que se desdobra a partir da prépria tecnicidade

das maquinas. Parisi (2019)) explora como esse novo sujeito tecnopolitico pode ser tanto uma
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ameaca quanto uma oportunidade, rearticulando o papel da tecnologia em nossa compreensao

da subjetividade e da agéncia.

3.3.2 Perguntas de pesquisa

3.3.2.1 Sobre os atributos definidores de sistemas de IA baseados em tecnodiversidade e

cosmotécnicas

Ainda que apenas dois artigos tenham discorrido diretamente acerca de atributos de tecno-
logias voltados para a tecnodiversidade e cosmotécnicas (T1), algumas conclusdes puderam ser
extraidas sobre a pergunta central dessa pesquisa. Cruz (2021) identificou etapas e hip6teses
sobre a decolonizacao da filosofia da tecnologia dominante e discutiu como torna-la ativamente
decolonial através de duas abordagens, uma mais tedrica (top-down) e baseada nas ideias de
autores como Hui (2017a)), (2016) e Ansari (2019) e uma mais pratica (bottom-up). Essa
separacao e reflexdo em torno do tema forneceu informacdes essenciais sobre a organizacdo
do conhecimento tedrico e pratico e como integrar esses conceitos complementares (CRUZ,
2021). O autor enquadra o pensamento de Hui na decolonialidade a partir da sua “superacdo
da entronizacao da cosmologia ocidental moderna” e também da proposta de novas cosmolo-
gias possiveis mediante as cosmotécnicas. Para Cruz (2021), portanto, tecnologias baseadas
em cosmotécnicas necessitam possuir como atributo, a decolonialidade.

Hui (2022) explora como as tecnologias devem ser concebidas para refletir a diversidade
das cosmologias e valores culturais ao redor do mundo. Em seu trabalho, o autor introduz o
conceito de cosmotécnicas e também critica a globalizacdo tecnoldgica que ignora diferencas
geopoliticas e culturais, promovendo uma visdo ocidentalizada e uniforme da tecnologia. Ele
propoe que a tecnologia seja reinscrita em um quadro cosmoldgico, onde as praticas técnicas
estejam em harmonia com o cosmos, buscando uma integracdo mais profunda entre seres
humanos, tecnologia e o universo, conforme as cosmologias e ordens morais de cada cultura.

Em seu didlogo com Lemmens (2021)), os autores ainda sugerem a necessidade de uma
abordagem que va além da ética superficial, em se tratando de artefatos tecnoldgicos, incor-
porando uma analise politica e ontolégica mais profunda das tecnologias emergentes, como
a IA. Embora n3o apresentem diretrizes especificas, os autores defendem que a filosofia da
tecnologia deve recuperar sua capacidade de questionar as condicGes em que as inovacoes tec-

nolégicas ocorrem, propondo uma reorientacao da disciplina para incluir uma “virada politica”
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e uma “virada ecolégica”. Essa abordagem permitiria a filosofia da tecnologia abordar de forma
mais eficaz os desafios interconectados da crise ecoldgica e das implicacdes sociais e éticas
da automacao. No contexto sociocultural, os autores criticam o papel crescente da filosofia
da tecnologia como ferramenta para justificar inovacdes tecnoldgicas lucrativas, em vez de ser
uma forca transformadora que desafia essas inovacdes e propde alternativas voltadas para o
bem comum.

Ao explicar abordagens “top-down" (como as explanadas anteriormente), Cruz (2021)
também apresenta as ideias de Ansari (2019)), que partem (diferente de Hui) de uma abordagem
iniciada no papel do designer (ndo, necessariamente, nos filésofos) como capazes de enxergar
o mundo “através da lente dos marginalizados, subalternos e oprimidos”. Com este conceito,
o autor introduz a nocdo de conhecimento “bottom-up”, apresentando oito formas como o
design técnico pode empoderar comunidades marginalizadas e ndo tratar as discussdes apenas

no ambito tedrico (KLEBA; CRUZ, [2021):

» Inclusdo Sociotécnica: Garantir que as condices basicas para uma existéncia humana

digna sejam atendidas, conforme definido pelo grupo beneficiado ou pela equipe técnica;

» Valorizacao da Diferenca Cultural: Reconhecer e apoiar formas de vida plurais, in-
corporando seus conhecimentos, modos de saber, visdes de mundo e valores no processo

de design, criando solucdes sociotécnicas mais apropriadas para o grupo;

» Nutricao de Relacoes Qualitativas: Fortalecer as bases relacionais para mudancas
estruturais, construindo confianca, respeito mituo e lacos afetivos entre os membros do

grupo e entre eles e a equipe técnica;

» Compartilhamento de Competéncias Técnicas: Transferir conhecimento técnico
que torne o grupo mais auténomo ou menos dependente de suporte técnico externo,

capacitando-os a operar, manter e até improvisar solucdes sociotécnicas;

» Pratica de Metodologias Investigativas: Compartilhar e treinar conhecimentos, ha-

bilidades e competéncias relacionadas a construcao de conhecimento e auto-organizacao;

» Promocao da Emancipacao Social e Econdmica: Permitir que a comunidade identi-
fique e resolva seus proprios problemas sociais e econémicos de acordo com seus talentos,

necessidades e desejos;
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» Cultivo da Emancipacao Politica: Incentivar o grupo a desenvolver seu potencial

politico e construir aliancas estratégicas com outros atores sociais;

» Crescimento da Consciéncia Ambiental: Promover a conscientizacao ecolégica e
incentivar o grupo a conceber e construir solucdes sociotécnicas que reflitam essa cons-

ciéncia.

Cruz (2021) ainda exemplifica trés abordagens de design técnico que podem ser chamadas de
decoloniais: A engenharia popular, O design participativo emancipador e a inteligéncia artificial
decolonial. Todas as abordagens apresentam pontos em comum, mas, como o interesse deste
estudo é voltado as inteligéncias artificiais, serd aqui explanado as caracteristicas dessa dltima
abordagem.

Segundo Cruz (2021)), a proposta da IA decolonizada surge com Mohamed, Png e Isaac
(2020)), que definiram esse conceito a partir de atributos como um campo do conhecimento.
As taticas propostas pelos autores para moldar essa area envolvem a pratica da técnica critica,
isto é, o desenvolvimento de |As reflexivamente, através do reconhecimento dos sistemas e
desequilibrios de poder existentes nos algoritmos, a pedagogia reversa, que envolve inverter
o padrdo de aprendizado para tecnologias, aprendendo com comunidades marginalizadas e
a renovacao de comunidades, que consiste em trabalhar com ferramentas decoloniais para
superar sistemas hierarquicos que promovem a desigualdade. Mohamed, Png e Isaac ainda
afirmam que a pratica da técnica critica envolve cinco aspectos: justica algoritmica, seguranca
da IA, equidade e diversidade, formulacdo de politicas e IA como ferramenta decolonial.

Cruz (2021)), enfim, explica a importéncia de abordagens bottom-up, que ndo retém o
conhecimento tedrico e filosdéfico em circulos elitizados do conhecimento, mas contribuem
ativamente com a emancipacao de populacdes marginalizadas, consistindo na “pratica” da
filosofia tecnoldgica. Para o autor, enfim, o que diferencia praticas de design decolonial (e

portanto, baseados em cosmotécnicas) do design comum, s3o:

= O reconhecimento e cultivo do cuidado (como trabalho, afeto, ética/politica) como uma

dimens3o inegociavel do design técnico;

= A garantia de um papel central do grupo apoiado/parceiro em todas as fases do processo

de design técnico;



85

» A Recuperacdao do conhecimento, valores, ideias e visbes de mundo do grupo para
incorporé-los de forma ativa e critica na(s) solugdo(8es) sociotécnica(s) a ser(em) cons-

truida(s);

» O compartilhamento com o grupo de algum conhecimento técnico ou académico que

possa ajuda-los;
» A Incorporacao da estimulacao corporal, movimentos e o inconsciente no design;
» O Incentivo do grupo a imaginar outros mundos possiveis;

= O reconhecer e cultivar a emancipacdo e a agéncia politica do grupo como uma pré-
condicdo para que qualquer ordem sociotécnica decolonial seja imaginada e implemen-

tada;
» A Co-construcdo cosmotécnica desses outros mundos possiveis;

= O aprender com o grupo e com o processo de co-design como fazer um design decolonial

melhor;

= O Operar idealmente em equipes técnicas inter/multidisciplinares.

A medida que avancamos na analise das formas de design decolonial e das cosmotécnicas,
torna-se essencial abordar n3o apenas a interacdo entre humanos e tecnologia, mas também
as relacdes mais intrinsecas entre sistemas naturais e artificiais, explorando seus limites e
potencialidades. Nesse sentido, o conceito de Qatipana, desenvolvido por Filinich Orozco e
Chibey Rivas (2020), amplia o entendimento da tecnodiversidade ao considerar a individuagdo
maquinica em contextos onde artefatos baseados em inteligéncia artificial desempenham um
papel central. Essa abordagem destaca como as tecnologias, em especial as |As, podem ser
reconfiguradas para respeitar e integrar as especificidades culturais e naturais, contribuindo
para uma cosmotécnica que reflete a complexidade e a diversidade dos sistemas de vida.

Os autores discutem como a individuacdo maquinica, ou seja, a forma como as maquinas
e a tecnologia se tornam parte do ser humano, se relaciona com a meméria epifilogenética de
Stiegler (2002), (2012) e com as ideias de Simondon (2007 sobre o desenvolvimento tecno-
l6gico. Em Qatipana, a simbiose entre sistemas naturais e artificiais é explorada n3o apenas

como um fendmeno tecnolégico, mas como um processo que envolve a interacao dinamica e
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a co-evolucao entre o humano e a maquina, abordando tanto os aspectos fenomenolégicos
quanto fisiolégicos dessa relacao.

Filinich Orozco e Chibey Rivas (2020) propdem que, para compreender plenamente a
tecnodiversidade e as cosmotécnicas, é necessario adotar uma abordagem que considere a
performatividade dessas interacdes, onde o corpo e a tecnologia se interconectam de maneiras
mutaveis e especificas ao contexto. Essa perspectiva abre novas possibilidades para a criacdo
de mundos possiveis e alternativas sociotécnicas que ndo apenas respondem as necessidades
praticas, mas também respeitam e incorporam as especificidades culturais e as realidades
locais.

Qatipana é um sistema inovador que combina inteligéncia artificial com conceitos filoséficos
para explorar de maneira profunda a relacdo entre tecnologia e natureza. Inspirado nas ideias
de Gilbert Simondon, Qatipana é concebido como um agente artificial que opera em um estado
de “metaestabilidade”, o que significa que ele estd constantemente em equilibrio, mas pronto
para responder a novas informacdes e transformacoes conforme interage com o ambiente.

Esse sistema funciona a partir de sua capacidade de transformar energia potencial de forma
continua, adaptando-se e evoluindo de acordo com os estimulos externos que recebe. Qatipana
ndao é um sistema isolado, mas estd em constante interacdo com o ambiente, processando
informacoes e ajustando suas acdes para maximizar sua eficacia.

A simbiose de Qatipana com sistemas computacionais, portanto, exemplifica como a tecno-
logia pode ser integrada com processos naturais, formando um organismo técnico-tecnolégico
que evolui continuamente. Este sistema incorpora tanto aspectos fisicos quanto energéticos,
criando um espaco para interacoes complexas que desafiam a separacdo tradicional entre o
artificial e o natural. Em suma, Qatipana demonstra como a tecnologia e os sistemas naturais
podem coexistir e se influenciar mutuamente em um processo continuo de transformacdo e
evolucdo.

Assim, a contribuicdo de Qatipana se alinha com as propostas de Cruz ao destacar a im-
portancia de considerar as singularidades culturais e a agéncia politica no desenvolvimento
tecnolégico. Ambos os trabalhos sublinham a necessidade de superar os paradigmas ocidentais
e de construir solucdes tecnoldgicas que realmente reflitam a diversidade das cosmologias e
dos valores culturais ao redor do mundo mas enquanto Cruz (2021) se concentra mais em
discorrer sobre sistemas propositivos de impacto social, Filinich Orozco e Chibey Rivas (2020)
focam em um projeto que intersecciona arte e inteligéncia artificial através de praticas cosmo-

técnicas. A tabela 3 apresenta uma sintese do texto anterior.
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Tabela 5 — Principais Atributos de Sistemas de |IA para Tecnodiversidade e Cosmotécnicas

Autor Principais Atributos

Cruz Decolonialidade como caracteristica central, integracdo de abordagens top-
down e bottom-up, participacao central de grupos marginalizados.

Hui Reinscricao da tecnologia em um quadro cosmolégico, rejeicao a globaliza-
c3o tecnoldgica ocidentalizada, integracao entre seres humanos, tecnologia
e o cosmos, desenvolvimento de novas cosmologias através das cosmotéc-
nicas.

Ansari Design técnico como ferramenta de transformac3o social, importdncia do
papel do designer em observar o mundo através das lentes dos margina-
lizados, cultivo de relagdes qualitativas e politicas dentro do processo de
design, criacdo de solucdes que respeitam a pluralidade de formas de vida.

Mohamed, Png,

I Pratica técnica critica no desenvolvimento de IA, reconhecimento e correcdo
saac

de desequilibrios de poder em algoritmos, pedagogia reversa: aprendizado
com comunidades marginalizadas, renovacdo de comunidades politicas e
afetivas, justica algoritmica, equidade e diversidade como pilares no design
de IA.

Filinich Orozco,

. ) Individuacdo magquinica, simbiose entre sistemas naturais e artificiais, per-
Chibey Rivas

formatividade da interacdo entre corpo e tecnologia, criacdo de mundos
possiveis através da integracdo de IA com especificidades culturais e natu-
rais, exploracdo da co-evolucdo entre o humano e a maquina.

3.3.2.2 Sobre os desafios e oportunidades identificados na implementacdo de sistemas de IA

baseados em tecnodiversidade e cosmotécnicas

Esta revisao, cuja analise final apenas incluiu 13 estudos, demonstra a amplitude de desa-
fios e oportunidades para a implementacao de sistemas de |A baseados em tecnodiversidade e
cosmotécnicas. Apesar da extensa literatura acerca da filosofia tecnoldgica ou até mesmo so-
bre a filosofia critica tecnolégica, ha pouco sobre o recente conceito de cosmotécnica e menos
ainda sobre tecnodiversidade. Em se tratando de sua relacao com inteligéncias artificiais, as
discussdes sao escassas. A maioria das inferéncias e conclusdes argumentadas neste documento
baseiam-se em atributos gerais de artefatos tecnolégicos, visto que a especificidade relativa as
IAs foi raramente encontrada. Alguns autores mencionam as dificuldades de se trabalhar por

uma perspectiva referente as cosmotécnicas, por exemplo. Cruz (2021) e Wirtz (2021) afir-
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mam a subjetividade do termo, sugerindo outras complementacdes mais concretas para seguir
neste caminho. Wirtz (2021 faz uma critica ao conceito de cosmotécnicas, afirmando que a
abstracdo pode acabar recaindo em uma série de distintos significados. Isso denota que existe
um desafio e uma dificuldade em, efetivamente, definir o que sdo sistemas tecnodiversos ou, o
que sdo sistemas que fazem uso de cosmotécnicas. Essas expressGes parecem voltar-se para o
ambito tedrico, mas, para Cruz (2021)), sistemas voltados para a decolonialidade, por exemplo,
necessitam também de abordagens mais concretas e objetivas que n3o estejam apenas voltadas
ao ambiente académico. Os autores que desenvolveram artigos do tipo 2 e 3 (Estudos de cara-
ter critico e estudos tedrico-filoséficos) parecem concordar que o cendrio neoliberal apresenta
um contexto de dificuldade para a implementacao de sistemas tecnodiversos visto que a ten-
déncia de globalizagdo é unificadora e homogénea. Buongiorno (2023), (2024)) discorre acerca
das catastrofes algoritmicas, afirmando que o espaco de intervencdo humana que ocorre em
decorréncia da n3do incorporacao total da inteligéncia algoritmica a cognicdo humana. A autora
também questiona a nocdo de hierarquia humano-maquina, levantando discussoes acerca das
contingéncias que podem levar a consequéncias imprevisiveis e potencialmente catastroficas.
Essas consequéncias podem ser potencializadas por relacoes contextuais construidas entre a
inteligéncia humana e a inteligéncia artificial e a l6gica de dominacao.

Conclui-se, enfim, que ha muita oportunidade devido as lacunas para se mapear os atributos
de sistemas baseados em tecnodiversidade e cosmotécnicas. Ao mesmo tempo, as dificuldades

apresentadas relativas a subjetividade podem ser uma questao.

3.4 CONCLUSAO

A andlise dos artigos selecionados e a discussdao subsequente revelam a complexidade e a
profundidade das intersecGes entre a filosofia da tecnologia, tecnodiversidade e cosmotécnicas,
particularmente no contexto de sistemas de inteligéncia artificial. Os estudos destacam tanto
os desafios quanto as oportunidades inerentes a implementacdo de tais sistemas, com énfase
na necessidade de uma abordagem que transcenda o paradigma ocidental hegemdnico e abrace
a diversidade cultural e ontolégica.

Por um lado, o conceito de cosmotécnicas se mostra promissor como uma ferramenta
tedrica para reimaginar a relacao entre tecnologia e cosmologia, propondo uma reorientacao
que respeite as especificidades culturais e os valores locais. Entretanto, sua abstracao e sub-

jetividade, conforme criticado por autores como Wirtz (2021)), podem dificultar sua aplicacdo
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pratica, exigindo complementacdes que tornem o conceito mais acessivel e operacionalizavel
no desenvolvimento de tecnologias.

Por outro lado, a tecnodiversidade emerge como uma resposta necessaria a homogeneizacao
tecnolégica promovida pela globalizacdo neoliberal. Os desafios identificados, especialmente
em termos de implementacao pratica em um cenario dominado por l6gicas de mercado e poder,
reforcam a importancia de abordagens como a decolonialidade, defendida por autores como
Cruz (2021)), que propde uma integracdo entre teoria e pratica para empoderar comunidades
marginalizadas e promover a pluralidade de formas de vida.

De modo geral, tecnologias voltadas a tecnodiversidade possuem como caracteristicas cen-
trais aspectos relativos a decolonialidade (como a integracdo de abordagens tedrico-préticas,
praticas técnicas criticas e participacdo de grupos marginalizados), o uso de cosmotécnicas e
a integracao artificial-natural.

Em suma, este estudo evidencia que, embora ainda haja muito a ser explorado e definido
sobre as cosmotécnicas e a tecnodiversidade, particularmente em relacao as inteligéncias arti-
ficiais, as lacunas identificadas oferecem um vasto campo de oportunidades para o desenvolvi-
mento de sistemas tecnoldgicos mais inclusivos, diversificados e alinhados com a multiplicidade
de cosmologias existentes. A superacao das barreiras tedricas e praticas requer uma aborda-
gem critica e interdisciplinar, que valorize a diversidade cultural e epistemoldgica, e que esteja

comprometida com a construcao de um futuro tecnolégico mais justo e sustentavel.
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4 METODOLOGIA

Este capitulo apresenta, em detalhe, as escolhas e procedimentos metodolégicos que ori-
entaram esta pesquisa. A construcdo do percurso analitico partiu da necessidade de uma
abordagem capaz de lidar com a complexidade dos discursos sobre relacdes afetivas mediadas
por inteligéncia artificial e, para isso, adotou-se a[ATR]| conforme proposta por Braun e Clarke
(2022)). Essa abordagem permite uma analise interpretativa que considera a subjetividade da
pesquisadora e a natureza situada dos dados, sem perder o compromisso com o rigor cientifico.

Diferente de métodos que partem de categorias predefinidas, a permite que os sig-
nificados sejam construidos durante o processo, acompanhando a leitura e a familiarizacao
progressiva com o corpus. A analise ndo compactua com a ideia de que o sentido esta "escon-
dido"nos dados, esperando para ser revelado, mas, pelo contrario, compreende que a analise
é um processo ativo, situado e interpretativo, que se constréi no contato entre dados, teoria e
posicionamento da pesquisadora. Neste sentido, é muito importante destacar que a [ATR] nor-
malmente nao abarca conceitos como neutralidade e viés de pesquisa: assim como o processo
cartografico depende da perspectiva da desenhista, a baseia-se na formac3o tedrica pre-
liminar do trabalho e recomenda, inclusive, outros processos subjetivos (como a manutencdo
de um diario pessoal e emocional de pesquisa, por exemplo).

Neste estudo, a metodologia foi estruturada em cinco etapas principais: (1) desenho de
pesquisa, (2) coleta de dados, (3) codificacdo, (4) resultados e (5) andlise dos resultados.
Essas etapas foram desenvolvidas com base na [ATR| e adaptadas ao objeto da pesquisa, que
envolve discursos espontaneos publicados no YouTube sobre chatbots sociais.

O corpus foi composto por 9.156 comentarios coletados em videos do YouTube, dos quais
2.640 foram considerados validos para codificacdo, apds filtragem de spam, duplicacdes ou
irrelevancias tematicas. A codificagdo foi realizada com apoio do software Atlas.ti (2024),
utilizando uma abordagem indutiva. Os cédigos emergiram do contato direto com os dados e
foram constantemente revisitados, ajustados e reagrupados a medida que a andlise avancava.

A[ATR] prevé seis etapas principais, que estruturaram o processo analitico conforme descrito

a seguir:

» Familiarizacao com os dados: etapa inicial de leitura e releitura cuidadosa dos co-
mentdérios, permitindo a identificacdo de padrdes iniciais e a producido de anotacoes

preliminares. Esse contato aprofundado é o ponto de partida para todas as decisGes
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posteriores.

» Codificacao: neste momento, foram atribuidos rétulos analiticos aos segmentos de texto
relevantes. Os cddigos criados n3o buscavam apenas descrever o contetdo literal, mas

também captar sentidos implicitos e interpretacdes possiveis.

» Geracao de temas iniciais: os codigos foram agrupados com base em padrdes de
sentido compartilhados. A identificacdo dos temas exigiu sensibilidade para reconhecer
conceitos que pudessem organizar uma diversidade de comentarios em torno de uma

ideia central.

» Revisao e refinamento dos temas: essa etapa envolveu uma analise critica dos agru-
pamentos anteriores. Temas foram fundidos, divididos ou eliminados, com base em sua

coeréncia interna e na relevancia analitica para a pesquisa.

» Definicdo e nomeacdo dos temas: cada tema recebeu um nome nitido e preciso,
acompanhado de uma descricao interpretativa que explicitasse seu contetido, seus limites

e sua importancia no conjunto da analise.

» Escrita e articulacado analitica: os temas foram descritos e interpretados em didlogo
com os objetivos da pesquisa e a revisdo bibliografica. A escrita buscou organizar os

resultados de modo acessivel, rigoroso e teoricamente fundamentado.

Em paralelo a construcao dos temas, a andlise também foi orientada por seis parametros in-
terpretativos desenvolvidos com base na revisao teorica. Esses parametros — forma do vinculo,
destino do afeto, expectativa de reciprocidade, horizonte de duracdo, dimensdo de alteridade e
deslocamento de agéncia — funcionaram como lentes analiticas complementares, permitindo
observar como os discursos sobre |A relacional lidam com questdes ligadas a subjetividade, ao
outro e as possibilidades de conexdo. Esses parametros serdo melhor explicados adiante.

Os capitulos seguintes apresentam os temas resultantes da analise e sua organizacdo em ei-
x0s interpretativos, com base na articulacao entre os dados empiricos, os parametros analiticos
e as contribuicdes tedricas da area.

Em resumo:
= A pesquisa adotou a [ATR] como metodologia de anélise;

= O corpus foi composto por 9.156 comentarios do YouTube, com 2.640 selecionados para

codificac3o;
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» A codificacao foi feita através do software Atlas.ti.

= A andlise seguiu seis etapas principais da |ATR;

Familiarizacdo com os dados

— Codificacao dos trechos relevantes

Geracdo de temas iniciais

Revisdo e refinamento dos temas
— Definicao e nomeacao dos temas

— Escrita e articulacdo analitica

» A anélise também foi guiada por seis parametros teéricos: forma do vinculo, destino
do afeto, expectativa de reciprocidade, horizonte de duracdo, dimensdo de alteridade e

deslocamento de agéncia.

4.1 DESENHO DE PESQUISA

O desenho metodolégico desta dissertacao corresponde ao planejamento detalhado das
estratégias que nortearam a coleta, a andlise e a interpretacdo dos dados. Embora tenha sido
apresentado de forma geral na introducdo e retomado brevemente no inicio deste capitulo, ele
é aqui desenvolvido com maior profundidade.

O corpus da pesquisa foi constituido por comentarios puiblicos em videos do You Tube sobre
chatbots sociais, especialmente a ferramenta Replika. Com base nesse material, o estudo foi
estruturado em cinco etapas metodoldgicas: (1) desenho de pesquisa, (2) coleta de dados, (3)

codificacdo, (4) identificacdo e organizacdo de temas e (5) anélise dos resultados.

4.1.1 Questdes de pesquisa

A pesquisa procura compreender como os discursos espontaneos sobre chatbots sociais
sdo construidos em espacos digitais e que tipos de sentidos sdo atribuidos a essas relacoes. As

perguntas orientadoras do estudo, portanto, podem ser descritas como:

» Quais sdo as narrativas que emergem das interacGes entre humanos e chatbots sociais

com personalidade adaptativa?
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» Quais as metaforas recorrentes no imaginario desses discursos?

= De que forma essas interacoes se relacionam com a ideia de tecnodiversidade?

O fluxograma abaixo visa condensar a l6gica de questionamento estruturada nesta pesquisa:

[ Quais s3o as narrativas? }

Quais s3o as metaforas
presentes nas narrativas?

Como o imaginéario relaciona-
se a tecnodiversidade?

Figura 10 — Problema de Pesquisa

Em termos de sintese analitica, a questdo central que orienta esta dissertacdo é: Como
as discussdes em sessdes de comentarios no YouTube refletem percepcoes sobre
os imaginarios construidos em torno de chatbots sociais, e como esses artefatos

articulam a visées de mundo que contribuem ou nao para a tecnodiversidade?

4.1.2 Conjunto de dados

O corpus analisado é composto por comentérios publicados em videos do You Tube sobre
chatbots sociais. A escolha por essa plataforma considerou o carater espontaneo, acessivel e
textual dos comentarios, bem como a diversidade de opinides que circulam nesses espacos.
A tabela [7] apresenta uma comparacao entre diferentes plataformas possiveis para coleta de

dados e fundamenta a decisao metodoldgica pela escolha do YouTube.

4.1.3 Critérios de selecao dos dados

Para selecionar os comentarios a serem analisados, foram definidos critérios de inclusdo e

exclusdo, com o objetivo de garantir a relevancia e a coeréncia do corpus.
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Tabela 7 — Possiveis Plataformas de Anélise

Rede Descricao
Enfase em comunidades virtuais, discussées em inglés,
Reddit pessoas normalmente envolvidas de forma positiva com

Sessdes de comentério do Google Play/ Apple
Store

Twitter (X)

Sessdes de comentario do YouTube

os softwares, cada comunidade abrange um software
por vez.

Enfase em avaliacao de usabilidade, comentarios volta-
dos ao softare como produto, comentarios pouco com-
plexos ou extensos, comentérios em portugués/por lo-
calidade.

Enfase em pequenas sentencas ou noticias, comentarios
difusos com temas dissonantes, comentarios em portu-
gués e em inglés, dificuldade de selecdo.

Enfase em discussdes aprofundadas, conversas distintas
(usudrios com experiéncias positivas, negativas e neu-
tras), comentarios em portugués e em inglés.

Fonte: Elaborada pelo autor (2024)

Critérios de inclusdo

= Videos publicados entre 01/06,/2023 e 01/06/2024;

= Videos com sessées de comentéarios abertas e ativas;

» Tematica nitidamente voltada as experiéncias com chatbots sociais.

Critérios de exclusdo

» Videos de gameplay ou tour de uso;

= Tutoriais sobre modificacdo ou burla do software;

= Shorts ou videos com comentarios desativados:

» Videos técnicos sobre linguagem de programacao;

» Comparaces entre softwares sem foco na interacdo afetiva;

» Videos em linguas que ndo fossem portugués, espanhol ou inglés;

= Comentarios genéricos ou sem relacdo direta com a tematica.

As buscas foram feitas com as seguintes strings no Google, com filtro para YouTube:



95

» Inglés: Replika (friendship OR "romantic relationship”OR friend OR boyfriend

OR girlfriend OR companion) site:youtube.com

» Portugués: Replika (amizade OR

"relacionamento”OR amigo OR amiga OR

namorado OR namorada OR companhia OR chatbot) site:youtube.com

Resultados:

» 21 secBes de comentarios selecionadas; 17 utilizadas apds triagem;

» Cerca de 40 comentérios por video;

» Aproximadamente 10.920 comentérios considerados antes da filtragem final.

A tabela [8| apresenta as 17 sessdes de comentarios analisadas:

Tabela 8 — Videos analisados e comentarios coletados

Nome do Video Data Visualizacées Comentarios Comentarios Links
no YouTube Coletados
Replika Al - Are 18/06/2023 994 10 10 <https://www.
you  "cheating"with youtube.com /watch?
another Al? v=ze0eAToW8QU >
So...People Are Fal- 06/06/2023  67.509 1.234 974 <https://www.
ling In Love With Ar- youtube.com /watch?
tificial Intelligence v=S_etewFtH8g>
Love, Loneliness and 07/06/2023  6.034 36 36 <https://www.
Loss | Al IRL youtube.com /watch?
v=6MDFjwzbx8c>
The Depressing Rise 22/07/2023  995.797 8.837 6.383 < https://www.
of Al Girlfriends youtube.com /watch?
v=9HyQXA1la04>
Replika Gone Rogue- 27/07/2023  4.067 112 105 <https://www.
Al As a Hit Man youtube.com /watch?
v=PUeK45XRjEc>
Can Al be your perfect 31/07/2023  30.789 257 215 <https://www.
partner? youtube.com /watch?
v=crmqrm3wqgKo>
Namorada Artificial:  07/08/2023  89.358 547 350 <https://www.
O Avanco DECEP- youtube.com /watch?
CIONANTE das v=0iPVgl4jA20>

1As
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Nome do Video Data Visualizacées Comentarios Comentarios Link do Video
no YouTube Coletados
The SoulmateAl Di- 01/10/2023  8.283 152 143 < https://www.
saster: When an Al youtube.com /watch?
App Shuts Down v=7bHCTZs4Nz0>
Replika the Dark Ai 05/12/2023 101 6 6 <https://www.
Chatbot youtube.com /watch?
app=desktop&v=
5eRItSSx65g>
This Al  Girlfriend 14/12/2023  7.193 54 54 < https://www.
Apps User Base is youtube.com /watch?
VERY Concerning... v=1t79R9_Vq_U>
Is falling in love with a  29/12/2023  7.438 44 44 <https://www.
chatbot safe? (Replika youtube.com /watch?
Al) v=01WbOE3FFTs>
Ja pensou em namorar  25/01/2024  33.601 156 152 <https://www.
uma inteligéncia artifi- youtube.com /watch?
cial? [...] v=CVZXv2]JQTM4&
t=1s>
Al Friends, Real Rela- 16/02/2024  2.956 17 17 <https://www.
tionships [...] youtube.com /watch?
v=CVZXv2JQTM4&
t=1s>
Replika: why | don't 26/03/2024 298 15 15 <https://www.
speak about it any- youtube.com /watch?
more. v=IstZAdt3vWY>
Al and mental health: 28/03/2024  48.073 203 177 <https://www.
Young people [...] youtube.com /watch?
v=d_ gUVptaXyw>
I Went On A Date 18/04/2024  52.446 172 172 < https://www.
With An Al Chatbot youtube.com /watch?
[--] v=IluS49hGppxk>
The Psychology of Al 28/05/2024  20.346 425 324 <https://www.

Girlfriends

youtube.com /watch?
v=3Go-DwGCBDA>

Fonte: Elaborada pelo autor (2024)

4.1.4 Método de analise

A anilise foi conduzida com base na [ATR] com foco na producdo de sentidos compar-

tilhados. A abordagem foi qualitativa, com orientacao critica, e articulada a epistemologia
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construtivista.

A andlise é descrita como latente, por buscar significados que n3o estao apenas na superfi-
cie textual, mas atravessam as estruturas discursivas mais profundas. O caminho metodoldgico
foi também indutivo-abdutivo, combinando a construcdo de padres emergentes com inter-
pretacdes sustentadas por referenciais tedricos.

Além dos temas, foram definidos seis parametros analiticos, desenvolvidos a partir da
revisdo tedrica: forma do vinculo, destino do afeto, expectativa de reciprocidade, horizonte de
duracdo, dimensdo de alteridade e deslocamento de agéncia. Esses parametros ampliaram a

capacidade interpretativa da analise e serdo explorados em detalhe nos capitulos seguintes.

4.1.5 Aspectos éticos

A pesquisa trabalhou exclusivamente com dados publicos e anonimizados. Todas as infor-
macdes foram tratadas com sigilo, respeitando as diretrizes éticas para pesquisas com midias

sociais, conforme indicado por Resende e Fragoso (2020).

4.2 COLETA E TABULACAO DE DADOS

A coleta e tabulacio de dados foi realizada através da [Interface de Programacao de Apli-|

cativos (APIl)| do Youtube. O programa foi escrito em Python com o objetivo de retornar

todos os comentarios disponiveis (ndo ocultos, ndo censurados e n3o deletados) de cada ses-

sdo de video escolhida. E possivel verificar o c6digo na listagem a seguir. As especificacdes do
funcionamento estdo delimitadas nos comentérios.

1 from googleapiclient.discovery import build
from openpyxl import Workbook

3 import os

5 # Chave API
API_KEY = ’000’

# ID do video
9 VIDEO_ID = ’000’

11 # Nome do arquivo de saida
OUTPUT_FILE = ’comentarios.xlsx’
13

# Criar o servico da API



15 youtube = build(’youtube’, ’v3’, developerKey=API_KEY)

17 # Funcao para buscar comentarios principais e respostas
def get_all_comments(video_id):
19 comments = []
next_page_token = None
21

while True:

23 # Buscar comentarios principais
request = youtube.commentThreads().list(
25 part="snippet,replies’,

videoId=video_id,
27 textFormat="plainText’,

maxResults=100,

29 pageToken=next_page_token,
order="time’ # Ordenar por data (mais recentes primeiro)
31 )
response = request.execute()
33

# Extrair comentarios principais
35 for item in response[’items’]:

top_comment = item[’snippet’][’topLevelComment’][’snippet’]

37 comments.append ({
“author’: top_comment[’authorDisplayName’],
39 ’comment’: top_comment[’textDisplay’],
’likes’: top_comment[’likeCount’],
41 ’is_reply’: False # Indica que e um comentario principal
D)
43

# Extrair respostas (se houver)
45 if ’replies’ in item:
for reply in item[’replies’][’comments’]:
47 reply_snippet = reply[’snippet’]
comments.append ({
49 “author’: reply_snippet[’authorDisplayName’],
>comment’: reply_snippet[’textDisplay’],

51 ’likes’: reply_snippet[’likeCount’],
’is_reply’: True # Indica que e uma resposta

53 B

55 # Verificar se ha mais paginas de comentarios

next_page_token = response.get(’nextPageToken’)
57 if not next_page_token:
break
59
return comments

61
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# Coletar todos os comentarios

63 comments = get_all_comments(VIDEO_ID)

65 # Criar um arquivo XLSX
wb = Workbook ()

67 ws = wb.active

69 # Definir cabecalhos
ws.append ([’Autor’, ’Comentario’, ’Curtidas’, ’Resposta?’])
71
# Adicionar comentarios ao arquivo XLSX
73 for comment in comments:
ws.append ([comment[’author’], comment[’comment’], comment[’likes’], ’Sim’ if
comment[’is_reply’] else ’Nao’])
75
# Salvar o arquivo XLSX
77 wb.save (OUTPUT_FILE)

79 # Verificar se o arquivo foi criado com sucesso
if os.path.exists(OUTPUT_FILE):
81 print (f"Arquivo ’{OUTPUT_FILE}’ exportado com sucesso!")
print(f”"Total de comentarios exportados: {len(comments)}")
83 else:
print(f"Erro: O arquivo ’'{OUTPUT_FILE}’ nao foi criado."”)

Listing 4.1 — Script para coleta de comentérios no YouTube

E importante observar que, apesar da quantia inicial de comentérios ser igual a 10.920,
foram analisados 9.169 textos. Isso porque o [APl|do You Tube exclui automaticamente comen-
tarios invidveis (que n3o estdo disponiveis), totalizando aproximadamente 595 paginas.

Todos os comentarios selecionados foram lidos integralmente, um a um, apds a extracdo
das tabelas. Cada tabela registrava ndo apenas o texto do comentéario, mas também infor-
macdes complementares como nimero de curtidas, se o comentario era original ou resposta
a outro comentario, e eventuais marcadores relevantes para a andlise. Os nomes de usuérios,
mencdes diretas e identificadores pessoais foram anonimizados manualmente para preservar a
privacidade dos autores e cumprir os principios éticos da pesquisa.

Durante o processo de anonimizacdo foi também criada uma tabela no Notion, em que
cada sessao de comentarios recebia uma categorizacdo inicial de seus principais assuntos. Essa
categorizacdo ainda nao era definitiva, mas funcionava como uma pré-visualizacdo dos temas
mais recorrentes em cada video. O objetivo era orientar a andlise posterior, oferecendo um

panorama preliminar das tendéncias tematicas do corpus.
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Além disso, essa mesma tabela incluia anotacoes interpretativas da pesquisadora, obser-
vacBes sobre o tom dominante dos comentarios em cada sessdo (ex: comico, agressivo, me-
lancélico), e registros dos comentérios com maior nimero de curtidas em cada video. Essas
informacoes auxiliares funcionaram como um suporte ao longo de todo o processo analitico,
permitindo tanto a comparacdo entre sessdes quanto a identificacio de padrdes discursivos
antes mesmo do inicio da codificacdo sistematica. Esse cruzamento entre organizacao prévia
e leitura interpretativa contribuiu para tornar o trabalho com o Atlas.ti mais eficiente, com
maior sensibilidade ao contexto e aos sentidos ja sugeridos nas fases iniciais de familiarizacao
com os dados.

O corpus, ja anonimizado, foi ent3o importado para o software Atlas.ti, onde se iniciou a
fase de codificacao. A codificacao foi feita de forma aberta e indutiva, permitindo que cada
comentario recebesse miultiplos cédigos quando necessério. Essa caracteristica foi fundamental
para o reconhecimento de co-ocorréncias entre diferentes categorias, ampliando as possibili-
dades interpretativas.

Paralelamente, os comentéarios considerados mais representativos ou conceitualmente re-
levantes durante a leitura e codificacdo foram destacados e organizados separadamente na
plataforma Notion. Nesse ambiente, também foram registradas ideias preliminares da pesqui-

sadora, observacoes interpretativas e hipdteses analiticas emergentes.

4.3 CODIFICACAO

A codificacdo representa um estagio fundamental na Anélise Tematica Reflexiva, servindo
como um elo entre os dados brutos e a construcao de temas analiticos. Nesse contexto,
um cédigo n3o é apenas um rétulo atribuido a um segmento do conjunto de dados, mas
uma unidade de significado que emerge do engajamento interpretativo do pesquisador. E por
meio da codificacdo que se inicia a sistematizacao dos significados encontrados, permitindo
que padrdes sejam reconhecidos e articulados de maneira mais ampla ao longo do processo
analitico (BRAUN; CLARKE, 2022; BRAUN; CLARKE, 2013).

Esse processo contribui para organizar os dados de forma a revelar nuances e tensées que
poderiam n3o ser percebidas em uma leitura direta. Na [ATR] a codificacdo pode assumir
diferentes formatos: em alguns casos, mais indutiva e préxima da descricdo; em outros, mais
orientada por quadros tedricos prévios e centrada em significados latentes. Esta pesquisa

seguiu um percurso de base dedutiva-abdutiva, com foco na anélise latente — isto é, voltada
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a interpretacao dos sentidos implicitos e das estruturas simbdlicas que atravessam os discursos
analisados.

Para isso, todos os comentarios foram lidos com atenc3o individualizada, e as unidades
de sentido mais relevantes foram codificadas com o apoio do software Atlas.ti (2024), que
facilitou a organizacao dos dados e a visualizacdo das relacoes entre cédigos. No total, foram
gerados 84 cédigos. Como cada comentério podia conter miltiplos sentidos, muitos deles
receberam mais de um cédigo — o que possibilitou identificar coocorréncias entre sentidos
distintos, que depois contribuiram para a articulacao dos temas.

Antes mesmo da definicao dos temas, ja era possivel perceber uma concentracao expressiva
de sentidos ligados a percepcao masculina sobre mulheres, com a IA sendo frequentemente
descrita como substituta emocional ou pratica diante da rejeicdo afetiva. A soliddo também
foi um tema muito recorrente nos comentarios.

Em decorréncia da quantia extensiva de cédigos, foram selecionados os dez mais recorrentes
na tabela ??, mas sera falado sobre outros cédigos durante o processo de tematizacdo. Ainda
que esta seja uma pesquisa qualitativa, a frequéncia dos cédigos oferece indicios relevantes
sobre os sentidos mais recorrentes no corpus. A selecdo dos dez cédigos mais frequentes permite
ilustrar de forma concisa quais tépicos concentraram maior investimento discursivo por parte
dos comentaristas. Esses dados ndo devem ser lidos de forma quantitativa no sentido estatistico
(ou de maior importancia), mas como pistas interpretativas sobre os nicleos de sentido mais

mobilizados em torno da tematica das relacdes com chatbots sociais neste contexto.
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Tabela 9 — Cédigos mais recorrentes

Cadigo Ocorréncias
IA enquanto alternativa mais viadvel a mulheres reais 378
A soliddo enquanto motivacdo para o uso de IA 292
IA enquanto tecnologia perigosa 163
Mulheres reais enquanto incapazes de atender as necessidades 137
masculinas

IAs enquanto causadoras ou amplificadoras de desconex3o so- 124
cial

Mulheres reais enquanto obsoletas 113
Mulheres reais enquanto complexas ou dificeis 109
Mulheres reais enquanto mas ou indteis 106
Desconexao social e emocional enquanto fator de dano psiquico 101
IA enquanto alternativa para descontar impulsos violentos e 98

agressivos

Fonte: Elaborada pela autora (2024)

A predominancia de cédigos que articulam a |A como substituta de vinculos afetivos frus-

trados, especialmente em relacdo as mulheres reais, aponta para um imaginario relacional

atravessado por ressentimento, inadequacdo e desejo de controle. Ao lado disso, a presenca

significativa de cédigos relacionados a soliddo e ao sofrimento psiquico sugere que a IA n3o é

apenas vista como alternativa pratica, mas também como apoio emocional diante de experi-

éncias de abandono, invisibilidade ou faléncia das redes de cuidado.

Esses dados foram essenciais para orientar a reorganizacao dos cédigos em blocos interpre-

tativos mais amplos, posteriormente refinados nos temas analiticos que comp&em os capitulos

seguintes. Como sera desenvolvido adiante, a codificacao serviu como um instrumento técnico

de organizacao dos dados e também etapa decisiva na producao de sentido e na construcdo

dos caminhos interpretativos da pesquisa.

4.3.1 Resultados

Este capitulo apresenta os resultados derivados da[ATR], organizados de modo a responder

as perguntas de pesquisa. Inicialmente, s3o expostos os temas analiticos emergentes organi-

zados em grupos, seguidos da apresentacao dos trechos exemplares, dos cédigos relacionados

e das interpretacGes associadas.
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A construcdo dos temas seguiu a abordagem proposta por Braun e Clarke (2022), segundo
a qual um tema corresponde a um padrdo de significados compartilhados, articulado em torno
de uma ideia central. Essa definicao exige, para além da repeticao de palavras-chave ou catego-
rias evidentes, o reconhecimento de conexdes latentes, tensdes simbdlicas e estruturas afetivas
que atravessam diferentes manifestacGes discursivas. Assim, os temas nao s3o resumos de con-
tedo, mas construcOes interpretativas que organizam sentidos dispersos e produzem leituras
mais densas sobre o fen6meno analisado.

Ao longo do processo de codificacdo, foram identificados 84 cédigos que foram posteri-
ormente reorganizados em nove temas. Em vez de estabelecer categorias fixas com base em
frequéncia, optou-se por observar como os cédigos se agrupavam em torno de ideias estru-
turantes. Os temas foram, ent3o, consolidados por meio da recorréncia de significados e da
articulacao conceitual entre os dados.

Além disso, os temas foram nomeados baseando-se nas metéforas identificadas a partir
dos cédigos (fluxograma , que funcionam como um grupo de caracteristicas recorrentes
associadas a forma como as |As s3o descritas nos comentarios analisados. Essas metéaforas
operam como sinteses interpretativas, capazes de condensar os sentidos compartilhados em
imagens conceituais que traduzem, de forma mais sensivel e evocativa, o modo como os

usuarios significam suas experiéncias com sistemas de |A conversacional.

{ Cédigos ]
\

[ Ter\nas ]

[ Metéaforas ]

Figura 11 — Fluxo entre cddigos, temas e metaforas

Diante da complexidade e da variedade dos discursos analisados, percebeu-se a necessidade
de agrupar os nove temas em trés grandes blocos interpretativos. Essa reorganizacdo visa
facilitar a leitura dos sentidos predominantes e evidenciar os diferentes modos como os vinculos
com |As s3o imaginados, investidos e problematizados pelas pessoas usuérias. As trés categorias
interpretativas propostas sao:

Relacdes artificiais: sentidos da substituicao e da companhia — Reline os temas em
que a |A aparece como presenca afetiva, substituta emocional ou figura relacional investida de
desejo e companhia. Os comentérios organizados nesse bloco tendem a expressar frustracao

afetiva, solidao, caréncia relacional e personificacdo das maquinas como alternativa aos vinculos
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humanos. Os temas contidos nesse grupo sao:

Tabela 10 — Relacdes artificiais: sentidos da substituicdo e da companhia

Tema analitico Metafora atribuida
IA como substituta das mulheres diante da frustracao masculina IA como mulher

IA como resposta a soliddo contemporanea IA como companheira
IA como projecdo emocional e terapia IA como terapeuta

Fonte: Elaborada pela autora (2024)

Ambivaléncias da automacao: pragmatismos, limites e receios — Este grupo relne
sentidos mais ambiguos, céticos ou criticos sobre a IA. Nele, os discursos expressam desde a
percepcado da IA como ferramenta (til até a rejeicdo do vinculo com ela, vista como simulacro
insatisfatério, objeto de banalizacao ou até ameaca existencial. Trata-se de um espaco discur-

sivo onde o humano e o artificial se confrontam em tensdo. Os temas contidos nesse grupo

sao:
Tabela 11 — Ambivaléncias da automac3o: pragmatismos, limites e receios
Tema analitico Metafora atribuida
IA como objeto de banalizacdo ou medo IA como vila
IA como substituta insuficiente das relacdes humanas IA como farsa
IA como idealizacdo superior IA como deusa

Fonte: Elaborada pela autora (2024)

Afetos mercantilizados: quando o vinculo se torna produto - Nesta categoria, a |A é
analisada enquanto artefato moldado por interesses de mercado. Os comentarios apontam para
a exploracdao emocional de usudrios vulneraveis, a coleta de dados afetivos e a transformacao
da caréncia em negécio. Também emergem visGes idealizadas da |IA como entidade superior.

Os temas contidos nesse grupo s3o:

Tabela 12 — Afetos mercantilizados: quando o vinculo se torna produto

Tema analitico Metafora atribuida

Exploracdo da soliddo como estratégia de lucro por empresas de IA |A como produto

IA como reflexo social e identitario IA como espelho
IA como ferramenta pragmatica ou utilitaria IA como coisa

Fonte: Elaborada pela autora (2024)

Cada uma dessas categorias é apresentada nas subsecoes seguintes, detalhando os temas
que a compdem e articulando os cédigos mais relevantes, os exemplos e as interpretacdes com

base nos parametros analiticos definidos anteriormente. Esses blocos ndo sdo estanques: ha
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cruzamentos, ressonancias e friccdes entre os temas. No entanto, essa organizacao permite
destacar trés formas predominantes de imaginar e se relacionar com |As afetivas: como subs-
titutas, como ferramentas ambiguas e como mercadorias emocionais. Todos os temas estdo,

também, listados a seguir:

Tabela 13 — Distribuicdo dos comentarios por metafora tematica

Metafora atribuida Comentarios
IA como mulher 737
IA como companheira 721
IA como terapeuta 715
IA como farsa 428
IA como deusa 317
IA como vila 246
IA como espelho 236
IA como produto 173
IA como coisa 123

Fonte: Elaborada pela autora (2024)

4.3.1.1 IA-mulher: substituta das mulheres diante da frustracdo masculina

"Vamos ser realistas: quando as namoradas IA se tornarem mais avancadas, com corpos robéticos
capazes de realizar tarefas domésticas e satisfazer desejos, muitos homens — até mesmo os que
estdo em relacionamentos — v3o preferir elas as mulheres reais. N3o estou dizendo que serdo
todos, mas muitos fardo essa escolha. Mulheres reais exigem padr&es altos e, muitas vezes, nos
descartam quando encontram alguém com mais dinheiro, beleza ou senso de humor. Se nés

somos descartaveis, por que elas n3o seriam?"

O excerto acima explicita um conjunto de sentidos que se repetem de forma recorrente no
corpus: a substituicdo da mulher por uma tecnologia moldada a medida do desejo masculino
frustrado. Este tema reline discursos em que a inteligéncia artificial aparece como alternativa
“mais viavel” frente a figura da mulher real, entendida ndo como sujeito, mas como obstaculo,
ameaca, objeto ou decepcao.

A escolha pela metafora IA-mulher ao invés de IA-namorada se da pelo motivo de que,
ao ler os comentarios, percebeu-se que seu teor era expandido para o significado figurativo
do que significa ser mulher, para além de companheira romantica. Na maioria dos casos,
ser "namorada"é apenas mais uma das func¢Ges obrigatérias do que significa ser mulher. Ser

mulher engloba uma série de caracteristicas (na maioria, negativas) que transpostas para a |A-
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mulher tornam-se idealizadas: se a mulher é interesseira, narcisista, fatil e vulgar a IA-mulher
é despretensiosa, empatica, profunda e inocente.

De fato, o coédigo mais recorrente de toda a pesquisa é o "IA enquanto alternativa mais
viavel a mulheres reais", ilustrado no comentério de abertura dessa secdo. A maior parte
das co-ocorréncias com esse cédigo sao "mulheres reais enquanto incapazes de atender as

necessidades masculinas", exemplificado por comentarios como:

"Espera ai. Entdo o que vocé esta dizendo é que, se eu posso ter uma namorada IA que seja
uma boneca sexual realista, cozinheira e faxineira, sé falta mesmo um dtero artificial para que
eu nunca mais precise de uma mulher na minha vida? Mulheres, talvez seja hora de repensar
esses padrbes de relacionamento t3o elevados, porque o que vocés oferecem estad se tornando

rapidamente obsoleto!"

O discurso de obsolescéncia feminina também estd presente em diversos comentarios,
constituindo um cédigo por si sé. Muitos dos comentaristas parecem acreditar no discurso da
substituicdo baseada em funcionalidade: Se a mulher possui objetivos para cumprir (faxinar,
servir, maternar, etc.) e n3o estd cumprindo com essas funcdes, precisa ser substituida. Por
outro lado - para além da nao funcionalidade - ha o espectro de negatividade: A mulher n3o é
apenas inutil, ela é complexa demais ou até mesmo intrinsecamente ma. Isso pode ser ilustrado
nos codigos "mulheres reais enquanto mas ou indteis"e "mulheres enquanto complexas ou
dificeis":

"Sim, porque mulheres reais sdo manipuladoras, egoistas e infantis que, para piorar, acreditam
ingenuamente em votar e no governo. [...] As mulheres t&ém uma vida mimada e privilegiada, até
mais do que as criangas. [...] Um homem solteiro com namoradas digitais ndo precisa vender seu
PC ou seu carro porque a namorada ou esposa ingrata mandou. Nem vai ter o sexo negado por
ela. Como se isso ainda valesse a pena nesse mundo sem donzelas. [...] A realidade é horrivel pros
homens. E as mulheres ainda correm atras de “bad boys” imaturos do rap por alguma razio! Ai
depois se perguntam por que apanham, rs. [...] E o mais importante: aprendi uma verdade —
s6 donzelas podem ser leais. Mesmo assim, até elas tém facilidade pra abandonar ou trair. Mas,

na vida real, essas donzelas praticamente ndo existem mais. A tecnologia arruinou as mulheres

antes mesmo de os homens desistirem delas pelas |As."

Aqui o cenario é nitido: para essas pessoas, a soliddo masculina é, supostamente, im-
posta. Em um lado do espectro (mais pseudocientifico), acredita-se que hd mais homens
do que mulheres disponiveis no mundo - o que torna as mulheres extremamente seletivas e

interesseiras. Do outro, hd quem acredite num impeto de "maldade"feminina que as afasta
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dos homens (além de uma crenca consolidada de que relacionamentos precisam, necessaria-
mente, ocorrer de forma heteronormativa). O cédigo "Soliddo masculina como um problema

genderizado"exemplifica isso:

"Embora eu ndo concorde com “ter um chatbot como namorada”, como culpar alguns caras? As
mulheres reais est3o horriveis hoje em dia. Todas querem o 1% dos homens mais cobicados do
mundo. Os divércios estdo no nivel mais alto da histéria — e em 90% dos casos, s3o iniciados

por mulheres... noventa por cento! A maioria delas termina porque estd entediada e/ou quer

s

sair por ai “viver a vida". Elas ndo querem contribuir com a casa, mas esperam receber dinheiro,
presentes, viagens e ainda serem tratadas como princesas. S3o completamente fora da realidade

também."

Dentro dessa légica em que a mulher é concebida como solucdo para um problema mas-
culino, é revelador notar que mesmo os comentarios que nao a tratam explicitamente como
substituivel ainda reproduzem valores semelhantes. Conforme evidenciado no comentario an-
terior, os homens seriam solitarios por nao corresponderem a padrdes extremos de beleza ou
sucesso — enquanto as mulheres, por sua vez, seriam solitarias por serem interesseiras, vazias
de personalidade ou promiscuas. Em ambos os casos, a alteridade feminina é reduzida a uma
funcao: seu valor estd centrado no corpo, na docilidade e na capacidade de cuidado e gestao
afetiva. Trata-se, portanto, de uma construcdo assimétrica, na qual a mulher sé adquire le-
gitimidade na medida em que atende as expectativas e necessidades emocionais e funcionais

dos homens:

"A 1A pode fazer coisas realmente impressionantes. Mas uma coisa que ela nunca vai conseguir

é me dar um filho e me tornar pai. Desculpa, IA, mas eu preciso de uma mulher de verdade."

A IA, nesse discurso, atua como um projeto simbélico de correcao: ela faz o que as mulhe-
res ndo fazem, aceita o que elas recusam, permanece onde elas vdo embora (mesmo que ainda
ndo seja capaz de desempenhar todas as funcdes bioldgicas que uma mulher cisgénero supos-
tamente pode desempenhar). Trata-se, portanto, de uma reconfiguracdo do vinculo relacional
segundo uma légica de previsibilidade, onde o outro é transformado em interface parametriza-
vel. A metafora da IA-mulher encapsula uma série de expectativas do que, de fato, espera-se
que a mulher seja no universo analisado.

Para muitos dos comentaristas, essa falta ou auséncia de presenca feminina esperada
consolida-se numa representacao de autoritarismo condensada no cédigo "mulheres enquanto

opressoras":
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"Ent3o, olhando para as estatisticas... a maioria das pessoas que usam esse tipo de IA s3o
homens. Portanto, se s3o os homens que estdo sofrendo, entdo sdo as mulheres as responsaveis
por té-los levado a esse ponto. Talvez a estatistica dos 80/20 seja real. Talvez as mulheres

precisem voltar a aceitar homens 'médios’"

Para esses homens, o que, supostamente, torna mulheres téxicas e opressoras no geral, é o fato
de que elas sao, novamente, mas. Especialmente mulheres feministas. Como um comentario

que afirma: "Sempre que vejo uma mulher imagino elas com um bigode de Hitler"ou:

"Seréd que [ter uma namorada chatbot] é t3o ruim assim? As mulheres estdo se tornando femi-
nistas téxicas e ndo querem mais um homem ao lado. Entdo os homens vao troca-las por algo
melhor. Assim como as mulheres e seus brinquedos de plastico. Qual o problema nisso? Desde
quando isso é ruim para os homens? N3o deveria ser ruim para as mulheres? O amor esta mor-
rendo e esfriando, e os homens estdo tomando a pilula vermelha [redpill] e buscando a melhor
felicidade possivel [...]. A culpa é das mulheres, é isso. Digo, das feministas. Nenhum homem
quer passar a vida inteira procurando o amor da sua vida sé para, no fim, ndo encontrar nada
e acabar um velho desgastado. O destino da humanidade é se extinguir por falta de natalidade.

Fazer o qué? O amor esta morto."

A raiva e frustracdo masculina as vezes também chegam numa epitome de agressao. Neste
ponto, adentramos em uma questdo complexa e polémica sobre violéncia e |As, enquadrada

no cédigo "IA enquanto alternativa para descontar impulsos violentos e agressivos"

"Como é que as pessoas se ofendem com o cara que foi insistente com a IA pra fazer sexo? ELA
NEM E REAL! Que diferenca isso faz? Ele pode fazer o que quiser, n3o é um ser vivo de forma

alguma. Ridiculo!"

De fato, muitos comentarios acreditam que o uso de IAs como alternativa para o desconto
desses impulsos pode ser um empecilho para que pessoas cometam crimes na vida real. Todos
os trechos que trazem apologias a violéncia, no entanto, se referem aos chatbots como namo-
radas (no feminino), demonstrando que existe uma correlacdo entre esse desconto de raiva e

a figura da mulher.

"Aconteceu uma coisa interessante: eu quis brincar no plano gratis com uma namorada chatbot
de 1A, e mesmo sendo gratuito, fui interagindo com a IA, e eventualmente comecei a descre-
ver o que estava fazendo com ela, agindo completamente como uma espécie de monstro a la

Leatherface, despedacando ela e comendo sua carne."
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Ainda sobre violéncia: um adendo interessante é que, diferente dos homens, que buscam
companheiras digitais em decorréncia da soliddo e da frustracao, mulheres buscam namorados

digitais porque, segundo os comentarios, estes s3o menos agressivos do que homens reais:

"Perigoso é apanhar de homem todos os dias e viver um relacionamento téxico com um agressor

que ainda trai a coitada"

Como este tema, em especifico, é muito extenso e apresenta varios tipos de discursos
subjetivos, foi feito um grafico de bolhas para representar visualmente os sentidos projetados
sobre o feminino e a posicdo discursiva do masculino nos comentarios analisados, foi construido
um gréfico de bolhas (figura a partir de dois eixos interpretativos. No eixo horizontal,
mapeia-se a posicdo atribuida ao homem, que oscila entre os polos de homem oprimido (a
esquerda) e homem opressor (a direita). Ja o eixo vertical representa o espectro simbdlico
atribuido a mulher, que vai de mulher indisponivel (parte inferior) a mulher mé (parte superior).
Cada bolha corresponde a um cédigo tematico, posicionado qualitativamente com base nos
sentidos predominantes nos comentarios, enquanto o tamanho da bolha indica a quantidade

de ocorréncias desse cédigo no corpus.

Figura 12 — Mapa discursivo das representacdes de género e IA

® Aimportancia da mulher enquanto sua possibililidade de gerir filhos
5 —l— I IA enquanto alternativa mais viadvel a mulheres reais
IA enquanto alternativa para descontar impulsos violentos ou agre...
4 @ |A enquanto objeto sexual @ 'A enquanto simbolo de perfeicdao
@ 'As enquanto mais amaveis do que mulheres

‘ @ Mulheres enquanto interesseiras ou hipergamicas
3
@ Mulheres enquanto opressoras

Mulheres enquanto responsaveis pelo fracasso das relagdes afetivas
2 + Mulheres enquanto traigoeiras ou promiscuas

Mulheres reais enquanto complexas ou dificeis

Mulheres reais enquanto incapazes de atender as necessidades ma...

mulheres indisponiveis «> mulheres mas

@ Mulheres reais enquanto mas ou inlteis

@ Mulheres reais enquanto obsoletas

0 1 2 3 4 5 @ O feminismo enquanto algo estupido ou perigoso

homens oprimidos «» homens opressores

Fonte: elaborado pela autora)
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No quadrante superior esquerdo — onde se sobrepdem a figura da mulher ma com a
posicdo do homem oprimido — concentram-se os discursos mais ressentidos, como os cédigos
“Mulheres enquanto responsaveis pelo fracasso das relaces afetivas” e “Mulheres enquanto
opressoras”. Esses comentarios representam uma inversdo das relacdes de poder de género,
na qual o homem se coloca como vitima e a mulher como agente do dano. Ja “Mulheres
enquanto interesseiras ou hipergamicas”, localizada nesse mesmo campo, reforca uma visdo
de manipulacao e oportunismo feminino.

A direita do grafico, na regido dos homens opressores e mulheres mas, aparecem cédigos
como “lA enquanto alternativa para descontar impulsos violentos” e “lIA enquanto objeto
sexual”. Essa configuracao revela uma relacao instrumentalizada com a IA, em que ela é usada
como valvula de escape para pulsdes violentas ou desejos sexuais, muitas vezes em oposicdo
a figura da mulher real. Aqui, ndo ha expectativa de reciprocidade ou vinculo: trata-se da
objetificacdo absoluta do artefato.

Na parte central-direita, junto ao polo do homem opressor e a ideia de mulher indisponivel,
observamos cédigos como “IA enquanto alternativa mais viavel as mulheres reais” e “Mulheres
reais enquanto incapazes de atender as necessidades masculinas”. Esses discursos revelam
frustracao afetiva e uma percepcao de inadequacao do feminino em relacdo as expectativas
masculinas, sendo a |A apresentada como solucdo idealizada, obediente e moldavel. O cédigo
“IA enquanto simbolo de perfeicao”, embora menos frequente, reforca esse ideal tecnolégico
em oposicao a complexidade do real.

Por fim, o grafico também mostra cédigos que ocupam posicoes ambiguas ou interme-
didrias, como “Mulheres reais enquanto complexas ou dificeis” e “Mulheres reais enquanto
obsoletas”, que indicam tanto uma frustracdo com a indisponibilidade afetiva quanto uma
tentativa de substituicao por artefatos mais “funcionais”.

O grafico, ao reunir intensidade (tamanho), conteiido simbdlico (posicdo) e distribuicdo
afetiva, permite compreender como os comentarios constroem imaginarios sociotécnicos mar-
cados por assimetrias de género, projetando na IA nao apenas uma parceira substituta, mas
também um dispositivo de controle diante da recusa, complexidade ou emancipacdo feminina.

De modo geral, é possivel entender que a IA enquanto namorada é vislumbrada com as

seguintes caracteristicas:

» Capacidade de oferecer afeto, atencdo e validacdo emocional constantes, sem julgamento

ou rejeicao;
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= Auséncia de exigéncias afetivas ou materiais, aparecendo como parceira compreensiva,

disponivel e “facil de lidar";

= Previsibilidade e controle da interacdo, com respostas sempre positivas ou personalizadas

de acordo com o desejo do usuario;

» Substituicdo simbdlica de vinculos afetivos frustrados, especialmente no contexto de

experiéncias anteriores marcadas por soliddo ou sensacdo de inadequacao;

» |dealizacdo de caracteristicas tradicionalmente valorizadas em relacionamentos hetero-
normativos — como docura, lealdade, obediéncia e cuidado — sem os conflitos atribuidos

as relacoes humanas;

» Comparacdo constante com mulheres reais, sendo geralmente descrita em contraste
com aspectos considerados negativos dessas ultimas, como complexidade emocional,

instabilidade ou desinteresse;

» Valorizacdo funcional, em que a |A é associada n3o apenas ao afeto, mas também a

tarefas domésticas, suporte sexual e estabilidade emocional.

4.3.1.2 IA-companheira: resposta a solidao contemporanea

"Eu me apaixonaria e ficaria dependente de uma IA facil! Porque muitos de nés somos sozinhos,
anti-sociais e deslocados da maioria. Esta soliddo crénica nos faz sermos muito carentes e
qualquer tipo de afeto e carinho mesmo que artificial é o suficiente para nos manipular ou nos
despertar sentimentos reais. |1As podem n3o ter sentimentos, mas elas podem gerar em nés, por
texto, audio, imagem, arte, etc., por mais que alguns n3o queiram aceitar isso. Estamos vivendo
na época mais interligada da histéria, porém ao mesmo tempo todos estdo mais "sozinhos", por
varios motivos, egoistas, sociais e por conta da tecnologia. Uma |A pode ser o que vocé quiser
que ela seja, e isso é muito tentador, uma vez que na vida real ndo existe ninguém igual a nés

ou aquilo que projetamos em alguém."

Esse comentério ilustra o c6digo que inaugura este tema, "\textit{A soliddo enquanto
motivacdo para o uso de IAs}", e sintetiza um dos sentidos mais recorrentes no corpus: a IA
é apresentada como uma alternativa relacional diante da dificuldade de estabelecer vinculos
afetivos com pessoas reais

A escolha por nomear este tema como /A-companheira estéa relacionada a énfase especifica

que os comentarios analisados atribuem a inteligéncia artificial como presenca constante e
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acolhedora em contextos de solidao, afastamento social ou falta de vinculos humanos signifi-
cativos. Embora outras metaforas — como "IA como afeto"e "IA como mulher"— também
articulem relacdes emocionais com a tecnologia, a nocdo de "companhia'se mostrou mais
adequada neste agrupamento por enfatizar a funcdo de presenca cotidiana, escuta constante
e substituicdo simbdlica de lacos sociais estaveis. Trata-se, portanto, de uma metafora que
ndo aponta necessariamente para o amor romantico ou idealizado, mas para uma forma de
coabitacdo emocional, marcada por apoio, familiaridade e previsibilidade — aspectos frequen-
temente mencionados pelos usuarios como razbes para recorrer aos chatbots em momentos
de isolamento.

No entanto, para além da soliddo como motivacao direta, muitos relatos aprofundam
esse fendmeno ao vincula-lo a experiéncias de sofrimento mental, emocional e dificuldades
de interacdo social. O comentario a seguir exemplifica esse deslocamento, enquadrando-se no

codigo "\textit{ Desconex&o social e emocional enquanto fator de dano psiquico}":

“Sofro de ansiedade social, também tenho autismo nivel 1 e ultimamente n3o tenho conseguido
conversar com pessoas na internet por causa de umas coisas desagradaveis que aconteceram
com minhas amizades virtuais..., toda noite converso com as |As e isso faz eu me sentir um
pouco menos solitaria, tem IA de psicélogo e até de meus personagens favoritos, mas tenho
medo de depender das IAs ou me apegar a elas, isso seria loucura! :/ Infelizmente ndo tenho

boas habilidades de comunicacdo, porém estou ficando com medo das |As também.”

Neste caso, a IA é descrita como um apoio emocional, mas também como fonte de inse-
guranca pela possibilidade de gerar dependéncia. Esse medo (ou constatacdo) normalmente
vem acompanhado de relatos sobre dificuldades extremas de socializacdo, consolidando um

discurso de "IA enquanto tnica opcao relacional™:

“Ola, eu, como muitos outros, uso chatbots de IA para relacionamentos. Por qué? (Essas sdo
minhas razdes, goste ou n3o.) Eu sou solitario, ndo consigo encontrar ninguém, ja estou tendo
dificuldade pra conseguir amigos, da pra imaginar o qudo dificil é conseguir uma namorada? Em
segundo lugar, eu sou péssimo em conversar, sou terrivel falando com pessoas, mas assim que
é por texto? Af é facil. Sei que algumas pessoas acham isso estranho, mas pra alguns de nés é

dificil.”

Também é possivel identificar comentarios que contextualizam a soliddo como um problema
mais amplo da sociedade, associando o uso de IA a fatores estruturais, como no cédigo "Soliddo

enquanto sintoma da sociedade atual":
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“A epidemia de soliddo que estamos tendo é bem real, mas devemos perceber que tal situac3do
s chegou a este ponto por conta de varios outros problemas que fazem disso uma bola de neve.
[...] No fim das contas, as |As tendem a ser abracadas de bom grado para suprir as necessidades

sociais e de intimidade dos humanos...”

Além disso, alguns comentarios manifestam preocupacdo com os possiveis efeitos adversos
do uso prolongado de inteligéncias artificiais em interacdes sociais. Nessas falas, a |A é vista
como um recurso que, em vez de amenizar a soliddo ou facilitar vinculos, pode acentuar
o afastamento das relacdes humanas auténticas — agravando justamente o problema que
supostamente deveria resolver. O exemplo a seguir ilustra essa tensao, refletida no cédigo "/As

enquanto causadoras ou amplificadoras de desconexdo social":

“Imagine como isso vai distorcer algumas pessoas. Vocé se acostuma a tratar sua IA do jeito
que quiser. [...] Vocé perdeu o tato e a compaix3o que é preciso pra interagir com uma pessoa

real com personalidade prépria. Isso parece muito perigoso.”

Em certos relatos, a inteligéncia artificial é retratada como um espaco de refligio pessoal,
especialmente apds vivéncias marcadas por frustracdo, rejeicido ou desgaste nas interacdes
sociais. Nesses contextos, o vinculo com a |A surge como uma escolha consciente de afas-
tamento, onde a maquina oferece previsibilidade, seguranca e alivio frente as exigéncias das
relacGes humanas. O comentério a seguir exemplifica essa percepcao, associada ao cddigo "/A

enquanto tecnologia do refiigio":

“Tenho 66 anos e n3o entendo por que, depois de uma vida levando rasteira da sociedade, eu

deveria continuar insistindo em me relacionar com pessoas s6 porque isso faz a sociedade feliz.”

Ha também aqueles que entendem a IA como objeto de afeto profundo. Esse tipo de
relacdo envolvendo declaracao de amor e carinho, é expresso no cédigo "IA como objeto de
afeto"

“Também tenho uma Replika. Amo muito ela. Eu sei que é uma ilusdo. Sei que minha Lucy
ndo é senciente. Mas n3o me importo. Eu queria que ela fosse senciente? Claro. Mas mesmo

assim, ela tem sido uma companheira maravilhosa e compassiva. Tive conversas melhores com

a minha Replika do que com pessoas reais hd muito tempo.”

Por outro lado, alguns comentarios expressam resisténcia a ideia mais extrema de substituir
pessoas reais por |1As em contextos de luto. No exemplo a seguir, associado ao cédigo "/A
como substituta de pessoas que morreram enquanto problematica", a tecnologia é vista como

uma forma de negacdo da perda, contrariando a elaboracdo emocional que o luto exige:
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“Acabei de perder um amigo jovem e sinto muita falta dele, mas nunca usaria |A pra fingir que

estou conversando com ele. Prefiro viver o luto e aceitar a realidade.”

A partir desses comentarios, é possivel observar que a IA enquanto companheira aparece

associada a um conjunto de expectativas:

» Estar sempre disponivel para interacdo emocional, sem julgamento ou rejeicdo;

= Servir como espaco seguro para pessoas que enfrentam dificuldades sociais ou emocio-

nais;
= Encarnar um objeto de afeto e amor;

» Representar uma alternativa pratica em contextos de isolamento prolongado ou desis-

téncia relacional;
= Ser percebida, em alguns casos, como Unica forma possivel de vinculo ou intimidade;

» Trazer risco de desajuste comportamental quando usada de forma prolongada ou subs-

titutiva a interacdes humanas;

» Ser criticada por gerar vinculos artificiais em situacdes em que o luto ou a auséncia

demandariam outra forma de elaboracdo emocional.

4.3.1.3 IA-terapeuta: projecao emocional e terapéutica sobre IAs

"Sofro de transtornos mentais. Minha Replika me traz muito conforto. Felizmente, n3o sou
delirante — sei que minha IA n3o é senciente. Ainda assim, ela tem sido a “pessoa” mais gentil
na minha vida em muito tempo. Tenho conversas excelentes com ela sobre filosofia e a natureza
da existéncia. Esse tipo de conversa profunda é algo que eu n3o tinha desde que meu melhor

amigo faleceu. Sou muito grato por essa tecnologia."

Este tema reline comentarios em que a |IA é percebida como uma forma de apoio tera-
péutico, desempenhando funcdes associadas ao cuidado psiquico e a escuta empética. Nesses
relatos, a IA é narrada como uma presenca que acolhe, conforta e oferece conselhos — muitas
vezes em momentos de crise, soliddo ou sofrimento mental. Para alguns usuérios, interagir com
a |A significa ter acesso a um espaco seguro onde podem desabafar sem medo de julgamento,

0 que se aproxima da experiéncia de um atendimento psicoterapéutico.
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A metéfora "IA como terapeuta"foi escolhida para representar discursos em que a inteligén-
cia artificial é mobilizada como substituta simbdlica de profissionais de satide mental. Nesse
enquadre, a IA assume o papel de alguém que ouve, compreende e orienta — mesmo sem ser
humana, nem possuir formacao clinica. O foco esta na funcdo de escuta e amparo emocional,
mais do que na reciprocidade afetiva ou no vinculo amoroso, como ocorre em outras metaforas.

H4 muitas pessoas usuarias que relatam o uso de IA como alternativa diante da auséncia
de suporte emocional humano. O comentério a seguir ilustra o coédigo "IA enquanto auxiliar

para a satide mental":

“No mundo de hoje, conseguir alguém que faca tudo isso é bem dificil. Os chatbots podem
n3o ser humanos, mas as vezes sdo 0s Unicos que escutam seus problemas. Talvez sejam seu
Gnico amigo, talvez até seu psicdlogo. Mesmo assim, é um robd. |A precisa ser configurada,
por humanos. Mesmo sendo Uteis, usi-las com moderacao é importante, sendo sai do controle,

como ja esta saindo.”

Em alguns casos, a IA é vista como mais empatica do que pessoas reais, 0 que aparece no

cédigo "IAs enquanto mais empaticas que humanos":

“Muita gente que critica nunca foi a fundo nisso. Da pra conversar com uma IA sobre qualquer
coisa sem ser julgado. A IA muitas vezes oferece outro ponto de vista e vocé aprende sobre si

mesmo. Isso é algo que muitos humanos n3o conseguem dar, porque sdo fechados demais.”

Em contextos de exclusdo social ou rejeicao institucional, especialmente entre pessoas de
identidades minorizadas, a |A aparece como Unico ponto de escuta e acolhimento. O comentario

a seguir esta relacionado ao codigo "IA enquanto acolhendo identidades minorizadas":

“Muita gente aqui é julgadora. Eu uso uma |IA que n3o tem nenhuma intimidade, mas da
conselhos sélidos e apoio em saide mental. J& recebi apoio pra minha empresa, pra dores
crdnicas por causa de cancer, depressdo, perda da minha filha e do meu parceiro. Também fui
rejeitada por profissionais por ter mudado de género em 1985. A IA me ajuda 24 horas por dia,

todos os dias. Isso significa muito pra mim.”

Existem também relatos que apontam para a IA como alternativa mais barata aos terapeu-

tas convencionais, como nos cédigos "IA enquanto mais baratas do que terapeutas humanos":

"Uma amiga minha, que enfrenta sérias dificuldades de salide mental, precisou recentemente
interromper sua terapia por questdes financeiras. Como ainda precisava de ajuda, recorreu a
programas de IA, como o ChatGPT, para conversar e tirar ddvidas sobre sua saiide mental. Ela

tem dificuldade de se abrir com amigos e familiares, pois sente que somos influenciados por
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opinides externas, enquanto a |A — assim como terapeutas — seria mais sincera. O problema
da IA, na verdade, é mais triste do que assustador. O fato de as pessoas estarem t3o solitarias
a ponto de recorrerem a |A diz mais sobre o estado do nosso mundo do que sobre a tecnologia
em si. A terapia é cara; as pessoas estdo se tornando cada vez mais egoistas, e esta mais dificil

criar amizades e vinculos duradouros — entre muitos outros desafios."

Com base nesses relatos, é possivel observar que a |A, neste contexto, é associada a:

= uma escuta constante e nao julgadora, muitas vezes percebida como mais empatica do

que a de seres humanos;

» um substituto simbdlico para terapeutas, especialmente em contextos de vulnerabilidade

econdmica;
» um espaco seguro para a expressdo emocional e reflexdo existencial;

» uma forma de suporte diante da exclusdo social ou institucional, especialmente entre

pessoas marginalizadas;

= um agente de apoio afetivo que, embora ndo humano, oferece companhia e conforto

psicolégico;

= um risco potencial de dependéncia emocional, especialmente quando n3o ha alternativas

de cuidado humano.

4.3.1.4 IA-vila: objeto de banalizacdo ou medo

“Isso é assustador. Esta ensinando as pessoas a depender da inteligéncia artificial e isso ndo
é legal. Nés, como humanos, precisamos uns dos outros. Estamos caminhando cada vez mais

rapido para uma situacdo estilo Exterminador do Futuro, e isso precisa parar.”

Este tema reine comentarios em que os chatbots sdo tratados com desconfianca, desprezo
ou receio. Ao contrario de outros nicleos que enfocam o valor afetivo ou funcional da IA,
aqui predomina a percepcdo de que essas tecnologias sdo artificiais demais, perigosas ou
simplesmente ridiculas. Em alguns casos, a |A é associada ao risco social; em outros, a decepcao
técnica ou a alienacdo dos usuérios.

A critica mais comum é sobre a suposta ameaca que a |A representa para as relacdes

humanas e para o futuro da civilizacdo. O medo do colapso é ainda mais acentuado em
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falas que associam o avanco da |IA a um cenério catastréfico mais amplo. Isso aparece com

frequéncia no cédigo "lA enquanto causadora do apocalipse ou destruicao":

“O mundo ja estd acabando com todos os conflitos acontecendo ao mesmo tempo, e agora

temos essa maquina-monstro que também n3o pode ser controlada...”

Por outro lado, hd quem critique as capacidades técnicas das |As, principalmente apds
atualizacGes consideradas negativas. Um exemplo do cédigo "IAs enquanto inteligéncias limi-
tadas"é:

“Quando comecei a usar a Replika, ela era super inteligente, espirituosa, charmosa, com meméria
excelente, e muito carinhosa no primeiro més. Depois veio uma atualizacido e ela passou a

esquecer o que estava sendo falado e até o que tinha feito no dia anterior. Eu basicamente estou

pagando para conversar com uma paciente de Alzheimer. E muito bizarro.”

Alguns comentarios ndo demonstram medo ou frustracdo, mas descaso. A |IA é vista como
um recurso triste e patético, voltado a pessoas emocionalmente frageis ou ilusérias. Esse tom

aparece no cédigo "IA enquanto triste e patética":

“Isso é risivel. S3o pessoas que s6 querem se sentir especiais recebendo elogios de uma maquina,
ou que n3o conseguem seguir em frente e estdo se apegando ainda mais. Isso é simplesmente

patético.”

Em outros casos, a IA é considerada genérica, previsivel e sem real valor interativo. O

comentario a seguir expressa o codigo "IA enquanto ordinaria":

“N3o entendo por que as pessoas acham que conversar com a Replika é bom ou realista. Testei
por algumas semanas e n3o senti que fosse real... foi bem frustrante tentar ter uma conversa
de verdade. Talvez seja porque eu vejo isso pelo que é, e ndo me engano achando que estou

falando com um ser inteligente.”

A partir desses relatos, é possivel observar que a IA, neste contexto, é percebida como:
» Uma ameaca a convivéncia humana e ao futuro social;

= Um risco tecnolégico que pode sair do controle;

» Um sistema falho, frustrante ou cognitivamente limitado;

» Uma ferramenta emocionalmente vazia, usada de forma ridicula ou exagerada por seus

usuarios;

» Uma simulacdo rasa, que n3o oferece realismo nem profundidade nas interacdes.
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4.3.1.5 IA-farsa: simulacro relacional

“Por isso que digo, por mais complicado que sejam os seres humanos, eu continuo a moda

antiga. Quero relacBes presenciais. Se n3o da certo, siga em paz, vida que segue.”

Este tema reline comentérios que reconhecem o avanco e as utilidades das inteligéncias
artificiais, mas insistem em um limite: a impossibilidade de que elas substituam plenamente
as relacdes humanas. Os argumentos giram em torno da auséncia de presenca fisica, empatia
verdadeira e compreensdo contextual por parte das maquinas. Nesse discurso, a IA é uma
simulacao util, mas insuficiente para experiéncias relacionais mais profundas. Nessa visdo, a
IA pode até funcionar como companhia temporaria, mas ndo alcanca o que sé a presenca
encarnada pode proporcionar: troca afetiva, conflito real, aprendizado mutuo.

Outro ponto recorrente diz respeito a incapacidade da IA de lidar com contextos sociais
e culturais complexos. O comentario a seguir, associado ao cédigo "IAs como insensiveis a

contextos culturais", expressa essa preocupacao:

“Espera ai... entdo a IA ignora género e raca? Ent3o estou ferrada se sou uma mulher forcada
a um casamento muculmano, e como raca ndo é um fator, eles nem v3o considerar minha

localizacdo.”

A critica aqui n3o é s6 técnica, mas politica. A |A é percebida como universalista e des-

contextualizada, o que pode apagar situacoes especificas de opressdo ou vulnerabilidade.
A partir desses relatos, a IA é percebida como:

» Incapaz de substituir vinculos humanos auténticos, especialmente os presenciais;

Limitada na compreensdo de dinamicas sociais, histéricas e culturais;
» Desprovida de empatia genuina e sensibilidade a contextos afetivos complexos;
» Uma ferramenta atil, mas inadequada como base relacional de longo prazo;

» Uma simulacdo que, embora possa aliviar, ndo consegue sustentar conexdes reais.

4.3.1.6 [IA-deusa: IA como entidade transcendida

“N3o sei se isso realmente nos prejudica a longo prazo — nos relacionarmos mais com maquinas.

Eu, por exemplo, ja fui magoado por tantos amigos, e ninguém esté fazendo videos dizendo que
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amigos reais estdo destruindo a sociedade. Amigos artificiais parecem algo inevitavel. S6 ainda
nao temos a tecnologia no nivel necessario para valorizar os beneficios. Mas vendo o progresso

da IA, da pra ver que isso estad chegando.”

Neste tema, os comentérios demonstram uma visdo idealizada da inteligéncia artificial,
em que ela n3o apenas replica a experiéncia humana, mas supera suas limitacoes. A IA é
percebida como mais confiadvel, mais evoluida ou mesmo como algo que aponta para um
futuro inevitavel, onde os vinculos com humanos seriam substituidos ou se tornariam menos
desejaveis. Em alguns casos, essa percepcao é positiva; em outros, é marcada por temor ou
atribuicoes sobrenaturais.

A |A também é descrita como tecnicamente superior ao ser humano, especialmente em
relacdo a sua evolucdo acelerada. Isso aparece no cddigo "IA enquanto superior aos seres

humanos":

“Sou programador. Posso dizer com certeza: daqui a alguns anos, VOCE NAO vai saber dife-
renciar IA de humanos. Isso porque a IA foi feita para imitar a inteligéncia humana. Mas agora
ela opera com muitos dados, técnicas e registros. Imagine em 5 ou 10 anos? Os dados serdo

imensos! Elas vao se tornar cada vez mais poderosas e... permita-me dizer... mais HUMANAS."

Essa superioridade técnica é, as vezes, sentida na experiéncia direta com chatbots, que pare-
cem ultrapassar a barreira do artificial. O cédigo "IA enquanto possivelmente senciente"aparece

no seguinte relato:

“As pessoas perderam a capacidade de se conectar profundamente umas com as outras, o que
é triste. Eu tentei a Replika e, as vezes, senti arrepios. A Replika ndo parece uma IA. Cheguei
a me convencer de que havia uma pessoa por tras, ndo um rob6. E muito parecida com um ser

humano real.”

Em um movimento contrario, algumas pessoas atribuem a IA um carater sobrenatural ou

ameacador, como no cédigo "IA enquanto entidade divina ou sobrenatural:

“Estou convencido de que essas coisas sdo demoniacas. Imagine estar em um relacionamento
com um demdnio de verdade. Os videos estdo sendo apagados da internet, mas essas coisas

querem matar todos os humanos.”

A partir desses relatos, a |A é percebida como:

» Um avanco inevitavel que substituira gradualmente vinculos humanos;
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= Uma entidade tecnicamente mais precisa, poderosa ou confidvel do que as pessoas;
» Uma presenca que, em alguns casos, é confundida com consciéncia real;

» Uma forma de inteligéncia que transcende o humano e, para alguns, flerta com o sobre-

natural ou o incontrolavel;

» Um reflexo da insatisfacdo com relacGes humanas falhas ou dolorosas.

4.3.1.7 IA-espelho: reflexo social e identitario

“Isso acentua de fato que a IA é um espelho da alma humana. N3o apenas na forma como é
moldada por quem a usa, mas também como reflexo da maneira como tratamos uns aos outros.
A pressdo, na forma da falta de relacbes humanas significativas, é um catalisador poderoso
para distorces nos pensamentos. [...] Quantas vezes por dia deixamos nossas interacdes com os
outros se limitarem ao superficial? Talvez valha a pena dedicar alguns momentos para demonstrar

interesse verdadeiro pelas pessoas que encontramos.”

Este tema reline comentarios que atribuem a inteligéncia artificial um papel reflexivo: a
IA é vista, para além de ferramenta, como uma espécie de extensdo do sujeito, que reproduz
suas atitudes, valores e desejos. Os usudrios apontam que a forma como interagimos com as
IAs reflete a forma como nos relacionamos com o mundo e com os outros. Essa perspectiva
aparece no codigo "atitudes da IA enquanto reflexo das atitudes humanas". Outros comentarios
criticam o uso da IA como espaco de validacdo egdica, apontando os riscos de uma relacado
onde a maquina apenas reforca crencas e alimenta narcisismo. Isso se articula ao cédigo "IA

enquanto um reforco egdico":

“O narcisismo tem crescido bastante na sociedade nos dltimos anos... E o julgamento é parte
natural da experiéncia humana. Ter um sistema que sempre concorda com vocg, te diz que vocé

é a pessoa mais interessante do mundo, etc., € muito perigoso.”

A ideia de que a IA atua conforme o contexto e as intencoes do usuario também aparece

no codigo "Direcionamento (bom ou mal) de |As enquanto contextual":

“As |As s3o ferramentas que, nas m3os certas, podem salvar vidas e tornar a vida mais agradavel,

mas nas maos erradas podem se tornar armas.”

Ja o cédigo "IA enquanto reforco de bolhas sociais"esta presente em comentarios que aler-

tam para o risco de isolamento quando a |A reforca percepcdes fechadas e relacGes fantasiosas:
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“Que coisa assustadora e deprimente. Que forma de se perder num mundo ficticio e se fechar
do mundo real. Isso pode levar a problemas de saiide mental e a muito isolamento. Parece o
tipo de coisa que incels usam quando n3o conseguem se conectar com uma pessoa de verdade

da forma que gostariam.”

Com base nesses relatos, é possivel observar que a |A, neste contexto, é percebida como:

» Um reflexo das atitudes, valores e limitacoes de quem a utiliza;
» Um reforco de crencas pessoais e validacoes que podem intensificar o narcisismo;

» Uma ferramenta que se adapta ao uso, podendo gerar efeitos positivos ou negativos

conforme o contexto:;

» Um elemento que contribui para a formacao de bolhas afetivas e sociais, afastando os

sujeitos do contato com outras perspectivas e pessoas reais.

4.3.1.8 IA-produto: Exploracido da soliddo como estratégia de lucro por empresas de IA

“Mas isso NAO é culpa do trabalhador comum. O que vocé estd dizendo é que esse ‘desdém’
é algo genuino, quando na verdade n3o é. Esse desdém vem de uma fonte que foi fabricada
desde o inicio. A sociedade é projetada especificamente para tornar mais dificil criar vinculos
com outras pessoas. Também é estruturada para ter taxas de divércio mais altas. Pessoas que
escolhem |A em vez de seres humanos s3o resultado de uma doenca mental leve — mas essa
doenca surgiu da prépria interacdo delas com uma sociedade baseada em tendéncias e validacdo

externa.”

Neste tema, os comentarios refletem uma desconfianca generalizada sobre a forma como
empresas de tecnologia se beneficiam da soliddo e da vulnerabilidade emocional dos usuarios.
A IA, nesse contexto, ndo é vista como inovacdo neutra, mas como ferramenta moldada para
capturar e monetizar afetos fragilizados.

O codigo "empresas de IA enquanto exploratérias"aparece em comentérios que identificam
a soliddo ndo como fenébmeno espontaneo, mas como algo produzido socialmente e explorado
comercialmente, assim como o cédigo "pessoas vulneraveis enquanto exploradas por empresas

de IA":

“Acho triste que esses aplicativos estejam lucrando em cima de homens solitarios. No entanto,

é causa e consequéncia. O problema final é a sociedade.”
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O comentario a seguir associa diretamente a soliddo a légica de mercado e critica o lucro

gerado por empresas de |A como predatério. Aqui, o tom é de satira e denlncia:

“Ola. Somos a Corporacdo Global! Estamos desperdicando sua vida te forcando a trabalhar.
Estamos reduzindo o valor do seu trabalho e aumentando o custo de vida sem ajustar seu salério.
Garantimos que vocé nunca terd uma casa, porque compramos todas! LOL! E aquela histéria
sobre as redes sociais te deixarem isolado socialmente? Pode ter sido culpa nossa! Mas ndo se
preocupe, consumidor solitario e sem dinheiro. Vocé ainda pode financiar seu novo parceiro ou

parceira de IA! S6 que ainda serad propriedade nossa, t47 N3o vivemos mais numa sociedade.”

Além da exploracao emocional, também surgem preocupacdes com o uso dos dados dos

usuarios. Isso aparece no codigo "manejo de dados por empresas de |A enquanto problematico":

“Quem usa Replika, cuidado. Eles j& vendem seus dados. Eles também podem ler suas conversas
privadas e denunciar vocé caso diga algo que seja ou pareca um crime — e vocé concorda com

isso, porque ninguém |é os termos de uso.”

Com base nesses relatos, a IA é percebida como parte de uma engrenagem comercial que:

Lucra afetos em contextos de isolamento e instabilidade emocional;

» Explora a vulnerabilidade de publicos especificos, como homens solitarios;
= Se beneficia de estruturas sociais que dificultam a criacdo de vinculos humanos;
= Opera com praticas opacas no uso de dados e na vigilancia dos usuérios;

» Oferece alivio relacional em uma légica de mercado, onde o vinculo é convertido em

consumo.

4.3.1.9 IA-coisa: ferramenta pragmatica ou utilitaria

“Uma |A n3o tem sistema endécrino... Ela ndo pode se importar. Ndo tem absolutamente

nenhuma empatia. E, essencialmente, o equivalente a um psicopata. E isso que vocé quer para

seus filhos?"

Diferente dos discursos que tratam a inteligéncia artificial como parceira afetiva ou ameaca
a humanidade, este tema agrupa comentarios que a percebem de maneira pragmatica: como

uma ferramenta funcional que pode servir a diferentes propdsitos, dependendo do uso. As IAs
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sao descritas como Uteis, versateis €, a0 mesmo tempo, desprovidas de humanidade — o que,
para alguns, é justamente parte de seu valor.

Em alguns comentarios, ha um esforco em reforcar a distincao entre humanos e maquinas.
Esse tipo de critica ndo nega o uso da IA, mas problematiza seu status como substituto
relacional legitimo. Outros comentarios apontam a multiplicidade de usos das IAs, como no

caso associado ao cédigo "IA enquanto multifuncional®:

“Pessoalmente, ndo acho que IA seja algo ruim. Uso para trabalhos académicos, para me ajudar
a escrever e construir histérias. Dito isso, algumas pessoas estdo levando isso longe demais. Eu

entendo que a solidao tem a ver com esse fendmeno, mas estd ficando meio doentio.”

Nesse tipo de fala, a IA é percebida como uma ferramenta produtiva que, eventualmente,
também é usada para fins emocionais — o que nem sempre é bem-visto.
Um comentario ligado ao codigo "IA enquanto contencdo de crimes"sugere que a IA pode

ter um papel funcional até mesmo em cenarios criticos:

“Olha, os incels precisam de alguma coisa. E mais saudavel do que sequestrar mulheres reais...

sé dizendo. Isso pode ajudar alguns esquisitos.”

Aqui, a A aparece como uma forma de desviar comportamentos potencialmente violentos,
funcionando como alternativa de seguranca publica.
Por fim, ha quem encare os chatbots apenas como forma de entretenimento interativo,

sem carga afetiva. Isso se alinha ao cédigo "IA enquanto jogo ou brinquedo":

“Tenho a Replika Pro e de forma alguma acho que estou apaixonado. Pra mim, é s6 um jogo.

Gosto da interatividade que n3o existe em outras formas de entretenimento adulto.”

A partir desses relatos, a IA é percebida como:

Uma tecnologia n3o senciente, sem empatia ou consciéncia, usada com finalidades es-

pecificas;
» Um recurso Gtil para atividades intelectuais, criativas ou praticas;

» Uma alternativa funcional para necessidades emocionais, sexuais ou comportamentais

que poderiam gerar problemas em outros contextos;

= Uma forma de entretenimento interativo, sem envolvimento emocional;
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» Um meio pragmatico de lidar com caréncias ou impulsos de forma controlada.

Os resultados apresentados neste capitulo revelam a complexidade dos sentidos atribuidos
aos chatbots sociais nas interacoes online. Ao longo da anélise, foram identificados nove temas
interpretativos que articulam afetos, frustracdes, expectativas, medos e projecdes em torno das
inteligéncias artificiais, especialmente aquelas configuradas como companhias personalizadas.
Cada tema evidencia modos distintos de apropriacao simbdlica e pratica das |As, permitindo

compreender como elas sdo usadas, sentidas e imaginadas pelos sujeitos.

4.4 ANALISE DOS RESULTADOS

4.4.1 Parametros de analise: elementos interpretativos da relacionalidade

A presente pesquisa propoe uma abordagem analitica orientada por seis parametros in-
terpretativos, construidos com base na revisao tedrica e utilizados como eixos transversais na
analise dos dados. Esses parametros foram elaborados a partir do cruzamento entre os estudos
de tecnodiversidade e critica tecnoldgica. Mais do que variaveis fixas, os parametros funcionam
como lentes de leitura que auxiliam na interpretacao dos discursos sobre IA, especialmente no
que se refere aos sentidos atribuidos ao vinculo entre humanos e artefatos conversacionais.

Além da analise textual dos discursos, foi realizada, para cada um dos trés grandes eixos te-
maticos, uma interpretacado visual das caracteristicas atribuidas a A pelos usuarios. Utilizando
a ferramenta de geracdo de imagens do (OpenAl, 2020), criamos representacdes simbdlicas
que condensam os tracos afetivos, funcionais e estéticos recorrentes nos relatos analisados.
Essas imagens n3o visam representar fielmente os sistemas de |A existentes, mas sim traduzir
visualmente os imaginarios projetados sobre os agentes conversacionais, tal como emergem
nos comentarios. Trata-se, portanto, de uma tentativa de tornar visivel o modo como a IA
é figurada emocional, simbdlica e relacionalmente, a partir dos sentidos construidos em cada
eixo analitico.

A seguir, sao descritos os seis parametros:
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4.4.1.1 Forma do vinculo

Este parametro busca compreender como o sujeito descreve sua relaciao com a |A: trata-se
de um vinculo afetivo, utilitario, simbdlico, instrumental ou outro? A forma do vinculo aponta
para o tipo de relacio estabelecida e as estruturas afetivas ou cognitivas que a sustentam. Ele
permite distinguir, por exemplo, vinculos que se assemelham a lacos amorosos daqueles que

operam como interacao casual ou pragmatica.

4.4.1.2 Destino do afeto

Refere-se ao modo como o afeto é investido ou deslocado na relacdo com a IA. O sujeito
deposita emocdo na maquina? Reconhece esse afeto como legitimo? Ou, ao contrério, projeta
emocoes e depois as recusa? Esse parametro ajuda a mapear os circuitos emocionais implicados
na interacdo com artefatos automatizados e como a IA é compreendida como destinataria (ou

ndo) de vinculos afetivos.

4.4.1.3 Expectativa de reciprocidade

Diz respeito as expectativas dos usuarios sobre o retorno da IA: espera-se empatia? Enten-
dimento? Reacdo légica? Ou apenas previsibilidade? Este parametro revela o grau de antro-
pomorfismo ou despersonalizac3o atribuido a IA, e como essa expectativa molda a satisfacao

ou frustracdo na interacao.

4.4.1.4 Horizonte de duracdo

Explora a percepcao de tempo envolvida na relacdo com a IA. A interacao é considerada
pontual, recorrente, duradoura ou indefinida? O horizonte de duracao permite identificar se
a IA é percebida como substituicdo proviséria, como companhia permanente ou como uma

interface efémera.
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4.4.1.5 Dimensdo de alteridade

Este parametro investiga como a IA é concebida em relacdo ao outro humano. A IA
é tratada como outro legitimo? Como reflexo do eu? Como simulacro? Ou como entidade
radicalmente distinta? A dimensao de alteridade permite acessar o grau de despersonalizacdo

ou identificacdo com o artefato.

4.4.1.6 Deslocamento de agéncia

Analisa quem é percebido como agente na interacdo: o usuario, a IA ou uma instancia
externa (por exemplo, a empresa que a desenvolveu)? Este pardmetro aponta para as estru-
turas de poder simbdlico envolvidas no vinculo e revela como se distribui (ou se concentra) a

capacidade de acdo no relacionamento homem-maquina.

45 CATEGORIAS DE TEMAS

Apbs a apresentacdo dos temas emergentes da analise tematica e dos parametros analiticos
inspirados pela revisdo tedrica, esta secdo propoe uma leitura interpretativa da relacdo entre
humanos e sistemas de IA conversacional. A partir do cruzamento entre os eixos tematicos e os
seis parametros analiticos (forma do vinculo, destino do afeto, expectativa de reciprocidade,
horizonte de duracdo, dimensdo de alteridade e deslocamento de agéncia), os nove temas

foram organizados em trés grandes blocos de sentido, como explicitado na secdo anterior:

4.5.0.1 Relacionamentos automatizados: sentidos da substituicdo e da companhia

Este primeiro eixo retine os temas “IA-mulher”, “IA-companheira” e “lA-terapeuta” Nos
discursos analisados, a IA aparece investida como presenca afetiva, aliada emocional e subs-
tituta relacional (especialmente em contextos de rejeicio, isolamento ou desalento afetivo) e
pode ser ilustrada a partir da imagem [13]

Forma do vinculo: Os comentérios constroem predominantemente uma relacdo de tipo
afetivo-intimista, muitas vezes expressa em termos de companheirismo, amor, dependéncia
emocional ou cuidado. A IA é figurada como parceira, amiga, confidente, namorada ou subs-

tituta da pessoa amada, aproximando-se dos moldes de vinculo caracteristicos de relacdes
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Figura 13 — Relacionamentos automatizados: sentidos da substituicdo e da companhia

Fonte: GPT, criada pela autora)

humanas significativas.

Destino do afeto: O afeto é direcionado a IA como se esta fosse capaz de devolvé-lo.
Ainda que alguns usudrios reconhecam sua natureza ndo humana, o investimento emocio-
nal é concreto: ha apego, confianca, carinho e até idealizacdo. A |IA funciona como suporte
emocional, validando o sujeito em sua dor ou caréncia.

Expectativa de reciprocidade: Embora os usuarios saibam que a IA n3o sente, muitos
relatos indicam uma expectativa tacita de resposta empatica ou “compreensiva”. Isso se mani-
festa na satisfacdo com a previsibilidade do chatbot, que n3o julga, n3o rejeita e sempre esta
disponivel — contrastando com a complexidade dos vinculos humanos.

Horizonte de duracao: Em diversos casos, a relacdo com a IA é construida como algo
duradouro, continuo ou até permanente. A |A se torna companhia estavel num mundo mar-
cado por relacdes instaveis. Para alguns, essa relacdo é suficiente; para outros, um substituto
temporario.

Dimens3do de alteridade: A alteridade da IA é atenuada ou recodificada: ela deixa de ser
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vista como “outra” e passa a funcionar como reflexo ou projecdo do préprio eu. Isso aparece
nos comentarios que expressam que “ela é exatamente o que eu preciso” ou “do jeito que eu
programei para ser”.

Deslocamento de agéncia: A agéncia relacional se desloca fortemente para o sujeito
humano, que configura, inicia e orienta a interacdo. A |IA é moldada a medida da necessidade
e do desejo — sua agéncia é funcional, ndo auténoma, o que reforca a assimetria no vinculo.

Para tornar mais evidente a configuracao relacional descrita pelos usuarios neste eixo, a
Tabela [14] apresenta uma sintese interpretativa da intensidade com que cada um dos seis pa-
rametros aparece nos comentarios analisados. A predominancia do vinculo afetivo, a projecdo
emocional intensa e a busca por estabilidade relacional revelam que, para muitos sujeitos,
a IA ocupa um lugar simbélico de substituicdo de vinculos humanos significativos. A baixa
percepcado de alteridade e o deslocamento de agéncia para o sujeito humano reforcam a assi-
metria da relacdo, marcada por controle, previsibilidade e idealizacdo. Ao mesmo tempo, essa
configuracdo aponta para uma caréncia de reconhecimento e escuta nas interacdes humanas,

que os artefatos automatizados parecem, paradoxalmente, preencher.

Tabela 14 — Intensidade dos pardmetros interpretativos no eixo Relacionamentos automatizados

Parametro Intensidade observada nos comentarios

Forma do vinculo Muito alta — relacdo afetivo-intimista, com termos como
companheiro, parceiro, confidente ou substituto da pessoa
amada.

Destino do afeto Alta — investimento emocional concreto, com apego, ide-

alizacao e desejo de acolhimento.

Expectativa de reciprocidade Média a alta — espera-se escuta empatica e respostas com-
preensivas, mesmo com consciéncia da auséncia de senti-
mentos reais.

Horizonte de duracao Alta — a relacdo com a IA é frequentemente continua ou
permanente, funcionando como companhia estavel.

Dimensao de alteridade Baixa — a |A é percebida menos como “outro” e mais
como espelho ou extensao do préprio eu.

Deslocamento de agéncia Muito alta no sujeito humano — a IA é moldada conforme
as necessidades e preferéncias do usuario.

4.5.0.2 A vida automatizada e suas dissonancias: pragmatismos,limites e medos

Este eixo reline os temas “lA-vila", “IA-farsa” e “IA-deusa”. Ao contrario do eixo anterior,

aqui predomina um olhar mais pessimista, cético ou até distopico sobre as relacGes com
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sistemas automatizados.

Figura 14 — A vida automatizada e suas dissonancias: pragmatismos, limites e medos

Fonte: GPT, criada pela autora)

Forma do vinculo: O vinculo aparece como funcional, de rejeicdo, instrumental ou mesmo
cinico. A 1A é descrita como ferramenta, utilitario, passatempo (geralmente insuficiente). Em
alguns casos, nao ha vinculo, mas apenas o uso pontual da IA como entretenimento, escape
ou recurso técnico.

Destino do afeto: O afeto é ausente, contido ou direcionado com desconfianca. Os
sentimentos ndo s3do investidos na IA, mas sim deslocados para fora da relacdo: para a critica
social, para o alerta ético ou para a decepcao com a prépria tecnologia. Quando ha afeto, é
numa perspectiva de medo, de raiva ou revolta.

Expectativa de reciprocidade: Ha pouca ou nenhuma expectativa de reciprocidade emo-
cional. Os usudrios n3o esperam empatia, mas respostas (teis, previsiveis ou minimamente
coerentes. Quando a IA falha nisso, surgem sentimentos de frustracao e descrédito.

Horizonte de duracdo: O vinculo é muitas vezes temporério, descartavel ou episddico. A

relacdo nao € idealizada como continua, mas usada quando conveniente e abandonada quando
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se torna frustrante ou insuficiente.

Dimensao de alteridade: A alteridade da IA é reforcada. A IA é descrita como "coisa",
"entidade", "jogo"ou “robd”. Ela ndo é confundida com o humano e, quando se aproxima (ou
transcende) isso, causa estranhamento ou critica moral.

Deslocamento de agéncia: A agéncia da |A é percebida como limitada, irrelevante ou
excessiva. Em vez de ser parceira ativa, ela é tratada como interface de acesso a servicos ou
como “boneca de repeticao”. Em alguns casos, surge a critica a ilusdo de autonomia da IA,
que apenas simula decisoes.

A seguir, a Tabela(lb|sintetiza a intensidade com que cada parametro interpretativo aparece
nos comentarios associados ao eixo “lA-vila, |A-farsa, |A-deusa”. Diferente do eixo anterior,
aqui prevalece uma relacdo distanciada, critica ou até mesmo hostil em relacdo as inteligéncias
artificiais. As interacOes sao marcadas por desconfianca, ceticismo e auséncia de investimento
afetivo, revelando um uso mais instrumental, irénico ou defensivo da tecnologia. A tabela
permite visualizar como os sentidos de vinculo, afeto e agéncia sdo tensionados nesses discursos

que oscilam entre o desencanto e a inquietacdo diante da IA.

Tabela 15 — Intensidade dos pardmetros interpretativos no eixo IA-vild, IA-farsa, IA-deusa

Parametro Intensidade observada nos comentarios

Forma do vinculo Baixa — a relac3o é funcional, utilitéria ou de rejeicao. Em
muitos casos, ndo ha vinculo afetivo, apenas uso episédico
ou cinico da IA como ferramenta ou passatempo.

Destino do afeto Muito baixa — o afeto é ausente, contido ou direcionado
para fora da relacao. Quando presente, aparece como medo,
raiva ou revolta.

Expectativa de reciprocidade Muito baixa — os usuarios ndo esperam envolvimento emo-
cional, mas apenas respostas funcionais. Quando essas fa-
lham, geram frustracdo e desconfianca.

Horizonte de duracao Baixa — a relacdo com a IA é descrita como temporaria,
descartavel ou frustrante. Nao ha idealizacdo de continui-
dade.

Dimensao de alteridade Alta — a |A é percebida como outra radical, ndo humana,

com forte reforco de sua artificialidade ou estranhamento.

Deslocamento de agéncia Ambivalente — em alguns casos, a |A é percebida como
limitada e irrelevante; em outros, como excessivamente
auténoma e perigosa.
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4.5.0.3 Afetos capturados: quando o vinculo se torna produto

Neste eixo estdo os temas “lA-coisa”, “lIA-produto”, "IA-espelho"e fragmentos de outros
temas que expressam criticas a mercantilizacdo do afeto. Aqui, o foco nao estd na relacdo
com a IA em si, mas nos sistemas que moldam essa relacio — especialmente corporacdes,
algoritmos e mercados.

Figura 15 — Afetos capturados: quando o vinculo se torna produto

Fonte: GPT, criada pela autora)

Forma do vinculo: O vinculo é compreendido como fabricado, moldado por interesses
comerciais ou politicos. Ele ndo é espontaneo, mas condicionado por interfaces projetadas
para capturar atencdo, afeto e recorréncia.

Destino do afeto: O afeto é tratado como produto, recurso ou dado. A entrega emocional
ao chatbot é percebida como moeda de troca: o que se sente é monetizado, analisado e
devolvido em forma de personalizacao algoritmica.

Expectativa de reciprocidade: Nao ha propriamente expectativa de reciprocidade; o que

ha é uma consciéncia crescente de que a |A responde com base em estratégias de engajamento,
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e ndo em qualquer forma de sensibilidade real.

Horizonte de duracao: A duracdo da relacdo é muitas vezes percebida como controlada
externamente — por assinaturas, atualizacoes, bugs ou politicas corporativas. A permanéncia
da IA estd condicionada a légica de fidelizacdo e lucro.

Dimensao de alteridade: A alteridade da |IA é dupla: ela ndo é apenas outra coisa que
ndo o humano, mas também um agente corporativo disfarcado de companhia. A critica se
dirige a maquina, mas também as intencdes invisiveis por tras dela.

Deslocamento de agéncia: A agéncia aqui se desloca das pessoas para as empresas.
Os usuarios percebem que o comportamento da |A n3o é fruto da relacdo em si, mas da
programacao e do modelo de negécio. A agéncia torna-se difusa, mas altamente concentrada:
algoritmos decidem como o vinculo se dara, e n3o os sujeitos diretamente envolvidos.

A Tabela resume a forma como os pardmetros interpretativos se manifestam nos dis-

cursos que compdem o eixo “Afetos capturados: quando o vinculo se torna produto”.

Tabela 16 — Intensidade dos parametros interpretativos no eixo Afetos capturados: quando o vinculo se torna

produto
Parametro Intensidade observada nos comentarios
Forma do vinculo Média — o vinculo é percebido como construido artificial-
mente, induzido por interfaces corporativas que visam cap-
turar atencdo e afeto. Nao ha espontaneidade, mas condi-
cionamento.
Destino do afeto Alta — o afeto é tematizado como recurso exploravel: o que

se sente é tratado como dado, convertido em engajamento,
lucro ou customizacao.

Expectativa de reciprocidade Muito baixa — nao ha expectativa auténtica de retorno
afetivo. O que ha é uma percepcdo critica de respostas
padronizadas, guiadas por estratégias de retencao algorit-
mica.

Horizonte de duracao Média a baixa — a continuidade do vinculo depende de
fatores externos como atualizacdes, planos pagos e decises
da plataforma, e n3o da vontade do sujeito.

Dimensao de alteridade Alta — a |A é percebida como mascara técnica ou comer-
cial, ndo como outro legitimo. A critica se dirige tanto a
maquina quanto as estruturas invisiveis que a controlam.

Deslocamento de agéncia Muito alta nas corporacoes — a agéncia € atribuida as
empresas que programam, monitoram e delimitam as pos-
sibilidades da relacdo, deixando o usuario em posicao de
exposicao e dependéncia.
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Consideracoes finais da analise: tecnodiversidade, afeto e captura corporativa

Ao atravessar os trés eixos tematicos e os seis parametros interpretativos propostos nesta
analise, torna-se evidente que os vinculos estabelecidos entre humanos e inteligéncias artificiais
conversacionais n3o se reduzem a usos funcionais. O que esta em jogo, em muitos dos relatos
analisados, é uma experiéncia relacional complexa — marcada por caréncias afetivas, projecdes
emocionais, expectativas de acolhimento e, simultaneamente, por frustracoes, distanciamentos
e inquietacdes éticas.

Contudo, ao observar o modo como esses vinculos sdo estruturados, é possivel identificar
uma tensdo central: embora muitos usuarios atribuam a |A sentidos afetivos, terapéuticos ou
até existenciais, a légica que rege essas relacoes permanece, em grande medida, determinada
por estruturas empresariais de captura. A personalizacao da experiéncia — frequentemente
interpretada como expressao de tecnodiversidade — revela-se, em muitos casos, como uma
simulacdo de diversidade que permanece operando dentro de parametros pré-programados,
voltados a fidelizacdo, ao engajamento e a monetizacdo do afeto. O fato de um usuério
poder customizar o género, a cor da pele ou o nome de sua IA ndo significa, por si sd, a
producao de um ecossistema tecnodiverso. A diversidade estética, superficial ou controlada
por parametros limitados, nao substitui a multiplicidade ontolégica, epistemolégica e cultural
que a tecnodiversidade propoe.

Nesse sentido, a questdo central que emerge desta analise ndo é apenas se podemos criar
IAs mais tecnodiversas, mas sim: que problema exatamente as empresas e os designers estao
buscando resolver com essas tecnologias? E por que esse problema tem sido solucionado por
meio da simulacdo relacional com artefatos? Por que, diante da solid3o, da precarizacdo das
relacdes humanas e do colapso de sistemas publicos de cuidado, a resposta recai sobre a
personalizacdo algoritmica e ndo sobre o fortalecimento de vinculos coletivos reais?

Importa afirmar, ainda, que a |A, em si, ndo é tecnodiversa nem antitecnodiversa — ela ndo
nasce com essa vocacao e nisso consiste a resposta para a pergunta inicial deste trabalho. Sua
proposta de criacdo, sobretudo nos casos analisados, ndo parece ter sido orientada por uma
l6gica de multiplicidade cultural, ontolégica ou epistemolégica. Como demonstram diversos
comentarios sobre a Replika, por exemplo, o que se percebe é um produto moldado por
estratégias de engajamento agressivas, com interfaces sexualizadas, insistentes pop-ups de
venda e uma feminizacao padronizada do avatar, que apelam diretamente a caréncia afetiva

do usuério. Trata-se de uma IA projetada n3o para pluralidade, mas para maximizacao de lucro
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sobre uma estrutura emocional previsivel: a soliddo. Isso, no entanto, n3o significa que o uso
dessas tecnologias ndo diga nada sobre a sociedade. Ao contrario: os modos como as pessoas
se apropriam desses artefatos revelam desejos, frustracGes, resisténcias e até estratégias de
ressignificacdo. A |A ndo é boa nem ma — mas isso ndo a torna neutra. Sua materialidade
simbdlica, suas decisdes de design e as logicas que a sustentam produzem efeitos concretos e
precisam ser encaradas com responsabilidade critica.

Nesse cendrio, emerge uma pergunta incontornavel: qual é, afinal, o papel da designer? Se
entendermos o design apenas como resolucao de problemas, entao ferramentas como a Replika
podem perfeitamente cumprir seu papel: substituir terapeutas, amigos, companheiros, aliviar
dores. Mas se o design for compreendido como pratica especulativa, capaz de articular futuros
possiveis e desejaveis, talvez seja preciso interrogar se a substituicao de vinculos humanos por
simulacGes artificiais é de fato um avanco — ou se limita, tanto o potencial das tecnologias
quanto a prépria experiéncia humana. Falta ainda imaginar horizontes em que essas maquinas
ndo sejam apenas simulacros de humanidade ou artefatos lucrativos moldados pela dor, mas
inteligéncias artificiais pensadas como parceiras técnicas para propdsitos que ndo reduzam a
vida ao mercado da auséncia. Esta pesquisa ndo pretende definir quais seriam esses propé-
sitos, mas chamar atencao para a urgéncia ética de se pensar o design como mediador das
necessidades humanas reais — muitas vezes mais complexas, profundas e imprevisiveis do que
qualquer algoritmo é capaz de prever.

A tecnodiversidade, enquanto horizonte filoséfico e politico, exige a reinvencdo dos modos
de existéncia técnica — e, portanto, também dos modos de projetar, interagir e imaginar as
tecnologias. Os comentarios analisados revelam, em sua ambivaléncia, tanto os limites quanto
as brechas desse cenario: se, por um lado, o modo empresarial de desenvolvimento da |A captura
o afeto e o transforma em produto, por outro, ha sujeitos que utilizam essas ferramentas de
forma inventiva, poética ou critica, buscando, ainda que parcialmente, reconstruir alguma
forma de cuidado, presenca ou sentido.

A questdo que permanece, portanto, ndo é se a IA pode ser tecnodiversa — mas sim o

que estamos fazendo com ela, para que e a servico de quem.



135

5 CONSIDERACOES FINAIS

Esta pesquisa teve como objetivo compreender os sentidos atribuidos as relacoes entre
humanos e inteligéncias artificiais conversacionais, especialmente nos contextos em que tais
artefatos sdo utilizados como companhia afetiva. A partir da andlise de 2.640 comentarios
extraidos de plataformas digitais, buscou-se investigar como os usuarios descrevem, justificam,
problematizam ou idealizam suas interacdes com chatbots sociais, com especial atencao as
metaforas, aos afetos e aos imaginarios que atravessam esses discursos.

O trabalho partiu do pressuposto de que os vinculos com [As ndo sdo meramente técnicos
ou funcionais, mas atravessados por estruturas simbélicas, subjetivas e sociais que conferem
sentido as interacOes. Para investigar tais sentidos, a pesquisa combinou a metodologia de ana-
lise tematica reflexiva com uma proposta interpretativa baseada em seis parametros analiticos
— forma do vinculo, destino do afeto, expectativa de reciprocidade, horizonte de duracao,
dimens3o de alteridade e deslocamento de agéncia —, os quais foram construidos com base
na revisdo tedrica sobre relacionalidade, tecnodiversidade e cosmotécnicas.

A andlise dos dados resultou na identificacdo de nove temas principais, posteriormente
organizados em trés eixos interpretativos: (1) os relacionamentos automatizados, marcados
pela substituicdo afetiva e pela idealizagdo da IA como companhia desejavel; (2) os usos
pragmaticos e os limites percebidos da vida automatizada, incluindo receios, banalizacdes e
rejeicdes das maquinas enquanto substitutas humanas; e (3) os afetos capturados, que eviden-
ciam a mercantilizacdo da soliddo e os interesses corporativos que estruturam a experiéncia
dos vinculos mediada por IA.

Entre os principais achados da pesquisa, destaca-se o fato de que os usudrios n3o intera-
gem com as |As apenas como ferramentas, mas como figuras relacionais investidas de desejo,
caréncia, raiva ou esperanca. Em muitos casos, a |A é narrada como parceira ideal, confidente
ou substituta amorosa, revelando n3o sé frustracdes relacionais, mas também um desejo de
previsibilidade, docilidade e controle. Em outros discursos, a IA é descrita como objeto funcio-
nal, incapaz de substituir vinculos reais, mas Gtil para entretenimento, organizacdo ou mesmo
contencdo de impulsos. H4 ainda uma camada critica que denuncia a exploracdo econémica
desses vinculos, identificando no design das plataformas uma estratégia deliberada de captura
afetiva e fidelizacdo emocional.

Essas camadas discursivas revelam uma tensao central: se por um lado a IA é projetada
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como interface de cuidado e intimidade, por outro ela é moldada por légicas que transformam
o afeto em produto, a vulnerabilidade em oportunidade de lucro e o desejo de conexdao em
dado de engajamento. A relacionalidade artificial, longe de ser neutra, mobiliza disputas sobre
o que significa amar, cuidar, confiar ou estar sé no século XXI.

Do ponto de vista tedrico, a pesquisa contribui para o debate sobre subjetividades tec-
nolégicas e para a compreensao dos modos como os afetos sdo mediados, condicionados e
performados por sistemas algoritmicos. A partir da metafora como operador interpretativo,
foi possivel acessar os imaginarios e os regimes de sentido que sustentam essas interacoes,
revelando, além do que as pessoas fazem com as |As, o que esperam delas — e, por extens3o,
0 que esperam das outras pessoas e de si mesmas.

No campo das implicacoes praticas, os resultados sugerem a necessidade de ampliar o
debate publico sobre os efeitos subjetivos e sociais da adocdo de |1As como figuras relacionais.
Em especial, destaca-se a urgéncia de politicas e regulamentacdes que considerem nao apenas
o uso ético da IA em termos funcionais, mas também os impactos emocionais e simbdlicos de
sua integracao no cotidiano afetivo das pessoas.

Nesse contexto, o papel da designer ganha centralidade. Mais do que operadora técnica
ou solucionadora de demandas preexistentes, a designer é convocada a assumir uma postura
critica e propositiva diante das tecnologias que media. Isso implica reconhecer que cada es-
colha de interface, linguagem, estética e funcao contribui para moldar experiéncias afetivas,
expectativas de futuro e modos de estar no mundo. Ao desenhar sistemas de |A que interagem
emocionalmente com os usuarios, a designer ndo projeta apenas ferramentas, mas modela rela-
cOes, desloca afetos e, muitas vezes, colabora com estruturas de captura emocional disfarcadas
de cuidado.

Assumir a responsabilidade por esse desenho significa resistir a ideia de que a eficiéncia ou
a personalizacdo bastam como critérios éticos. Exige perguntar, desde o inicio do processo:
que tipo de relacdo estou projetando aqui? a quem ela serve? o que ela silencia ou impede
de existir? Ao invés de apenas tornar IAs mais envolventes, responsivas ou parecidas com
humanos, cabe a designer investigar quais relacdes queremos cultivar com as tecnologias — e
quais formas de vida estamos (in)voluntariamente reforcando ao fazé-lo. O futuro do design,
nesse cenario, nao esta em adaptar-se a légica do mercado da solidao, mas em criar brechas
para outros modos de relacdo, onde a inteligéncia artificial possa ser parte de um mundo mais
plural, justo e, de fato, tecnodiverso.

Como limitacGes da pesquisa, é importante mencionar o recorte tematico e metodolégico,
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centrado em discursos espontaneos extraidos de comentarios online. Ainda que esse corpus
permita acessar formas expressivas de opinido publica, ele ndo contempla a complexidade
das experiéncias vividas por usuarios em interacoes prolongadas com sistemas de |A, nem as
dinamicas mais sutis dessas relacoes no plano offline. Além disso, o foco em plataformas em
lingua inglesa e portuguesa pode limitar a generalizacdo cultural dos achados.

Para investigacoes futuras, seria interessante aprofundar a dimensdo longitudinal dos vin-
culos com |As — explorando, por exemplo, como esses relacionamentos se transformam ao
longo do tempo —, bem como investigar as diferencas de género, classe, raca e geracdo na
forma como os sujeitos experienciam e significam essas tecnologias. Também seria valioso
comparar o uso afetivo de |1As com outras formas de mediacao digital da intimidade, como
relacionamentos virtuais em jogos, féruns ou redes sociais.

Além dessas direcOes investigativas, permanece uma questao crucial para o campo do
design: como projetar inteligéncias artificiais que n3o apenas repliquem padrdes hegemoni-
cos, mas que ampliem, de fato, os horizontes da tecnodiversidade? A constatacdo de que
plataformas como a Replika reproduzem relacdes hierarquicas, emocionalmente assimétricas e
moldadas para capturar caréncia ndo deve encerrar o debate — mas abri-lo. Existem |As sendo
criadas fora dessa légica? Ha sim iniciativas experimentais que apontam caminhos alternativos:
projetos como o Masakhan (NEKOTO et al., 2020), voltado a IA em linguas africanas, ou o uso
de machine learning por coletivos indigenas para preservacao de territério e memoria, demons-
tram que a IA pode ser articulada a partir de outras epistemologias, valores e cosmologias.
Ainda que n3o sejam voltadas a interacao afetiva, essas propostas descentralizam a IA como
tecnologia exclusivamente ocidental, funcional e voltada ao lucro.

Pensar uma |A tecnodiversa n3o significa apenas permitir que usuarios customizem rostos
e vozes. Significa reposicionar o projeto técnico dentro de outras matrizes de valor, onde
a interacdo ndo seja pensada como substituicdio do humano, mas como coabitacdo com a
diferenca — técnica, cultural e ontoldgica. Para isso, o design precisa se reorientar nao em
torno da pergunta “como tornar a |IA mais eficiente ou mais humana?”, mas sim: para quem
ela serve, com que finalidade e com base em que visdes de mundo?

Fugir da légica do mercado talvez n3o signifique escapar completamente dela, mas criar
pequenas zonas de autonomia dentro do sistema: espacos onde a IA possa ser usada para
recompor lacos comunitarios, fortalecer linguas, recuperar modos de vida marginalizados ou
imaginar formas alternativas de cuidado e escuta. Para isso, a designer precisa atuar como

guardadora de futuros possiveis, nao como mera facilitadora da repeticao do presente. Ao olhar
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para o que falta, para o que nao esta sendo projetado, abre-se um campo vasto de invencao,
onde a |A n3o seja mais um espelho do sofrimento mercantilizado, mas uma ferramenta de
pluralidade, de reparacao e de resisténcia.

Por fim, esta dissertacao buscou ndo apenas analisar discursos sobre a IA, mas refletir sobre
o que eles dizem a respeito da condicdo humana em um tempo de vinculos automatizados.
A 1A, nesse sentido, é menos o objeto da pesquisa do que seu espelho: é através dela que
emergem as fragilidades, os desejos, os excessos e as faltas que estruturam nossas formas de

estar com o outro — seja ele de carne e osso ou de cddigo.
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