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NEURAL NETWORKS TO PROVIDE IMAGES TO RECOGNITION ENGINES

BACKGROUND

[0001] Electronic devices are capable of capturing a processing images,
such as digital photographs. Many mobile phones or smartphones available
today contain cameras and digital photographs are used by many people to

record useful information.

BRIEF DESCRIPTION OF THE DRAWINGS
[0002] FIG. 1 is a block diagram of example instructions to obtain a noise
image from a neural network and provide the noise image to a recognition

engine.

[0003] FIG. 2 is a block diagram of example instructions to obtain a noise
image from application of a captured image to a neural network and to provide

the noise image and the captured image to a recognition engine.

[0004] FIG. 3 is a block diagram of an example electronic device to provide a

noise image obtained from a captured image to a recognition engine.

[0005] FIG. 4 is a flowchart of an example method to obtain a noise image

from a neural network and provide the noise image to a recognition engine.

[0006] FIG. 5 is a flowchart of an example method to obtain a noise image
from a neural network and provide the noise image and a captured image to a

recognition engine.

[0007] FIG. 6 is a graph of results of a test of using captured images and

noise image to recover hidden information with a recognition engine.
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DETAILED DESCRIPTION

[0008] Hidden information may be applied to images for various uses, such
as copyright, data protection/integrity, and automation features, such as
automatic hyperlink following. Such information may be referred to as a mark or
watermark. Examples of such information include a text string that is hidden
within an image. Digimarc™ provides example tools to encode and decode

information from presented images.

[0009] A recognition engine may be used to decode information hidden in
presented images. For example, a user may see a picture in a magazine and
may use a mobile phone device to digitally capture the picture in the magazine.
A processor of the phone may perform recognition that identifies concealed
information using a steganographic technique or an invisible or nearly invisible
watermark application technique to identify specific pixel or image attributes that
encode the information. Successful detection and decoding of the information
become increasingly difficult as imperceptibility of the information is increased.
However, imperceptibility of the information is often useful, so that the

information remains hidden to the human observer.

[0010] Images may be preprocessed to increase recognition and recovery of
such information. Examples of preprocessing discussed herein include
generating a noise image using a trained neural network, where the noise
image is an enhanced representation of the hidden information that is normally

outside human perception or nearly so in the presented image.

[0011] A neural network may be trained using publicly available images. The
neural network may be trained to extract a secret image that has been
steganographically encoded within a container image. Both the image encoded
into the container image and the container image itself may be human
intelligible, e.g., digital photographs. After training, the neural network is put into

operation.

[0012] Subsequently, an image may be captured, for example, by a camera

of a mobile phone. The captured image may be a digital photograph of a subject
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such as printed document, an advertisement, an object, or similar instance of a
presented image. Information, such as a hyperlink, message, or similar, may be
encoded within the imagery of the subject and therefore obtainable from the

captured image by a recognition engine.

[0013] Prior to recognition, the captured image may be preprocessed by the
neural network to extract a representation of the encoded information from the
captured image. The representation may be considered a noise image, which is
generally not intelligible to humans. The noise image may be provided to the
recognition engine to decode the information hidden in the presented image.
Providing the noise image to the recognition engine may increase the likelihood

that the recognition engine can recover the information.

[0014]  As such, rather than merely passing a captured image to the
recognition engine, a noise image is generated by a neural network and the
noise image is passed to the recognition engine. Further, the neural network
may be trained to generally extract a steganographically encoded image from a
container image and need not be trained to the specific technique used to
encode information for recognition by the recognition engine. The neural
network may be trained for image-to-image steganography without regard to the

encoding of text, such as messages or hyperlinks, into container images.

[0015] FIG. 1 shows example instructions 100 to process a captured image
102 to obtain a noise image 104 that may be passed to a recognition engine
106. A neural network 108 is used to generate the noise image 104 from the
captured image 102. The instructions 100 are executable by a processor and

may be stored in a non-transitory computer readable medium.

[0016] The instructions 100 provide the captured image 102 to the neural
network 108. The captured image 102 may be obtained from a camera. The
captured image 102 may be a representation of a presented image 112 that
was steganographically encoded with information 110. For example, a
presented image 112 may be a digital image that is printed, and the captured

image 102 may be a digital photograph of the printed version of the presented
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image 112. In another example, the presented image 112 is displayed on a
display device, and the captured image 102 may be a digital photograph of the

display device.

[0017]  The information 110 may be encoded into the presented image 112
using a steganographic technique that does not use an image as a source of
the information 110. That is, image-to-image steganography is not used. For
example, the information 110 may include text that may be encoded into the
presented image 112 by modifying pixel information of the presented image
112. Examples include modifying the a bit or bits of pixels of an image,
modifying a brightness, chrominance, and/or luminance of pixels or regions of
the image, modifying color-channel information of an image or region thereof,

introducing imperceptible patterns into pixels or regions of an image, or similar.

[0018]  The neural network 108 is trained to extract steganographically
encoded images from container images, i.e., image-to-image steganography.
The neural network 108 may be trained with human-intelligible images, such as
images from public sources or a set of standard training images. Human-
intelligible images include digital photographs. For example, a “secret” digital
photograph may be steganographically encoded into a container digital
photograph, so only the container digital photograph is readily observable. The
neural network 108 may be trained using numerous secret and container
images to extract secret images from modified container images. Examples of
such a neural network include that described by Baluja in “Hiding Images in

Plain Sight: Deep Steganography.”

[0019]  The neural network 108 may be based on an autoencoder
architecture is used to embed a full-size color image (secret image) in another
image (container or cover image). In such a model, a secret image may be

hidden across all available bits of a container image.

[0020] The instructions 100 further obtain the noise image 104 from the

neural network 108. This may be performed automatically and without user
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intervention in response to the captured image 102 being received by the neural
network 108.

[0021] The noise image 104 is representative of the information 110 encoded
within the presented image 112 of which the captured image 102 is a copy. The
noise image 104 is not a reconstruction of a secret image encoded into a
container image. That is, the noise image 104 is an image representation of
encoded information 110 that may have not originally been an image. For
example, the information 110 may contain text. As such, the noise image 104

may be human-unintelligible and not readily understandable by an observer.

[0022] The instructions 100 further output the noise image 104 to the
recognition engine 106 to decode the information 110 represented by the noise
image 104. The recognition engine 106 may expose to the instructions 100
functionality that is limited to receiving images and outputting corresponding
decoded information. For example, the recognition engine 106 may be
proprietary, e.g., Digimarc™, and detailed information about its implementation
and operational methodology may be not readily available. The recognition
engine 106 may be designed to process captured images 102 to obtain the
information 110. Providing noise images 104 to the recognition engine 106 may
increase the likelihood that the recognition engine 106 can recognize the
information 110, as opposed to merely providing the captured image 102 as

would be expected by the recognition engine 106.

[0023] In an example of operation, information 110 includes a textual
copyright notification and the presented image 112 is a photograph to which the
copyright notification pertains. The copyright notification is encoded within the
digital photograph using a steganographic technique or an invisible or nearly
invisible watermark application technique. The resulting image is printed. At a
later time, a user takes a digital photograph of the printed image using, for
example, a smartphone that executes the instructions 100. The smartphone
provides the captured image 102 to the neural network 108 and passes the

resulting noise image 104 to the recognition engine 106. The recognition engine
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106 may then output the copyright notification as obtained from the noise image

104. The smartphone may then display the copyright notification to the user.

[0024] In another example of operation, information 110 includes a hyperlink
and the presented image 112 is a digital advertisement. The hyperlink is
encoded within the advertisement using a steganographic technique or an
invisible or nearly invisible watermark application technique. The resulting image
is displayed on a display device. At a later time, a user takes a digital
photograph of the encoded advertisement using, for example, a smartphone
that executes the instructions 100. The smartphone provides the captured
image 102 to the neural network 108 and passes the resulting noise image 104
to the recognition engine 106. The recognition engine 106 may then output the
hyperlink as obtained from the noise image 104. The smartphone may then

open the hyperlink in a user agent, such as a web browser.

[0025] The neural network 108 is trained to extract secret images from
container images. However, the information 110 may be encoded into the
presented image 112 using any suitable steganographic technique or an
invisible or nearly invisible watermark application technique. As such, the neural
network 108 may generate a noise image 104 that is not human-intelligible. For
example, the noise image 104 representative of the encoded copyright
notification or hyperlink may be unreadable by a person. Rather, such a noise
image 104 may appear to an observer as noise. Providing the noise image 104
to the recognition engine 106 may increase the likelihood of the recognition
engine 106 obtaining the copyright notification, hyperlink, or other information
110. This may provide a more satisfying user experience, in that proper
detection of the information 110 may occur more frequently. Alternatively, a
parameter of the steganographic technique or an invisible or nearly invisible
watermark application technique used to encode the information 110 may be
adjusted to reduce the apparentness of the encoded information 110 in the
container image. That is, the modification of the presented image 112 may be
made more subtle, so that the appearance of the container image is closer to

the presented image 112.
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[0026] FIG. 2 shows example instructions 200 to process a captured image
102 to obtain a noise image 104 that may be passed to a recognition engine
106. Reference to the example sets of instructions and devices discussed

herein may be made for details not repeated here.

[0027] A neural network 108 is used to generate the noise image 104 from
the captured image 102. The captured image 102 may also be passed to the
recognition engine 106, so that the recognition engine 106 may process one or
both of the noise image 104 and the captured image 102. The instructions 200
are executable by a processor and may be stored in a non-transitory computer

readable medium.

[0028] As discussed elsewhere the noise image 104 is generated by the
neural network 108. In addition, to providing the noise image 104 to the
recognition engine 106 to decode the information 110, the captured image 102
may also be outputted to the recognition engine to decode the information 110.
This may increase the likelihood if obtaining successfully decoded information
202.

[0029] The recognition engine 106 may provide a success/fail indication
concerning decoding information from an image. A success may be indicated by
output of the successfully decoded information 202. A failure may be indicated
by a failure message or code. Providing both the captured image 102 and the
noise image 104 to the recognition engine 106 gives the recognition engine 106
two attempts to obtain one success, as the same information 110 is encoded in

both the captured image 102 and the noise image 104.

[0030] Also shown in FIG. 2 are a container image 204 and an encoder 206
that encodes the information 110 as steganographic information within the
container image 204. Implementation details of the encoder 206 need not be

provided when training the neural network 108.

[0031] Further, a parameter, such as strength, of the encoder 206 may be

decreased to achieve a target rate of successfully decoded information 202 with
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tolerable disruption of the presented image 112 as compared to the container
image 204. That is, the encoder 206 modifies the container image 204 to
steganographically encode the information 110, and a greater strength may
increase human-perceptible changes in the resulting presented image 112.
Hence, the strength, or other parameter, may be decreased to reduce human
perceptibility of the information 110 in the presented image 112 because
decreased decoding performance by the recognition engine 106 may be
compensated by the provision of the noise image 104. In other words, use of
the noise image 104 at recognition may allow for higher quality presented

images 112.

[0032] The encoder 206 may implement a steganographic technique or an
invisible or nearly invisible watermark application technique that uses a
relationship between channels to conceal information. For example, the
technique may encode the information 110 in the container image 204 using a U
chrominance channel and a V chrominance channel. The technique may
generally use channels with a complementary relationship to modify pixel data
based on the information 110. In a multi-channel example, first input color
channel data is associated with a first input color channel that is correlated to a
second input color channel associated with second input color channel data
based on a chrominance emphasis. The combined input color channel may be
used to represent the information 110. An example channel includes an array of
values where three arrays of values represent data for a color component for
red green blue (RGB) components of RGB color space. For another example, a
channel may refer to an array of luminance values, such as in a YUV color
space. A color space is a mapping of a description of colors registerable by a
sensor (e.g., a human eye) to physically producible colors. Example color
spaces include RGB, YUV, XYZ, cyan magenta yellow black (CMYK), hue
saturation value (HSV), lightness with A and B color-opponent dimensions
(LAB), and the like.

[0033] The recognition engine 106 may implement the same or similar

steganographic technique or invisible or nearly invisible watermark application
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technique as the encoder 206 to detect and decode information 110 hidden in

container images 204.

[0034] The neural network 108 may be trained without regard to the
steganographic technique or invisible or nearly invisible watermark application
technique used by the encoder 206 and recognition engine 106. Image-to-
image steganography or other invisible or nearly invisible watermark application
technique may be used to train the neural network 108 with readily available
image sets. As such, the neural network 108 may generate noise images 104
that are not specific to the steganographic technique or other invisible or nearly
invisible watermark application technique used by the encoder 206 and
recognition engine 106 but that increase the detection and decoding performed

by recognition engine 106.

[0035] FIG. 3 shows an example electronic device 300, such as a mobile
phone, smartphone, or other portable computing device. The electronic device
300 includes a camera 302, memory 304, and a processor 306 coupled to the
camera 302 and the memory 304. Reference to the example sets of instructions

and devices discussed herein may be made for details not repeated here.

[0036] The processor 306 may be coupled to the memory 304 to
communicate instructions and data therebetween to provide for execution of
instructions by the processor 306. The processor 306 may include a central
processing units (CPU), a microcontroller, a microprocessor, a processing core,
a field-programmable gate array (FPGA), or similar device capable of executing

instructions.

[0037] The memory 304 may include a non-transitory computer-readable
storage medium that may be any electronic, magnetic, optical, or other physical
storage device that stores executable instructions. The computer-readable
storage medium may include, for example, random access memory (RAM),
read-only memory (ROM), electrically-erasable programmable read-only
memory (EEPROM), flash memory, a storage drive, an optical disc, and the like.

The computer-readable storage medium may be encoded with executable
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instructions. The memory 304 may store instructions 308 that are executable by

the processor 306.

[0038] The instructions 308 when executed cause the processor 306 to
control the camera 302 to obtain a captured image 102, provide the captured
image 102 to a neural network 108, obtain an enhanced image 310 from the
neural network 108 in response to providing the captured image 102, and
provide the enhanced image 310 to a recognition engine 106 to decode

information 314 hidden within the captured image 102.

[0039] The neural network 108 is trained to extract steganographically

encoded images from container images, as discussed elsewhere herein. The
neural network 108 is trained without regard to the specific type of information
314 expected to be hidden within captured images 102 and without regard to

the recovery techniques implemented at the recognition engine 106.

[0040] The enhanced image 310 is representative of information encoded
within a presented image that is captured by the camera 302 as the captured
image 102. The enhanced image 310 may include a noise image, as discussed
elsewhere herein. The captured image 102 may also be passed to the
recognition engine 106. Passing a noise image or a noise image and the
captured image 102 to the recognition engine 106 increases the likelihood of

successful decoding of the information 314.

[0041]  The recognition engine 106 may provide a response to receiving the
enhanced image 310. The response may include the information 314 as
decoded from the enhanced image 310 or a message indicating that the
information 314 is not decodable from the enhanced image 310. The message
may be presented to the user or may trigger the processor 306 to take an
action. If the captured image 102 is also passed to the recognition engine 106,
then the response may include the information 314 as decoded from the
captured image 102 or a message indicating that the information 314 is not
decodable from the captured image 102. The information 314 may be provided

if either or both of the enhanced image 310 and captured image 102 are
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successfully decoded. The message may be provided if none of the enhanced

image 310 and captured image 102 are successfully decoded.

[0042] The processor 306 may perform various operations automatically
without user intervention. In various examples, the processor 306 provides the
captured image 102 to the neural network 108, obtains the enhanced image 310
from the neural network, and provides the enhanced image 310 to the
recognition engine 106 automatically and without user intervention. These
operations may be performed in response to capturing an image. In various
examples, all images captured by the camera 302 undergo these operations
automatically and without user intervention and, when information 314 is
detected as hidden within a particular captured image 102, then the processor

306 notifies the user of the electronic device 300 or takes other action.

[0043]  The electronic device 300 may further include a network interface 316

connected to the processor 306.

[0044] Information steganographically encoded into images or encoded
using other invisible or nearly invisible watermark application technique may
include hyperlinks. For example, a printed or displayed advertisement may
include an image that steganographically encodes a hyperlink to the advertiser's
web site. As such, a user of the electronic device 300 may observe the image
without noticing or being distracted by the hyperlink and the electronic device
300 may detect and decode the hyperlink.

[0045]  As such, the processor 306 may further obtain a host address from
the information 314 and control a user agent 318, such as a web browser, to
access a host device 320 at the host address via a network 322, such as the
internet. Accordingly, a web browser may be pointed to a web address to obtain
further information.

[0046] In other examples, the neural network 108 and/or recognition engine

106 may be located at a server or similar electronic device and accessible to the
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electronic device 300 via the network 322. That is, processing may be offloaded

to a server rather than being performed at the device 300.

[0047] FIG. 4 shows an example method 400 to obtain a noise image from a
neural network and provide the noise image to a recognition engine. The
method 400 may be used with any of the example sets of instructions and
devices discussed herein. Reference to the example sets of instructions and
devices discussed herein may be made for details not repeated here. The
method starts at block 402.

[0048] At block 404, a captured image is provided to a neural network. The
captured image may be a digital photograph of a presented image, which may
be a printed or displayed image that steganographically or using other invisible
or nearly invisible watermark application technique that encodes information,
such as text, according to an arbitrary technique. The neural network may be
trained to extract steganographically encoded images from container images.
The neural network may be trained based on image-to-image steganography

using images from available sources.

[0049] At block 406, a noise image is obtained from the neural network in
response to providing the captured image. The noise image is not a
reconstruction of a secret image encoded into a container image. Rather, the
noise image is representative of information, such as text, encoded within a
presented image of which the captured image is a copy. Such information may
be encoded according to a technique that may be unavailable or proprietary or

may be governed by unavailable or proprietary parameters.

[0050] At block 408, the noise image is outputted to a recognition engine to
decode the information. The recognition engine operates according to the same
technique as the encoding. Instead of operating on the capture image, the
recognition engine operates on the noise image, which may thereby increase

the likelihood of successful recognition and decoding.
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[0051] The method 400 ends at block 410. The method 400 may be
repeated, for example, continuously for a sequence of captured images, such

as video frames.

[0052] FIG. 5 shows an example method 500 to obtain a noise image from a
neural network and provide the noise image and a captured image, on which
the noise image is based, to a recognition engine. The method 500 may be
used with any of the example sets of instructions and devices discussed herein.
Reference to the example sets of instructions and devices discussed herein

may be made for details not repeated here. The method starts at block 502.

[0053] At blocks 404, 406, a captured image is provided to a neural network

and a noise image is obtained.

[0054] At block 504, the noise image and the captured image are outputted
to a recognition engine to decode the information. Instead of operating on the
capture image alone, the recognition engine operates on both the noise image
and the captured image, which may thereby increase the likelihood of

successful recognition and decoding of the information.

[0055] If either of both of the noise image and the captured image result in
successful recognition by the recognition engine, at block 506, then the
information originally hidden in the presented image is provided in a response,
at block 508. If neither the noise image nor the captured image result in
successful recognition, then a message is provided as a response, at block 510.
The message may be user message or programmatic message to indicate to a

processor that no information was obtained.

[0056] The method 500 ends at block 512. The method 500 may be
repeated, for example, continuously for a sequence of captured images, such

as video frames.

[0057]  Atest of the above described techniques was made using a neural
network model proposed by Baluja. The model was trained with image-to-image

stenography and was not trained with Digimarc™ watermark examples. Two
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smartphone models, a Samsung J2 Prime™ (“Device 1”) and a Samsung
Galaxy S8™ (“Device 2”), were used to recognize the watermark at distances of

12.2 inches, 6.1 inches, and with free movement (“F”).

[0058] Digimarc™ watermarks were applied with a low watermark perception
configuration (watermark per inch or WPI of 150 and strength 3) in four colorful
RGB images from the LIVE1 dataset. The images were displayed on a screen
during the test and each image was tested separately. In addition, the noise
images were also extracted from the watermarked images and displayed on the
screen for recognition. Recognition accuracy results are shown in FIG. 6 for
application of the Digimarc™ recognition engine directly on captured images
and on noise images, which may be considered reconstructions of the applied
watermark. As can be seen, use of noise images resulted in a larger number of
successful recognitions. Further, it was observed that use of noise images
resulted in faster detection. As such, it was unexpectedly apparent that faster
and more accurate processing of watermarks was possible with a neural
network that was trained on general images and not images specific to the

watermarking technique applied.
[0059]  Another set of tests was performed on printed media.

[0060] A Digimarc™ watermark was applied to two digital images varying
only the strength (*STR”) of application between the values 1, 3, 5, 7, and 10,
generating 10 examples. These examples were printed by different printers: an
HP Inkjet 8610™ and an HP Sprocket 2.0™. The same WPI value of 75 and the

same hidden information, a hyperlink, was used in all tests.

[0061] The comparison between the recognition results before and after the
use of the techniques discussed herein are shown in Tables 1 and 2 below. In
the tables, “X” denotes not recognized and “V” denotes recognized. As can be
seen, accuracy of recognition improved overall. It is contemplated that variance
in accuracy among different printer models can be compensated for by
providing both the captured image and the noise image to the recognition

engine, as discussed herein.
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[0062]  Table 1:
PRINTER 1
CAPTURED IMAGE 1 NOISE IMAGE OF CAPTURED
IMAGE 1
STR DEVICE 1 |DEVICE 2 | STR DEVICE 1 | DEVICE 2
1 X X 1 X X
3 Vv X 3 Vv Vv
5 Vv Vv 5 Vv Vv
7 Vv Vv 7 Vv Vv
10 Vv Vv 10 Vv Vv
CAPTURE IMAGE 2 NOISE IMAGE OF CAPTURED
IMAGE 2
STR DEVICE 1 |DEVICE 2 | STR DEVICE 1 | DEVICE 2
1 X X 1 X X
3 X X 3 X X
5 X X 5 Vv Vv
7 X Vv 7 Vv Vv
10 Vv Vv 10 Vv Vv

[0063]  Table 2:
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PRINTER 2
CAPTURED IMAGE 1 NOISE IMAGE OF CAPTURED
IMAGE 1
STR DEVICE1 |DEVICE2 |STR DEVICE 1 | DEVICE 2
1 X X 1 X X
3 X X 3 X X
5 X X 5 X X
7 X \Y 7 X X
10 \Y \Y 10 \Y \Y
CAPTURE IMAGE 2 NOISE IMAGE OF CAPTURED
IMAGE 2
STR DEVICE1 |DEVICE2 |STR DEVICE 1 | DEVICE 2
1 X X 1 X X
3 X X 3 X X
5 X X 5 X X
7 X \Y 7 X X
10 \Y \Y 10 \Y \Y
[0064] In view of the above, it should be apparent that a neural network

trained for image-to-image steganography may be used to extract an image

representation of steganographically encoded information, and particularly text

information, from a presented image without undue regard to the
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steganographic technique used to hide that information. Training of the neural
network may be based on readily available images, such as digital photographs,
instead of examples of text information, such as copyright notices, hyperlinks,
ownership information, or similar. As such, a recognition engine may be
provided with a noise image representative of the hidden information that
increases the likelihood of successfully recognizing and decoding the

information.

[0065] It should be recognized that features and aspects of the various
examples provided above can be combined into further examples that also fall
within the scope of the present disclosure. In addition, the figures are not to

scale and may have size and shape exaggerated for illustrative purposes.
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CLAIMS
1. A non-transitory computer-readable medium comprising instructions

executable by a processor to:

provide a captured image to a neural network, the neural network being

trained to extract steganographically encoded images from container images;

obtain a noise image from the neural network in response to providing
the captured image, the noise image being representative of information

encoded within a presented image of which the captured image is a copy; and
output the noise image to a recognition engine to decode the information.

2. The non-transitory computer-readable medium of claim 1, wherein the

instructions are further to:

output the captured image with the noise image to the recognition engine

to decode the information.

3. The non-transitory computer-readable medium of claim 1, wherein the neural
network is trained with human-intelligible images, and wherein the information
as encoded within the presented image and as represented in the noise image

is human-unintelligible.

4. The non-transitory computer-readable medium of claim 1, wherein the
instructions are further to control a camera of an electronic device to capture the

captured image.

5. The non-transitory computer-readable medium of claim 1, wherein the
instructions are further to obtain a host address from the information and control

a user agent to access a host device at the host address via a network.

6. The non-transitory computer-readable medium of claim 1, wherein the
recognition engine exposes to the instructions functionality that is limited to

receiving images and outputting corresponding decoded information.
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7. An electronic device comprising:
a camera; and
a processor connected to the camera, the processor to:
control the camera to obtain a captured image;

provide the captured image to a neural network trained to extract

steganographically encoded images from container images;

obtain an enhanced image from the neural network in response to
providing the captured image, the enhanced image being representative

of information encoded within a presented image; and

provide the enhanced image to a recognition engine to decode the
information.

8. The electronic device of claim 7, wherein enhanced image contains a
representation of noise encoded into the presented image to represent the

information.
9. The electronic device of claim 7, wherein the processor is further to:

provide the captured image to the recognition engine to decode the

information.

10. The electronic device of claim 9, wherein the processor is further to receive
a response from the recognition engine, wherein the response contains one or
both of:

the information as decoded from the enhanced image or a message
indicating that the information is not decodable; and

the information as decoded from the captured image or a message
indicating that the information is not decodable.
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11. The electronic device of claim 10, wherein the processor is further to output

the information if the information is contained in the response.

12. The electronic device of claim 7, wherein the neural network is trained with
human-intelligible secret images steganographically encoded within human-

intelligible images container images.

13. The electronic device of claim 7, further comprising a network interface
connected to the processor, wherein the processor is further to obtain a host
address from the information and control a user agent to access a host device

at the host address via a network.

14. The electronic device of claim 7, wherein the processor is to provide the
captured image to the neural network, obtain the enhanced image from the
neural network, and provide the enhanced image to the recognition engine

automatically and without user intervention.
15. A method comprising:

providing a captured image to a neural network, the neural network being

trained to extract steganographically encoded images from container images;

obtaining a noise image from the neural network in response to providing
the captured image, the noise image being representative of information

encoded within a presented image of which the captured image is a copy; and

outputting the noise image or the noise image and the captured image to

a recognition engine to decode the information.
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