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RESUMO

Com o inicio da era digital, ao passar dos anos, os algoritmos estdo cada vez mais
presentes na humanidade, como reflexo, os mesmos estdo sendo utilizados para realizarem
diversas tarefas que seriam ineficazes ou impossiveis para um ser humano. Com o aumento do
uso dos algoritmos, alguns riscos sdo iminentes no que diz respeito a sua aplicagdo na
sociedade, como: preconceito, discriminagdo social, manipulagdo, violagdo de privacidade,
entre outros vieses que podem ser “mascarados” através da tecnologia. Para lidar com esses
riscos, um processo de governanga precisa ser considerado, para que os beneficios da
inteligéncia artificial (IA) sejam maximizados e as ameagas mitigadas. Este trabalho faz uma
revisdo sistematica da literatura sobre estudos na area de governanca de algoritmos, com o
objetivo de elaborar uma analise da defini¢do, importancia e processos da governanca de

algoritmos.

Palavras-chave: governanca de algoritmos, riscos, inteligéncia artificial, processos de
governanga, sociedade.



ABSTRACT

With the beginning of the digital age, over the years, algorithms are increasingly present
in humanity, as a result, they are being used to perform various tasks that would be ineffective
or impossible for a human being. With the increased use of algorithms, some risks are imminent
with regard to their application in society, such as: prejudice, social discrimination,
manipulation, violation of privacy, among other biases that can be “masked” through
technology. To address these risks, a governance process needs to be considered, so that the
benefits of artificial intelligence (Al) are maximized and threats mitigated. This work makes a
systematic review of the literature on studies in the area of algorithm governance, with the
objective of elaborating an analysis on the definition, importance and processes of algorithm

governance.

Keywords: algorithm governance, risks, artificial intelligence, governance processes, society.
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1 INTRODUCAO

Com o inicio da era digital, ao passar dos anos, a tecnologia estd cada vez mais presente
na humanidade, o que implica no crescimento do uso da mesma para realizar muitas tarefas. Os
algoritmos sdo basicamente instrumentos criados para auxiliar a populacdo de alguma forma,
seja em uma tarefa ou decisdo, dado um input (entrada) os mesmos irdo produzir um output
(saida). A disponibilidade de poder de processamento cada vez maior e conjuntos de dados
possibilitam que os algoritmos executem tarefas com magnitudes e complexidade insuportaveis
para os padrdes de uma pessoa, o que os torna imprescindiveis para a raga humana.

Embora os algoritmos fornegam resultados valiosos, os mesmos podem tirar o processo
decisorio do ser humano, o que pode ser arriscado. Alguns riscos provaram-se iminentes no que
diz respeito a sua utilizacdo, como: preconceito, discriminac¢ao social, manipulacao, violagao
de privacidade, entre outros vieses que podem ser “mascarados” através da tecnologia. Assim,
para promover a integracdo em diversos processos sociais € econdmicos, talvez fosse necessario
a criacao de algum tipo de governanca, a qual instituisse leis para regular o desenvolvimento e
implantagdo dos algoritmos (DANILO & V. ALMEIDA, 2016).

A complexidade dos algoritmos ¢ aumentada pelo uso crescente de técnicas de
aprendizado de maquina, com essas técnicas, um algoritmo pode reorganizar e transformar o
seu funcionamento interno com base nos dados que analisa. Como Pedro Domingos descreveu
uma vez: “Algoritmos de aprendizado sdo algoritmos que fazem outros algoritmos” (PEDRO
DOMINGOS, 2015). Esta afirmac¢ado confirma o motivo pelo qual os cientistas de dados, muitas
vezes, possuem dificuldade para analisar e descrever as etapas de um algoritmo. E notério, cada
vez mais, a dificuldade dos humanos de entenderem, explicarem ou preverem o funcionamento
interno dos algoritmos, suas bases e eventuais problemas. Isso ¢ uma situacao preocupante, uma
vez que os algoritmos “sdo” confiaveis para tomar decisdes importantes, se ndo fundamentais,
que afetam nossas vidas.

Gradativamente trabalhos académicos e publicos trazem a tona a necessidade por mais
responsabilidade e transparéncia dos algoritmos (EPIC.ORG, 2015). E um fato que a tecnologia
enriquece nossas vidas e possibilita novas vertentes para o futuro. Contudo, esses sistemas
também podem ameagar os valores fundamentais da sociedade. Leis devem ser criadas e
regulamentadas para garantir uma protecdo aos usuarios contra abuso, exploragdo,
discriminagdo e vigilancia invasiva (EPIC.ORG, 2015). E crucial que exista uma governanca

para os algoritmos.
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1.1 MOTIVACAO

Responsabilidade ¢ um dever social que todo cidaddo ou organizagdo deve exercer.
Garantir que os direitos humanos ndo serdo violados ¢ um dever do Poder Legislativo e
Executivo. Com base nessas afirmagdes, para implantarmos ou criarmos algo que fara parte da
sociedade, a legalidade e os cuidados s3o fundamentais.

Os algoritmos existem para auxiliar ou realizar uma determinada tarefa, a qual seria
ineficaz se realizada parcialmente ou totalmente por um humano. A ideia de implantar sistemas
e automatizar processos vem ganhando forca conforme a tecnologia avanca, os ganhos e
beneficios que os algoritmos trazem para a sociedade sao imensuraveis. Maquinas treinam
outras maquinas, sistemas preveem eventos, robds conseguem pensar € agir, a evolucao
tecnoldgica € iminente.

Apesar dos beneficios evidentes da tecnologia, existe a possibilidade da mesma
apresentar algum tipo de risco para a sociedade dependendo do seu desenvolvimento, vale
lembrar que um algoritmo em sua fase primaria ¢ construido por um humano, o qual pode ser
falho. Assim como existem leis para manter um bom convivio social, para garantir que um
algoritmo ndo viole os direitos humanos, os mesmos devem seguir algumas normas.

A governanga de algoritmos tem como objetivo regulamentar e fiscalizar os sistemas
algoritmicos, garantindo que os mesmos nao violem os direitos humanos. Os vieses na
implementagdo de uma tecnologia sdo os principais problemas. Imaginemos a seguinte
situacdo: Um aeroporto precisa implantar um sistema baseado em I.A para identificar possivel
trafico; para implantar um sistema como esse, a organizagao responsavel precisa garantir que
os dados fornecidos para treinar a [.A sejam integros, sem nenhuma manipulagdo ou viés. Para

assegurar a imparcialidade e ética de um algoritmo, uma governanga precisa ser estabelecida.

1.2 OBJETIVO

O objetivo deste trabalho compreende elaborar uma analise da defini¢cdo, importancia e
processos da governanga de algoritmos, com base em estudos e artigos publicados sobre esses
pontos. Para atingir tal objetivo, foi realizado uma revisdo sistematica na literatura no que diz
respeito a governanga de algoritmos, para que fosse possivel elaborar uma avaliacdo dos
resultados obtidos a partir dos estudos dessa revisao.

Com o intuito de extrair os principais conceitos dos estudos, quatro questdes de pesquisa

foram consideradas para serem respondidas:
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QP1: Quais os impactos sociais dos algoritmos?
QP2: Quais os riscos que os algoritmos podem apresentar?
QP3: Qual a necessidade de uma governanga para os algoritmos?

QP4: Quais processos fazem parte da governanga de algoritmos?

Ao responder essas perguntas, este estudo servira de apoio a quem se interessar em
entender e avaliar o conceito, causas e processos da governanca dos algoritmos. Além disso, as
respostas deste trabalho servem de guia para justificar o motivo pelo qual os algoritmos devem

passar por uma “vistoria” antes de serem implantados na sociedade.

1.3 METODOLOGIA

Com o objetivo de reunir e avaliar um conjunto de dados de diferentes estudos, e
consequentemente responder as questdes definidas na se¢do 1.2 deste trabalho, foi realizado
uma revisao sistematica, a qual pode ser definida como um método que propde responder uma
ou mais perguntas de forma objetiva e imparcial (MAICON FALAVIGNA, 2018). O método
foi conduzido conforme o processo descrito em (KITCHENHAM, 2004). De acordo com a
autora, uma revisao sistematica pode ser dividida em cinco etapas: (i) definicao das questdes
de pesquisa; (ii) realizagdo de buscas por artigos primdarios relevantes nas fontes de pesquisa
escolhidas; (iii) triagem dos artigos (qualificagdo); (iv) extragao de dados baseado nas perguntas

de pesquisa; e (v) sintese dos dados.

1.4 ORGANIZACAO DO DOCUMENTO

Este trabalho ¢ resumido em 5 capitulos. O primeiro capitulo conta com a parte
introdutoria a respeito do tema governanga de algoritmos, assim como o objetivo do estudo, a
motivacao e a metodologia aplicada na realizag¢ao da pesquisa. O segundo capitulo tem o intuito
de discorrer de forma teorica e isolada os conceitos de algoritmos e governancga de algoritmos.
O terceiro capitulo apresenta as fases da revisdo sistematica que foram realizadas. O quarto
capitulo evidencia os resultados obtidos a partir da pesquisa realizada. Por fim, o quinto capitulo

demonstra uma breve conclusido do trabalho como um todo.
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2 REFERENCIAL TEORICO

Este capitulo introduz a defini¢do do que s3o os algoritmos, como eles surgiram e qual
sua importancia para a sociedade. Além disso, uma breve defini¢do do que se trata a governanca

de algoritmos e alguns motivos pelo qual este processo deve ser considerado.

2.1 ALGORITMOS

O termo algoritmo deriva do nome de um matematico persa do século IX, conhecido
como Abdullah Muhammad ibn Musa Al-Khawarizmi. Seu nome em latim era: Algoritmi, o
que significava “o sistema de numera¢ao decimal” e foi usado com esse significado por séculos.
A partir da década de 1950, com o surgimento dos primeiros computadores, o significado de
algoritmos mudou para o que conhecemos hoje (MAREK KOWALKIEWICZ, 2019).

O significado de algoritmos que conhecemos atualmente surgiu com o inicio da
engenharia mecanica e seus processos. No principio, os algoritmos auxiliaram a matematica,
dando base a algebra da logica, usando variaveis nos célculos. Os primeiros indicios dos
algoritmos incluem a aproximacao de Pi de Arquimedes, a fungdo do maximo divisor comum
em numeros de Euclides e o calculo de numeros primos de Erastostenes (SOUVIK DAS, 2016).

Em 1800 ocorreram véarias conquistas que auxiliaram na evolucdo dos algoritmos, a
primeira, marcada como: a Algebra Booleana, foi estabelecida pelo matematico inglés George
Boole. Em 1847, Boole unificou a logica com calculos, formando a algebra binaria, a qual deu
origem a base da logica computacional. Por fim, mediante as descobertas citadas, nascem os
algoritmos computacionais (SOUVIK DAS, 2016).

Um algoritmo pode ser descrito como um conjunto de instru¢cdes bem definidas com o
objetivo de solucionar um determinado problema. O conceito de algoritmo ¢ frequentemente
ilustrado na literatura pelo exemplo de uma receita culindria, pois, assim como os algoritmos,
uma receita consiste em passos especificos e sucessivos para realizar uma determinada tarefa.
Na ciéncia da computacdo um algoritmo pode ser resumido como um conjunto de regras finitas
e rigorosas para realizar um determinado procedimento computacional.

Os algoritmos podem ser classificados em diferentes tipos, de acordo com suas
caracteristicas (propriedades e dominios) - algoritmos combinatdrios lidam com contagem e
enumeragao, algoritmos numéricos produzem respostas numéricas para problemas equacionais,
enquanto algoritmos probabilisticos produzem resultados dentro de determinados limites.

(PAUL DOURISH, 2016).
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Conforme definido por Dourish: “um algoritmo ¢ uma descri¢do abstrata e formalizada
de um procedimento computacional entrelagado com outras formas computacionais, como
dados, estrutura de dados, programas e processos” (PAUL DOURISH, 2016). Um algoritmo
também pode ser definido como um sistema de varias partes, o que pode incluir algoritmos de
aprendizado de maquina, modelos, fungdes matematicas, dados de treinamento, aplicagdo,
hardware e redes. Pode ser descrito como um conjunto sociotécnico: uma combinagdo de
técnicas e componentes sociais, onde os atores sociais € os artefatos tecnologicos se cruzam
como parte de um sistema unificado (V. ALMEIDA & F. FILGUEIRAS, 2022).

Grande parte dos sistemas de decisdo algoritmica que sdao geridos por um proprio
algoritmo, geralmente, dependem da andlise de grandes quantidades de dados para advir
informagdes e inferir correlagdes para a tomada de decisdes. YouTube, Spotify, Amazon e Uber
sdo alguns exemplos de sistemas algoritmicos, com servigos conduzidos por algoritmos.

Contudo, independente das caracteristicas funcionais, todos os algoritmos possuem um
objetivo em comum: Auxiliar na execu¢do de uma determinada tarefa que seria ineficaz ou

impossivel se realizada por um ser humano.

2.2 GOVERNANCA DE ALGORITMOS

Governanca é a forma como as regras, normas e acdes sdo estruturadas,
sustentadas, reguladas e responsabilizadas (BEVIR & MARK, 2012). Por sua vez, a
governanca de algoritmos pode ser resumidamente definida como a forma de regular e
responsabilizar os resultados dos algoritmos. A governanca de algoritmos pode ser aplicada em
diferentes contextos, desde o ponto de vista estritamente legal e regulatorio até um ponto de
vista puramente técnico que visa analisar a arquitetura e implementacao da tecnologia. Em
grande parte, o foco da regéncia ¢ direcionado para a transparéncia e garantias técnicas dos
algoritmos. Governanca de algoritmos ¢ um componente central para que as normas
regulatorias do mundo digital sejam construidas. Conforme proposto por Floridi, a governanga
de algoritmos pode ser vista como a “pratica de estabelecer e implementar politicas,
procedimentos e padrdes para o desenvolvimento, uso e gerenciamento adequados da Infoesfera
(L. FLORIDI, 2018).

Existem dois significados que podem ser confundidos, mas estdo associados ao processo
de governar algoritmos na sociedade. O primeiro, conhecido puramente como governanga de
algoritmos, refere-se a praticas e politicas para controlar e regular os algoritmos e seus impactos

nos individuos e na sociedade. A governanga geralmente ¢ baseada em ferramentas que ndo
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funcionam propriamente no algoritmo, e sim em elementos de seu ambiente, como conjuntos
de dados e elementos de design. O intuito desse processo ¢ na prestagdo de contas,
transparéncia, garantias técnicas, natureza do algoritmo, seu contexto e riscos. (V. ALMEIDA
& F. FILGUEIRAS, 2022). O segundo processo € a governanga por algoritmos, a qual se refere
a sistemas e mecanismos que “regem’ seus proprios feitos, implementados com objetivos bem
especificados em dire¢do a feitos econdomicos, politicos e sociais. Um caso para exemplificar a
governanga por algoritmos ¢ o Uber, que faz uso de um gerenciamento algoritmico, permitindo
que seja necessario um nimero minimo de gerentes humanos para supervisionar milhares de
motoristas de forma otimizada e em grande escala.

Para viabilizar e tornar necessdrio uma governanca, alguns fatores relevantes sao
considerados, como: a natureza do algoritmo, seu contexto, ou analise de risco. Geralmente,
quando uma opcao de governanca ¢ feita, ela visa reduzir os problemas causados pelo
algoritmo. Deve tentar preservar a sua eficacia e reduzir os resultados indesejaveis.

Vale lembrar que, algumas técnicas utilizadas na governanca ndao agem diretamente no
algoritmo, mas nos dados que sdo utilizados para seu funcionamento. Isso acontece em varias
ferramentas j& presentes na legislagdo de protecdo de dados. Em alguns paises, leis de
transparéncia e equidade sdo aplicadas diretamente aos algoritmos e as plataformas que

suportam seu funcionamento (DANILO & V. ALMEIDA, 2016).
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3 REVISAO SISTEMATICA DA LITERATURA

Este capitulo apresenta uma revisdo sistematica da literatura usando a abordagem
definida por Kitchenham (KITCHENHAM, 2004). O processo realizado ¢ descrito em cada

secdo do capitulo.

3.1 DEFINICAO DA STRING DE BUSCA

Como fontes de artigos publicados, a busca realizada incluiu 3 bases de dados: IEEE,
ACM e Science Direct. Todas essas bibliotecas digitais possuem paginas Web onde foi possivel
realizar as buscas pelas palavras chaves de interesse.

As pesquisas nessas fontes foram feitas inicialmente considerando algumas palavras

chaves e formaram as seguintes Strings de busca:

e Versao 1: (“governing algorithms” OR “governance algorithm” OR
“algorithmic governance” OR “algorithm regulation”) AND (“society” OR
“organization”) AND (“transparency” OR “evidence” OR “accountability”

OR “regulation”)

e Versdo 2: (“algorithm governance” OR “algorithmic governance”) AND
(“social” OR “organization”) AND (""'model” OR "method" OR “technique”
OR '"regulation" OR “privacy”)

Ap6s a analise dos resultados algumas palavras chaves foram desconsideradas, pois os
artigos retornados ndo contemplavam o foco da revisdo sistematica. Testes de busca foram

realizados com o intuito de refinar a String para a pesquisa, o que resultou na seguinte consulta:

e (“algorithm governance” OR “algorithmic governance”) AND ("society" OR
“social” OR “organization”) AND ("'model” OR “process” OR '"regulation"

OR “privacy”)

Mostrou-se necessario o acréscimo do termo society para garantir que seriam retornados

resultados que envolvessem aspectos da sociedade. Além disso, o termo process foi utilizado
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como substituto/sindnimo dos termos method e technique com o intuito de gerar uma String

mais enxuta e precisa.

3.2 SELECAO DOS ARTIGOS

A primeira busca retornou um total de 232 artigos, levando em consideracdo as trés
fontes. Para selecionar os artigos mais relevantes para o estudo foram realizadas algumas etapas

de filtragem, detalhadas nas sec¢des a seguir.

3.2.1 ETAPA1

A primeira etapa consistiu em definir alguns critérios de exclusdo, considerando que a
primeira busca ndo foi realizada a partir de algum filtro em especifico, foi necessario realizar

uma triagem por idioma, data, acesso e tipo de artigo. Seguem os critérios definidos:

CEO1 - Artigos que nao estejam no periodo de 2016 a 2022

CEO02 - Artigos secundarios (outra RSL ou MS)

CEO03 - Artigos com conteudo pago

CE04 - Artigos duplicados ou similares

CEO0S5 - Artigos que nao estejam relacionados com as perguntas de pesquisa
CEO06 - Artigos que nao estejam em inglés

A Figura 1 mostra a relagdo entre os artigos selecionados inicialmente e os artigos

selecionados apos a aplicagao dos critérios de exclusao.
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Triagem 1
100
90
80
70
60
50
40
30
20
10
: ] -
IEEE Science Direct ACM

ETotal ®Po6s Triagem

Figura 1: Triagem Etapa 1

A Tabela 1 mostra os resultados dos artigos selecionados apds a aplicagao dos critérios

de exclusao.

IEEE 17

Science Direct | 13

ACM 25

Tabela 1: Resultado da Triagem 1

Para andlise do critério COS os titulos e resumos dos artigos foram considerados, de
forma que fosse possivel identificar se o artigo analisado estava coerente com o tema proposto.
Nesta etapa foram marcados como C05 todos os artigos que ndo continham dados relacionados
a governanga associada a algoritmos e vice e versa. Nao foram identificados artigos repetidos

ou similares entre as fontes de pesquisa, logo, o critério C04 ndo foi aplicado de forma direta.

3.2.2 ETAPA2

A etapa 1 ndo levava em consideragdo a qualidade dos artigos selecionados, por isso foi
necessario realizar uma leitura mais aprofundada dos artigos, considerando a introdugdo e

conclusdao dos textos, além de analisar partes de cada artigo que tinham relagdo com as
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perguntas de pesquisa definidas, de forma que fosse verificado se as mesmas seriam
respondidas.

Para realizar esta etapa foram utilizados alguns critérios para qualificacdo dos estudos:

e Contexto claro
e Metodologia bem definida
e Aplicacdo Pratica

e Discussdo relevantes e consistentes

O objetivo final era que cada estudo possuisse uma nota de qualidade, a qual seria
formada pela média das notas de cada critério definido acima. Para valorar os critérios foram

utilizadas a seguinte escala:

e Nota 0: Nao atende
e Nota 0,5: Atende parcialmente

e Nota 1: Atende totalmente

Para sele¢ao de qualificacdo dos artigos, foram considerados os estudos com notas
iguais ou superiores a 0,5.
A Figura 2 mostra a relacdo entre os artigos selecionados na Etapa 1 e os artigos

selecionados apos a aplica¢ao dos critérios de qualificacao.
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Figura 2: Triagem Etapa 2

A Tabela 2 mostra os resultados dos artigos selecionados apos a aplicacao dos critérios

de qualificagao.

IEEE 10

Science Direct | 12

ACM 13

Tabela 2: Resultado da Triagem 2

3.2.3 RESULTADO

O objetivo deste processo foi selecionar os artigos mais relevantes para responder as
questdes propostas sobre o tema governanga de algoritmos. Todos os artigos apresentados nesta
secdo foram utilizados para responder as perguntas de pesquisa, além de serem utilizados como
referéncias para elaborag¢do do contetido deste documento. Os resultados apresentados a seguir
sdo referentes aos artigos selecionados.

A Figura 3 demonstra a quantidade de artigos por fonte apds cada etapa que foi

evidenciada neste capitulo.
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A Tabela 3 apresenta o identificador, titulo, ano e fonte de cada um dos 35 artigos

selecionados.

Titulo

Ano

Fonte

Al

A Layered Model for Al
Governance

2017

IEEE

A2

Algorithmic Governance in Smart
Cities: The Conundrum and the
Potential of Pervasive Computing
Solutions

2018

IEEE

A3

Algorithms and Institutions: How
Social Sciences Can Contribute to
Governance of Algorithms

2022

IEEE

A4

Decision Provenance: Harnessing
Data Flow for Accountable
Systems

2019

IEEE

A5

Framework for Trustworthy
Software Development

2019

IEEE




A6

Governance and Communication
of Algorithmic Decision Making: A
Case Study on Public Sector

2021

IEEE

A7

Procurement as Al Governance

2021

IEEE

A8

Trusted Atrtificial Intelligence:
Technique Requirements and
Best Practices

2021

IEEE

A9

U.S. Artificial Intelligence
Governance in the Obama—-Trump
Years

2021

IEEE

Al10

What Is Algorithm Governance?

2016

IEEE

All

The flaws of policies requiring
human oversight of government
algorithms

2022

ScienceDirect

Al2

Data governance: Organizing data
for trustworthy Atrtificial
Intelligence

2020

ScienceDirect

Al3

Information privacy, impact
assessment, and the place of
ethics

2020

ScienceDirect

Al4

Deep learning and principal-agent
problems of algorithmic
governance: The new materialism
perspective

2020

ScienceDirect

Al5

Governance of artificial
intelligence: A risk and guideline-
based integrative framework

2022

ScienceDirect

Al6

An artificial intelligence algorithmic
approach to ethical decision-
making in human resource
management processes

2022

ScienceDirect

23



Al7

Unpacking algorithms as
technologies of power: Syrian
refugees and data experts on

algorithmic governance

2021

ScienceDirect

Al18

Hard choices in artificial
intelligence

2021

ScienceDirect

Al19

Opportunity for renewal or
disruptive force? How artificial
intelligence alters democratic

politics

2020

ScienceDirect

A20

Legal and human rights issues of
Al: Gaps, challenges and
vulnerabilities

2020

ScienceDirect

A21

Assessing behavioral data
science privacy issues in
government artificial intelligence
deployment

2022

ScienceDirect

A22

A shallow defence of a
technocracy of artificial
intelligence: Examining the
political harms of algorithmic
governance in the domain of
government

2020

ScienceDirect

A23

Algorithmic Impact Assessments
and Accountability: The Co-
Construction of Impacts

2021

ACM

A24

Algorithms Off-Limits? If Digital

Trade Law Restricts Access to

Source Code of Software Then
Accountability Will Suffer

2022

ACM

A25

An Action-Oriented Al Policy
Toolkit for Technology Audits by
Community Advocates and
Activists

2021

ACM

24



A26

Fighting Back Algocracy: The
Need for New Participatory
Approaches to Technology

Assessment

2020

ACM

A27

Governing Algorithmic Systems
with Impact Assessments: Six
Observations

2021

ACM

A28

Human Autonomy in Algorithmic
Management

2022

ACM

A29

Is a Decentralized Autonomous
Organization a Panopticon?
Algorithmic Governance as

Creating and Mitigating
Vulnerabilities in DAOs

2021

ACM

A30

Is the Data Fair? An Assessment
of the Data Quality of Algorithmic
Policing Systems

2020

ACM

A3l

Mind the Gap: Towards an
Understanding of Government
Decision-Making Based on
Artificial Intelligence

2022

ACM

A32

Multi-Layered Explanations from
Algorithmic Impact Assessments
in the GDPR

2020

ACM

A33

Power Dynamics and Value
Conflicts in Designing and
Maintaining Socio-Technical
Algorithmic Processes

2022

ACM

A34

Robots Enact Malignant
Stereotypes

2022

ACM

A35

The Algorithmic Imprint

2022

ACM

Tabela 3: Resultado final da Triagem

25
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Apos a andlise dos artigos selecionados foi realizado um mapeamento dos estudos por
ano de publicagdo. Ao agrupar os estudos por periodo, foi possivel confirmar a relevancia do
tema governanga de algoritmos nos ultimos anos. Uma vez que os algoritmos cada vez mais
ganham espago na sociedade, faz-se suscetivel que a quantidade de publica¢des de trabalhos
relacionados ao tema aumente gradativamente.

A Figura 4 mostra a quantidade de artigos publicados por ano:

Ano de publicacdo

2022

2020
2019
2018
2017

|
2021 |

-

|/

I

I

I

2016

B Quantidade de Artigos

Figura 4: Ano de Publicacao

Em vérios paises do mundo a IA ji contribui de forma integral na realizacdo de
processos, tomadas de decisdo, monitoramento e seguranga, aspectos importantes que fazem
parte da sociedade como um todo. Com a intencdo de identificar em quais paises os estudos
foram divulgados, foi realizado um mapeamento das publicacdes dos estudos por pais, no
intuito de descobrir em quais locais o tema ¢ recorrente e validar a distribui¢do geografica sobre
a tematica.

A Figura 5 mostra a quantidade de artigos publicados por pais:
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Paises

® Alemanha - 3 W Australia - 3 ® China -1 m Coreia do Sul - 2
H Espanha - 1 = Estados Unidos - 15 ® Estonia - 1 ® Holanda- 1
M India-1 W México - 1 Hm Noruega - 1 H Portugal - 1

® Reino Unido - 4

Figura 5: Artigos por pais

Conforme apresentado na Figura 5, o pais com a maior quantidade de artigos publicados
foi os Estados Unidos, seguido do Reino Unido, Alemanha e Australia.

Outra métrica que foi analisada tinha como objetivo identificar se um autor publicou
mais de um estudo dentre os 35 selecionados. O autor Virgilio A.F. Almeida, professor da
Universidade Federal de Minas Gerais (UFMG) de Ciéncia da computacdo, fez parte da
publicacdo de 3 artigos. Vale ressaltar que os artigos publicados pelo professor tiveram nota de
qualificacdo 1.0 (nota maxima) apés a Etapa 2 descrita na Secéo 3.2.2 deste trabalho, o que

confirma a relevancia do autor a respeito do tema governanca de algoritmos.
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4 RESULTADOS DA PESQUISA

Este capitulo ¢ dividido em quatro se¢des e apresenta os resultados das perguntas de
pesquisas definidas nos objetivos deste trabalho. A primeira se¢do visa apresentar os resultados
obtidos que respondem a pergunta de pesquisa QP1, a segunda se¢ao a pergunta de pesquisa

QP2 e assim sucessivamente.

4.1 IMPACTOS SOCIAIS DOS ALGORITMOS

A primeira questdo deste estudo visa entender os impactos que os algoritmos podem
causar na sociedade.

Os estudos mostraram que os algoritmos gradativamente estdo ganhando espaco na
humanidade. Atualmente, sistemas e dispositivos eletronicos estdo sendo utilizados cada vez
mais para tomar decisdes, realizar avaliagdes e analisar causas que impactam nossas vidas.
Muitos setores da sociedade estdo adotando rapidamente tecnologias digitais e Big Data,
resultando em sistemas autbnomos e tomada de decisdes algoritmicas em bilhGes de vidas
humanas. A tendéncia é que a tecnologia auxilie ou substitua (em alguns casos) algumas
atividades realizadas por pessoas, devido ao fato do poder da computacéo e o conjunto de dados
possibilitarem que os algoritmos executem tarefas com uma magnitude e complexidade
impossiveis para os padrdoes humanos (DANILO & V. ALMEIDA, 2016).

Atualmente os algoritmos desempenham um papel fundamental na sociedade. Os
algoritmos sdo o que muitas vezes decidem se alguém serd contratado ou demitido, se sera
aprovado ou reprovado em uma prova, se tera acesso a um determinado beneficio social, quais
noticias ele vera na midia e nas redes sociais, qual o melhor caminho para chegar em um local.
Em muitos campos, as tecnologias digitais estdo permitindo a construcdo ou reengenharia da
sociedade, tendo os algoritmos como elemento central deste processo (F. FILGUEIRAS & R.
F. MENDONCGCA, 2022).

Os estudos em Ciéncias Sociais gradativamente identificam problemas, processos e
resultados do poder dos algoritmos na sociedade. Conforme descrito por F. Filgueiras: “O poder
é um dos conceitos centrais nas Ciéncias Sociais e € amplamente definido como a capacidade
de uma entidade individual ou coletiva de influenciar o comportamento, as acGes e as crencgas
dos outros, independentemente da vontade desses outros. Concebido como uma influéncia, essa
capacidade é inerentemente relacional” (F. FILGUEIRAS & R. F. MENDONCA, 2022).

Devido ao poder que os algoritmos estdo exercendo na sociedade, € comum que o0
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comportamento dos individuos que fazem parte da mesma seja afetado. Essa mudanca, pouco
a pouco, institucionaliza-se e passa a ser vista como natural. Os algoritmos, como as
instituices, sdo dispositivos que auxiliam na resolucdo de algum problema ou tomada de
decisdo. Conforme compreendemos algoritmos como instituicdes, entendemos que eles
possuem uma ‘“habilidade” inerente, que € estruturar o comportamento humano, afetando
diretamente o designio das nossas escolhas (F. FILGUEIRAS & R. F. MENDONCA, 2022).

O répido desenvolvimento da Inteligéncia Artificial (1A) nos Gltimos anos impactou
diretamente aspectos da saude, transporte, midia, seguranca e outros campos (T. ZHANG & Y.
QIN, 2021). A evolugéo dos algoritmos permitiu que algumas tecnologias surgissem, como:
sistemas de previsao de crimes, testes para varios tipos de doencas, carros autbnomos, entre
vérias outras aplicagdes. Varios desses sistemas afetam diretamente a sociedade em virtude de
estarem ligados a atividades cotidianas. A IA ja é utilizada como ferramenta de apoio, a mesma
pode auxiliar médicos a encontrar um determinado diagnostico corretamente, ou mesmo
proporcionar maior racionalidade e imparcialidade em decisdes judiciais (DANILO & V.
ALMEIDA, 2016).

Alguns artigos mostraram o quanto a IA pode beneficiar a sociedade no quesito
evolucional. Segundo F. Zambonelli: “as tecnologias da computacdo podem tornar as cidades
¢ varios ambientes ‘inteligentes’, ou seja, capazes de atingir a consciéncia dos processos fisicos
e sociais e de afetd-los dinamicamente de maneira proposital”. Viver em um ambiente
inteligente consequentemente nos torna mais inteligentes, ao aumentar nosso nivel de
consciéncia sobre as atividades urbanas em andamento. Além disso, ao apoiar e facilitar nossas
atividades habituais, como: dirigir ou encontrar um restaurante mais préximo, a vida acaba
tornando-se mais agradavel e menos estressante, outrossim, cidades inteligentes podem tornar
0 ambiente mais sustentavel. (F. ZAMBONELLI & F. SALIM, 2018).

Grande parte dos trabalhos analisados mostraram os beneficios da 1A em 0Orgdos
governamentais, com o uso de ferramentas algoritmicas 0s mesmos encontraram maneiras de
lidar com uma série de funcGes publicas de forma agil. As agéncias estdo cada vez mais
confiando em algoritmos de aprendizado de maquina para auxiliar ou lidar com processos de
tomada de decisdo em varios cendrios (L. M. B. DOR & C. COGLIANESE, 2021). O interesse
em fornecer solucdes baseadas em IA ja é constatado na maioria dos governos em todo o
mundo, devido a geracdo de valor publico e melhoria nos servicos (qualidade). Além disso, as
técnicas de 1A podem melhorar a interoperabilidade dos dados e andlise de Big Data. Com a
exploracdo da Big Data, pode ser possivel gerar cenarios e modelos Uteis para a tomada de

decisdes estratégicas. Como resultado comum, a IA pode executar tarefas rotineiras das
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organizagdes, liberando os trabalhadores para realizar atividades que podem agregar um maior
valor e precisam de uma intervengdo humana (VALLE-CRUZ D & GARCIA-CONTRERAS
R, 2022).

4.1.1 SINTESE: IMPACTOS SOCIAIS DOS ALGORIMOS

Contudo, embora os algoritmos afetem a sociedade positivamente em uma ampla gama
de contextos, o potencial dessas ferramentas causarem danos pode vir a tona quando 0 governo
depende do aprendizado de maquina para tomar decisdes. Nao € a toa que alguns membros da
organizagdo ndo apoiem o uso da IA no governo. Vale lembrar que existem impactos altamente
consequentes no bem-estar e na liberdade das pessoas, visto o poder do governo de tomar
decisdes.

Em contraste com a maioria das ideias apresentadas nesta se¢éo, os algoritmos também
podem trazer riscos para a sociedade, grupo de usuarios, governo e organizagdes. Com base
nessa afirmacgéo, a segunda pergunta da pesquisa se provou pertinente, uma vez que tende a

levantar estudos que indiquem quais 0s riscos que o0s algoritmos podem apresentar.

4.2 RISCOS DOS ALGORITMOS

A segunda questéo deste trabalho evidencia os possiveis riscos que os algoritmos podem
implicar ao serem empregados em uma organizacdo ou ambiente.

Embora possamos reconhecer os beneficios que os algoritmos trazem para a sociedade,
no que concerne ao potencial de tornar nossas vidas melhores e desempenhar um papel
importante no apoio a eficiéncia e inovacdo, 0s mesmos podem trazer riscos e perigos. As
ameacas dos sistemas baseados em IA com tomada de decisdo automatizada tém sido
amplamente difundidas nos noticiarios e artigos académicos. Discriminacdo social,
nodesinformacéo e discurso de 6dio, sdo alguns de varios incidentes nos Gltimos anos causados
por sistemas algoritmicos. Conforme apontado por Noble: “Sistemas algoritmicos de tomada
de decisdo rotineiramente beneficiam pessoas e grupos que ja sdo privilegiados, enquanto
discriminam os demais” (S. U. NOBLE, 2018).

O fato dos algoritmos fazerem parte da nossa vida, traz a tona uma lista de preocupacdes
sobre o impacto do mesmo no meio social, dado os riscos que podem estar associados com sua
utilizagdo, como: formas de manipulacdo através da tecnologia, preconceitos, censura,

discriminacéo social, violagOes de privacidade, direito de propriedade e muito mais (DANILO
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& V. ALMEIDA, 2016). A 1A trouxe algumas questfes sociais e éticas, um estudo mostrou que
em outubro de 2019, uma ferramenta desenvolvida na Amazon com o objetivo de recrutar
pessoas para um determinado trabalho, provou-se tendenciosa contra candidatas do sexo
feminino. Além disso, em 2021, o Facebook foi culpado por recomendagdes através de
publicidades discriminadas. Muitos artigos resumem essas questBes sociais e éticas
relacionadas a IA como casulos de informagao, viés algoritmico, seguranca e privacidade (T.
ZHANG & Y. QIN, 2021). A adocdo dos algoritmos trouxe varios desafios e ameacas, questdes
como privacidade, resultados tendenciosos e vieses algoritmicos sdo grandes barreiras para
aplicacdes em larga escala de IA.

A automatizacdo de processos nos setores governamentais é acompanhada de um
pessimismo cibernético. Atualmente, com os riscos existentes da 1A, varias armadilhas séo
motivo de preocupacao para individuos (exemplo: projetistas) que precisam tomar uma deciséo
e utilizam a tecnologia como ferramenta de auxilio em suas atividades. A qualidade dos dados
e os vieses em modelos baseados em 1A sd@o um perigo para a tomada de decisdo, devido a
tornarem a resolucdo tendenciosa. Manipulagdo e discriminagdo através da tecnologia séo
outras ameacas encontradas ao implantar a 1A em érgdos governamentais (VALLE-CRUZ D
& GARCIA-CONTRERAS R, 2022). Problemas relacionados a “opacidade” algoritmica e a
falta de explicabilidade de algumas técnicas sdo um dos maiores problemas enfrentados para a
aceitacdo da IA nas organizagdes publicas. Esses problemas acabam resultando em perda do
controle humano sobre a tomada de decisdes e compreensdo publica de como os algoritmos de
caixa-preta geram seus resultados. As pessoas que sdo afetadas por decisdes governamentais
determinadas por uma 1A exigem saber como as conclusdes foram alcancadas, o que é um
grande desafio, visto a natureza frequentemente opaca e ndo intuitiva dos algoritmos. O uso da
IA pelo governo tem sido uma fonte de inGmeras injusticas, visto que os algoritmos tendem a
apresentar erros e vieses, levando a decisdes baseadas em informac@es incorretas e que agravam
as desigualdades. Além disso, tomar decisdes por meio de légica rigida e baseadas em regras
de algoritmo, viola o principio de que as decisbes do governo devem responder as
circunstancias de cada pessoa (GREEN B, 2022).

Por meio de uma série de trabalhos, pesquisas e apresentacdes publicas, a organizacao
Gender Shades demonstrou como o reconhecimento facial disponivel atualmente e vendidos
por grandes empresas de tecnologias sdo substancialmente mais imprecisos com rostos escuros
em geral, especialmente para rostos de mulheres de pele escura. A decorréncia desse Viés
algoritmo resultou em possiveis tratamentos injustos pelas entidades que usaram essas APIs,
incluindo agéncias governamentais (METCALF J & MOSS E, 2021).
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Destacado por varios artigos, a nocéo de impacto (riscos) tem sido fundamental nas
discussbes sobre justica algoritmica em varias conferéncias e workshops. Os debates mais
pertinentes tém se concentrado sobre o “impacto dispar” de sistema algoritmicos, no que diz
respeito ao que os sistemas replicam, estendem ou consolidam em relagdo a discriminagéo
social. Impacto dispar é definido como resultados desiguais de um sistema algoritmico, que
pode ou ndo ser intencional por parte de qualquer pessoa envolvida no desenvolvimento ou
funcionamento desse sistema. Essa definicdo contrapde o resultado discriminatério de uma IA
que surge de decisdes intencionais tomadas por aqueles envolvidos na construgdo ou operagédo
de um sistema algoritmico (WATKINS EA & SINGH R, 2021).

Um dos estudos analisados (T. ZHANG & Y. QIN, 2021) segmentou os problemas e

ameagcas que o desenvolvimento e adogéo da IA trouxeram em quatro grupos:

l. Casulos de Informacao

Com base em dados, a IA consegue indicar informag6es personalizadas conforme o
gosto de cada usuario, dinamica amplamente utilizada no que diz respeito a recomendacéo de
filmes, noticias, videos e outros contetdos. Todavia, apesar de parecer algo integralmente
benéfico, informacgdes recomendadas por sistemas algoritmicos podem se restringir em uma
gama especifica e acabam causando casulos de informacao, o que pode ser uma grave ameaca
a democracia do povo e do pais (CEDRIC GOSSART, 2014).

I. Conluio algoritmico

Sistemas baseados em IA podem estabelecer o valor de um item com base no preco de
seus concorrentes e dados sobre clientes, logo, os algoritmos podem ser instruidos e utilizados
para conluio, uma vez que 0s mesmos podem atingir niveis significativos de colusdo técita,

“ferindo” gravemente os direitos e interesses dos consumidores (EZRACHI, ARIEL &

MAURICE E. STUCKE, 2017).
I1.  Viés algoritmico
O viés algoritmico é identificado quando um sistema produz uma resposta injusta e

discriminatoria em relagdo a alguém ou grupo social. O caso a seguir foi apresentado pelo autor

T. Zhang no intuito de exemplificar um viés algoritmico: “COMPAS é um sistema de
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aprendizado de maquina amplamente utilizado nos EUA, que pode prever potenciais futuros
criminosos com base em regras confidenciais e dados historicos. Em 2016, Jeremy Goldhaber
Fiebert mostrou que o COMPAS é tendencioso contra negros réus, ja que o sistema é mais
propenso a rotular negros réus como maior risco de cometer crimes violentos no futuro”
(MARISA VASCONCELOQOS, 2018).

IV. Desafios de seguranga e privacidade
Como qualquer software, sistemas baseados em inteligéncia artificial ndo estdo imunes
a ataques maliciosos. Vale destacar que sistemas de IA sdo vulneraveis a ataques emergentes
especificos, como aprendizado contraditério e envenenamento de dados (DANILO
VASCONCELLOS VARGAS & KOUICHI SAKURAI, 2019).

4.2.1 SINTESE: RISCOS DOS ALGORITMOS

A tabela a seguir mostra os principais riscos, identificados a partir dos estudos, que os

algoritmos podem apresentar.

R1 Viés Algoritmico

R2 Manipulagdo através da tecnologia

R3 Discriminagao Social

R4 Falta de Seguranga e Privacidade

R5 Casulos de Informagao

R6 Impacto dispar

Tabela 4: Principais riscos dos algoritmos

Com o aumento do uso de algoritmos para cumprir tarefas complexas, vérios riscos e
problemas podem surgir conforme demonstrado nesta se¢do. Para lidar com esses riscos, o

processo de governanga de algoritmos deve ser considerado.
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4.3 IMPORTANCIA DA GOVERNANCA DE ALGORITMOS

Esta secdo tem como objetivo demonstrar a necessidade de uma governanga para oS
algoritmos, dado o impacto e riscos que 0s mesmos podem causar conforme demonstrado nas
secdes anteriores.

Em razdo do impacto social a partir das decisfes algoritmicas, surge um importante
questionamento: os algoritmos precisam de métodos para sua governanca, ou as regras € normas
de governanga da internet sdo o suficiente? Técnicas de governanca devem ser adotadas com o
intuito de proteger grupos vulnerdveis da sociedade e aumentar o bem-estar publico. Para
alcancar tal governanca faz-se necessario uma congregacdo entre a sociedade, governos e
empresas privadas (F. FILGUEIRAS & R. F. MENDONCA, 2022). A integracdo dos
algoritmos em varios processos sociais e econdmicos pode ser bastante valiosa, desde que
instrumentos que permitam algum tipo de governanca fossem projetados. De acordo com
Virgilio Almeida: “Isso poderia impedir que os sistemas algoritmicos afetassem negativamente
o0 equilibrio de poder, em favor daqueles que podem exercer o poder real sobre como séo usados,
além de maximizar seus beneficios e reduzir seus riscos”. Geralmente, quando surge uma ideia
de criar uma governanca para algo, ela tende a reduzir os problemas causados por tal. No caso
da governanca para IA, deve-se tentar preservar a eficacia dos algoritmos, reduzindo seus
resultados indesejaveis (DANILO & V. ALMEIDA, 2016).

A falta de confianca nos sistemas e aplicativos de 1A geram boa parte dos problemas
relacionados aos algoritmos. As pessoas ndo confiam nas decisbes tomadas por sistemas
algoritmicos, o que promove um impacto negativo na ado¢do do mesmo. Para promover ampla
adocdo da IA independente do ambiente, faz-se necessario garantir que os aplicativos de 1A
sejam confiaveis, 0 que tem sido um consenso entre governos e organizagdes (T. ZHANG &
Y. QIN, 2021). Diariamente os algoritmos séo utilizados para tomar alguma decisdo nas vidas
das pessoas, devido a isto, hd uma conviccdo cada vez maior da necessidade de garantir a
confianca dessas decisdes. Organizacdes e governos em todo mundo estdo tomando medidas
para alcancar esse objetivo, pois, alcancar a IA confiavel é o que precisamos. Entretanto, ndo
hd uma definicdo uniforme do que seria um sistema algoritmico confiavel. Alguns estudos
demonstraram que 0s requisitos para conquistar uma IA confiavel sdo: garantir robustez e
seguranca, governanca de dados e privacidade, transparéncia, interpretabilidade e
responsabilidade (T. ZHANG & Y. QIN, 2021).

A maioria dos sistemas de A s3o considerados “caixas pretas”, causando uma grande

assimetria de informagcbes entre desenvolvedores e usudrio final. Parte da sociedade
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expressaram preocupacdo com as consequéncias ndo intencionais e possiveis prejuizos
advindos do uso da tecnologia. Enquanto a IA tem o potencial de moldar a vida de bilhdes de
pessoas, apenas alguns especialistas realmente conseguem entender seu funcionamento. Os
sistemas baseados em IA costumam ser vistos como inescrutaveis, o que resulta em grandes
assimetrias de informacdo entre desenvolvedores de tais sistemas e outras partes que fazem uso
do mesmo (U. GASSER & V. A. F. ALMEIDA, 2017). Com o objetivo de preencher essa
lacuna de informacdo, varios estudos propuseram uma estrutura conceitual para pensar sobre
governanga de algoritmos, de forma resumida, garantir transparéncia, responsabilidade e
explicabilidade foram considerados um dos principios basicos para cogitar um regime de
governanca para lA.

Em um artigo, os autores Inioluwa Deborah Raji e Buolamwini evidenciaram que APIs
que sdo previamente auditadas tendem a ser significativamente menos tendenciosas do que
aquelas que ndo sdo auditadas antecipadamente, indicando que auditorias criticas de terceiros
podem resultar em pressao significativa para mudancas nas praticas de desenvolvimento de
sistemas. Embora essas auditorias possam ser bem-sucedidas em forcar as empresas de
tecnologia a mudar suas praticas, Raji argumenta sobre a possibilidade das empresas,
organizagdes ou terceiros realizarem, de forma obrigatoria, avaliagdes dos impactos dos
algoritmos (AlAs), o que pode trazer um resultado mais significativo em relacdo a uma
auditoria simples (INIOLUWA DEBORAH RAJI & JOY BUOLAMWINI, 2019).

Diante dos ganhos e ameagas a partir da tomada de decisdo algoritmica, os formuladores
de politicas exploram abordagens regulatorias que podem permitir que 0s governos alcancem
os beneficios dos algoritmos enquanto evitam os riscos dos mesmos. Como 0s governos adotam
algoritmos para informar ou tomar decisdes, a regulamentacdo faz-se necessaria para evitar a
producdo de injusticas e a violacdo de principios juridicos fundamentais (GREEN B, 2022).
Para que a confianca em IA seja construida no setor publico, dado que muitos membros da
organizacdo suspeitam de sistemas baseados em IA, os governos devem demonstrar as partes
interessadas e aos individuos afetados pelos algoritmos que o mesmo foi projetado e
implementado com transparéncia, responsabilidade, consisténcia e sem preconceito. De
formuladores de politicas a salas de diretorias, a ideia de regular e implementar uma AIA como
uma forma de responsabilidade algoritmica estd ganhando forca, pois, essas avaliagdes sdo
vistas eventualmente como Uteis para antecipar, evitar e mitigar as consequéncias negativas dos
sistemas de decisdo algoritmica (SINGH R & ELISH MC, 2021). Para superar o desafio da
transparéncia e abordar as preocupacdes a respeito da lA injusta ou tendenciosa, as instituicbes

governamentais precisam estipular padrées que deslindem claramente quais informagdes
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qualquer empresa deve divulgar sobre o design e a operacdo de seu algoritmo. Uma vez
estipulado e administrado de forma criteriosa, a aquisi¢cdo de produtos e servicos de 1A pode
tornar o governo mais transparente e confiavel, otimizando e padronizando o processo de
tomada de decisdo para minimizar erros, inconsisténcias e preconceitos decorrentes de humanos
nos sistemas de IA (SINGH R & ELISH MC, 2021).

4.3.1 SINTESE: IMPORTANCIA DA GOVERNANCA DE ALGORITMOS

Uma das questdes mais abordadas nos artigos analisados foi a governanca de TA
proporcionando um sentido ético, moral e ndo discriminatorio. Em razdo disso, varios paises e
orgaos internacionais tém se dedicado em gerar diretrizes sobre a utilizagdo de IA. Sendo assim,
¢ extremamente necessario que um processo de governanca seja considerado, € 0 mesmo deve

garantir o uso €tico da IA, para que os direitos humanos ndo sejam violados.

4.4 PROCESSOS DA GOVERNANCA DE ALGORITMOS

A questao de pesquisa QP4 visa demonstrar quais as técnicas fazem parte do processo
da governanga de algoritmos. Essa questdo ¢ primordial para entender as estratégias que sao
necessarias para implantar uma governanca e seus desafios.

Conforme demonstrado na se¢ao anterior, existe uma importancia no que diz respeito a
governanca de algoritmos e por algoritmos, pois ambas concepgdes envolvem questdes sociais
e éticas. A forma como essas governancas devem ser estruturadas esta em constante debate
devido as questdes sociais e interesse publico de cada ambiente. Assim como instituicdes, 0s
algoritmos possuem um objetivo no processo de solugcdo de problemas ou tomada de decisdes.
Entendendo os algoritmos como instituigdes, podemos afirmar que os mesmos devem possuir
papéis relacionados a transparéncia e responsabilidade. Conhecendo o funcionamento dos
algoritmos, pode-se afirmar que o design ¢ um direito essencial que um cidaddo pode exigir
para que o mesmo possa entender como o sistema algoritmico, que influencia seu meio, tomou
tal decisdo. Saber como, quando e com que objetivo um algoritmo que faz parte do meio social
foi criado, torna a ordem dos algoritmos mais democratica, além de produzir formas de reflexao
que conduzem as acdes dos desenvolvedores de sistemas (F. FILGUEIRAS & R. F.
MENDONCA, 2022). Pensar em algoritmos como instituicdes, exige entender os valores
sociais que fazem parte do mesmo e a maneira como eles influem na realidade, tal como a

maneira que sdo transformados. Do mesmo modo que instituicdes politicas devem estar
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relacionadas com principios que compdem a agdo coletiva, os algoritmos também precisam
integrar tais elementos, levando em conta que esses principios podem mudar com o tempo e
devem ser ajustados conforme necessidade. (F. FILGUEIRAS & R. F. MENDONCA, 2022).
Para certificar uma governanca eficaz e buscar melhorias para a mesma, Orgaos
concentram-se na contratagdo governamental como meio de promover o uso ético da IA, ou
seja, sua utilizacdo responsavel, respeitando os valores-chave, como transparéncia,
responsabilidade, ndo discriminacdo, privacidade e seguranga. O uso governamental de
algoritmos privados seria por meio da elaboragdo de clausulas contratuais que obrigam os
contratantes a cumprir os padrdes éticos, além de divulgar informagdes suficientes para
satisfazer as preocupagdes do publico em geral. Os estudos mostraram que ao incluir encargos
de IA ¢ética e transparente em contratos publicos, funcionarios do governo poderiam ajudar a
promover maior legitimidade publica na utiliza¢do da [A, assim como promover um conjunto
mais amplo de normas sobre o uso responsavel de técnicas de aprendizado de maquina (L. M.
B. DOR & C. COGLIANESE, 2021). Varias instituicdes governamentais ja estdo
desenvolvendo conjuntos semelhantes de diretrizes ou padrdes éticos. A Unido Europeia, por
exemplo, estabeleceu um processo para reconhecer que os valores em que se baseiam nossas
sociedades precisam ser totalmente integrados na forma como a IA se desenvolve. A UE emitiu
um Regulamento Geral de Protecdo de Dados (GDPR) que aborda questfes de privacidade,
transparéncia e responsabilidade levantado pela IA, além disso, o regime oferece um “direito a
explicagdo” que obriga as empresas a explicar a finalidade de um algoritmo e o tipo de dados
que 0 mesmo utiliza para tomar decisdes automatizadas (U. GASSER & V. A. F. ALMEIDA,
2017). Nos Estados Unidos, o Escritorio de Politica de Ciéncia e Tecnologia da Casa Branca
aconselhou as agéncias a se concentrarem na justica, transparéncia e gestdo de riscos em seus
usos de IA. Os contratos de produtos e servigos relacionados a sistemas algoritmicos devem,
no minimo, exigir que as empresas se comprometam a fornecer acesso as informagdes
necessarias ao longo de seus contratos, em alguns casos, durante o periodo em que o governo
continuar a usar o produto ou sistema desenvolvido pelos contratantes. Esses contratos também
podem exigir que os desenvolvedores sejam submetidos a auditorias governamentais ou
publicas, no intuito de expor a programacao e dados que foram utilizados na implementacdo do
sistema, com o objetivo de monitorar os impactos ndo intencionais de preconceitos baseados
emraca ou género ou resultado erroneos. A medida que mais 6rgdos governamentais implantam
sistemas de IA a partir de um contrato, as clausulas contratuais acabam “evoluindo” para
enquadrar as normas éticas que uma A deve seguir. Esses principios se tornardo cada vez mais

importantes, incentivando outras empresas a tomarem medidas semelhantes para seguir a
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tendéncia da industria. A sociologia conhece esse processo como isomorfismo mimético (L. M.
B. DOR & C. COGLIANESE, 2021). As empresas ja comegaram a pensar de forma mais critica
sobre suas aquisi¢des de sistemas algoritmicos, e esperam que seus fornecedores de sistemas
baseados em [A cumpram certas normas éticas. Quando a aquisi¢do ¢ utilizada como técnica
para a governancga de algoritmos, ela causa um efeito amplo, que incentiva a inddstria como um
todo, de forma que garanta que os sistemas algoritmicos atendam as metas de desempenho, e
ao mesmo tempo, conquiste a confianga e aceitacao do publico.

A governanca de algoritmos, muitas vezes, ¢ baseada em ferramentas que nado
funcionam no algoritmo em si, mas em elementos de seu ambiente. Os conjuntos de dados sdo
utilizados como parte central das tarefas executadas pelos algoritmos, trazendo a tona a
necessidade de validar se os mesmos estdo sendo utilizados de forma licita, ética e ndo
demonstram qualquer tipo de viés. Os estudos sobre modelagem algoritmica demonstraram que
dados incorretos e tendenciosos produzem resultados tendenciosos, cenario que pode ser
comparado com um conceito bastante comum da ciéncia da computacao: “Entra lixo, sai lixo”
(UDOH ES, 2020).

A “IA confiavel” foi uma concep¢do comum nos artigos desse estudo, governos de todo
0 mundo vém realizando acgdes para promover tal ideia. Em janeiro de 2019, a Protecdo de
Dados Pessoais de Cingapura apresenta uma estrutura de governanca para algoritmos, que tem
por objetivo promover a confianga dos usuarios na adoc¢do e implantacdo da IA. A estrutura
propde alguns principios éticos e agdes como: centrada no ser humano, explicavel, transparente
e justa. Em abril de 2019, o grupo de especialistas de Alto Nivel da Unido Europeia em 1A
publicou oficialmente as Diretrizes Eticas para Inteligéncia Artificial (Comissdo Europeia,
2019). O regulamento apresenta o conceito de 1A confiavel, uma base para os desenvolvedores
utilizarem em suas construcdes de aprendizado de maquina. A 1A confiavel deve ser legal, ética
e robusta e existem sete requisitos principais que os sistemas de 1A devem seguir para serem
considerados confiaveis segundo a Comissdo Europeia. A lista a seguir visa especificar cada

requisito:

I.  Agdo e Supervisao Humana

Os sistemas de [A devem apoiar a autonomia e a tomada de decisdes dos seres humanos.
Isto exige que os sistemas de A funcionem como facilitadores de uma sociedade democratica,
apoiando o usudrio e promovendo os direitos fundamentais, além de permitir a supervisao

humana (Comissdo Europeia, 2019).
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II.  Transparéncia

Os dados utilizados no sistema, assim como os modelos de negocio devem ser
transparentes. Métodos de rastreabilidade podem ajudar a atingir esse principio. Os sistemas
algoritmicos devem ser explicados de maneira personalizada as partes interessadas. Os usuarios
do sistema devem ser informados que estdo atuando com um sistema de IA e devem ser

informados sobre a capacidade e deficiéncias do sistema (Comissdo Europeia, 2019).

III.  Diversidade, ndo discriminagao e equidade

A inclusdo e diversidade tém de estar presentes em todo o ciclo de vida do sistema, para
que a IA seja acessivel a todos, independentemente de qualquer deficiéncia, raca ou género

(Comisséo Europeia, 2019).

IV. Robustez e Seguranca

Os algoritmos devem ser desenvolvidos de forma preventiva, considerando os riscos
intencionais e ndo intencionais, para que a robustez do sistema seja garantida. Eles precisam
ser seguros, de forma que haja um plano alternativo caso algo dé errado, além de serem precisos

¢ confiaveis (Comissdo Europeia, 2019).

V. Responsabilidade

Este principio exige que sejam criados mecanismos que assegurem a responsabilidade
por parte de quem desenvolveu o sistema e a responsabilizacdo de quem esta utilizando o
mesmo. Devem haver responsaveis pelos resultados da IA. O conceito de “auditabilidade”
prega que os algoritmos devem ser avaliados, assim como seus dados e processos de design,
acoes que desempenham um papel fundamental para responsabilidade algoritmica (Comissao

Europeia, 2019).

VI.  Privacidade e governagdo dos dados



40

O direito a privacidade deve ser respeitado em todo momento, dados pessoais utilizados
pelo sistema ndo devem ser expostos de forma indevida. Técnicas que garantam uma
governanca de dados adequada devem ser consideradas, tendo em conta a qualidade e

integridade dos dados, assim como o acesso legitimo dos dados (Comissdo Europeia, 2019).

VII. Bem-estar social e ambiental

A sustentabilidade e a responsabilidade ecologica dos sistemas algoritmicos devem ser
incentivadas, pois a IA deve beneficiar todos os seres humanos, incluindo as geragdes futuras.
Além disso, deve levar em consideragdo o meio ambiente, abrangendo outros seres vivos, € seu

impacto social (Comisséo Europeia, 2019).

Viérios gigantes da tecnologia como Microsoft e IBM estdo adotando os principios
mencionados anteriormente para atingir a 1A confidvel. Em 2018, a Microsoft propos 6
principios para o uso responsavel da IA, como justiga, confiabilidade e seguranca, privacidade
e segurancga, inclusdo, transparéncia e responsabilidade. A IBM também propos o conceito de
IA confiavel para que os resultados dos sistemas de IA tenham uma maior credibilidade (T.
ZHANG & Y. QIN, 2021).

O termo “avaliacdo de impacto algoritmico” foi bastante mencionado nos estudos
analisados, dado sua importancia no contexto governanga de algoritmos. A AIA pode ser
definida como uma caixa de ferramentas de possiveis processos de responsabilidade, incluindo
auditorias algoritmicas. A ideia geral de uma AIA ¢ documentar a constru¢ao e o possivel
impacto de um sistema de decisdo algoritmica (ADS), para mitigar possiveis danos a individuos
e comunidades, principalmente individuos e comunidades vulneraveis (SINGH R & ELISH
MC, 2021). As avaliagdes de impacto algoritmico ndo concebem uma responsabilizagao direta,
a menos que os métodos utilizados para determinar seus impactos sejam submetidos a um forum
que tenha capacidade de analisar e exigir mudancas, caso necessario, em tais avaliagdes e até
no proprio sistema. Para estabelecer a responsabilidade na gestdo da AIA, ¢ fundamental que
exista uma relag@o entre o sistema algoritmico e um forum capaz de reivindicar modifica¢des
em tais sistemas. Conforme institui¢des, empresas e governos comecem a implantar as praticas
de AIA como uma obrigagao, mais perto estaremos de garantir que os sistemas de IA tenham
como parte de seu desenvolvimento as ideias de equidade, transparéncia e justica. Segundo 0
autor Metcalf J e Moss E, “A AIA ¢é uma pratica de governanga que estrutura e sustenta uma

relagdo de prestacdo de contas, e tém sido amplamente estabelecidas em dominios analogos aos
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sistemas algoritmicos” (METCALF J & MOSS E, 2021). O governo Canadense passou a exigir
que suas agéncias que fazem uso de algoritmos adotem as convengdes impostas pela AlA
(KARLIN M. & CORRIVEAU, 2018). Grandes empresas como Google e Facebook estéo
promovendo avaliagdo de impacto algoritmico no que diz respeito aos direitos humanos, com
0 objetivo de identificar os possiveis danos de suas plataformas e produtos (WAROFKA, 2018).
Proposta no Congresso dos EUA em 2019, a Lei de Responsabilidade Algoritmica exigira que
empresas realizem avaliacfes de impactos em seus ADS que afetam ambientes sociais (H.R.
2231, 2019). A avaliagdo de impacto algoritmica “remove” a dependéncia de legislaturas lentas
que tentam delinear o que os ADSs podem ou ndo fazer, uma vez que administradas por uma
agéncia governamental responsavel, a AlA pode definir os impactos positivos e negativos antes
do desenvolvimento do algoritmo (WATKINS EA & MOSS E, 2021).

Sem duvida a AIA € uma técnica atraente, mas como qualquer concepgdo nova esta
sujeita a riscos e indagacfes. A governanga por meio das avaliacGes de impactos algoritmicos
defronta-se com o risco de informagdes omissas e falta de foruns externos que possam exigir
responsabilizacdo por danos. Do mesmo modo, as auditorias carecem de conhecimento para
identificar os impactos dos sistemas, uma vez que o0s auditores ndo possuem acesso formal ao
funcionamento interno do mesmo (METCALF J & MOSS E, 2021). O que constitui uma
avaliacdo? Um impacto? Um ADS? Quem decide? Os algoritmos usados por empresas privadas
devem estar sujeitos as mesmas formas de responsabilizacdo como aqueles usados por
instituicOes publicas? Sdo perguntas levantadas pelos autores Singh R e Elish MC, para afirmar
gue ndo existe uma decisdo clara, institucional, regulatoria e judicial em torno de qualquer viséo
do que é uma AIA (SINGH R & ELISH MC, 2021).

Uma peca fundamental e bastante discutida da governanca de algoritmos, refere-se a
supervisdo humana nas tomadas de decisdes por algoritmos. As politicas de supervisdo humana,
por exemplo, permitem que 0s governos usem algoritmos, mas apenas se um ser humano
possuir alguma forma de supervisionar ou controlar a decisao final do mesmo. Isso implica nos
algoritmos ndo poderem “fazer julgamentos” por conta propria, e sim, auxiliar 0S humanos na
tomada de decisdo final. Essas politicas visam garantir que os humanos desempenhem um papel
de controle de qualidade, no intuito de evitar previsdes algoritmicas equivocadas ou
tendenciosas. Segundo o autor Green B, essas politicas “visam proteger os direitos humanos e
a dignidade, mantendo um humano no processo da tomada de decisdo automatizada. ” (GREEN
B, 2022). A suposicdo de adotar algoritmos em conjunto da supervisdo humana, pode permitir
que os governos obtenham o melhor dos dois lados: a consisténcia, objetividade e precisdo dos

algoritmos, assim como a analise critica e contextual do ser humano. Legislagdes recentes
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assumem que a supervisdo humana protege o governo contra os danos que os algoritmos podem
causar. A Comissdo Europeia, em sua proposta de Lei para 1A, afirmou que a supervisdo
humana (acompanhada de outros métodos) faz-se necesséria para mitigar os riscos aos direitos
fundamentais (COMISSAO EUROPEIA, 2021). Muitos governos assumem a Supervisio
humana como um diferenciador para que os algoritmos sejam implantados em seus 6rgdos e
instituicbes. O Regulamento Geral de Protecdo de Dados restringe decisdes significativas que
considerem apenas a tomada de decisdo automatizada (PARLAMENTO EUROPEU E
CONSELHO DA UNIAO EUROPEIA, 2016). O Governo do Canada exige que agéncias
federais que usam algoritmos de tomada de decisdo de alto risco (impactam de alguma forma
individuos ou comunidades), tenham um processo de intervencdo humana, o qual apenas uma
pessoa pode tomar a decisdo final (GOVERNO DO CANADA, 2021). No estado de
Washington (EUA) as agéncias governamentais e locais soO podem utilizar tecnologias de
reconhecimento facial em determinados casos, uma vez que fagam parte de uma decisao de alto
impacto, tais casos sdo sujeitos a uma supervisao humana (LEGISLATIVO DO ESTADO DE
WASHINGTON, 2020).

Apesar do destaque que governos e legislacbes tém dado para a supervisao humana
como ferramenta da governanca de algoritmos para mitigar riscos, a qualidade funcional dessa
ideia ndo foi completamente indagada. Os legisladores trazem valores como dignidade e
direitos humanos como motivadores para a politica da supervisao humana de algoritmos, porém
ndo trazem evidéncias na pratica que um ser humano realmente ird conseguir promover esses
valores (GREEN B, 2022). A ideia de inserir um humano no processo de deciséo algoritmica
traz a sensacdo de satisfazer direitos e principios sociais, contudo, pesquisas realizadas em
sistemas sociotécnicos demonstram frequentemente que tecnologias e pessoas nao interagem
como esperado (SUCHMAN L & BLOMBERG J, 2019).
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5 CONCLUSAO E TRABALHOS FUTUROS

A geracdo de valor que os algoritmos trazem para a sociedade € notoéria. O poder
computacional que possuimos hoje proporciona que atividades que seriam ineficazes ou
impossiveis de serem realizadas por um ser humano venham a acontecer. Contudo, conforme
demonstrado neste trabalho, os algoritmos podem trazer riscos para a sociedade, discriminagao
social, vieses algoritmicos, violagdo de dados e resultados tendenciosos sdo algumas das
possiveis ameagas que os sistemas baseados em [A podem apresentar. Tudo que pode impactar,
seja de maneira direta ou indireta, um individuo ou comunidade precisa ser governado, dado
que o processo de governar possui a fungdo de regular e responsabilizar agdes que atuam sobre
algo ou alguém. O processo de governanca de algoritmos precisa ser considerado para que as
vantagens de utilizar sistemas tecnoldgicos sejam maximizadas e as ameagas mitigadas.

E evidente que ndo existe apenas uma Gnica solugdio para atingirmos a governanga de
algoritmos, entretanto, vale ressaltar que basear-se em uma regulamentacdo intuitivamente
atraente, mas ineficaz, pode levar ao pior dos dois mundos: o problema pode permanecer
subjacente, mas a presenca da regulamentacdo leva a percepcdo de que o problema foi
resolvido. Apesar dos desafios mencionados em relacdo a supervisdo humana como técnica
para a governanca de algoritmos, a mesma deve ser considerada como um possivel método
aplicavel, caso os reguladores que introduzirem tal solu¢do consigam garantir de forma pratica
que seus regulamentos realmente irdo fornecer as protecdes e beneficios propostos.

As medidas realizadas para regular os algoritmos do governo e do setor privado, devem
estar intimamente “ligadas” aos contextos sociais em que estdo inseridos, de forma que os
padrdes que refletem o interesse publico sejam definidos e considerados desde a implementagao
do sistema algoritmico. Estabelecer um 6rgao fiscalizador que possa garantir a integridade e o
cumprimento dos valores de interesse do publico na utilizacdo de algoritmos trard grande valia,
uma vez que este processo tende a quebrar a “nao confian¢a” da populagdo em relagdo as
tomadas de decisdo por parte dos sistemas baseados em IA. Quanto mais abordagens
regulatorias voltadas para questdes sociotécnicas forem discutidas e aplicadas, mais proximos
estaremos de implantar uma governanga de algoritmos que promova os direitos humanos sem

prejudicar os beneficios que os algoritmos trazem para a sociedade.

5.1 TRABALHOS FUTUROS

Algumas sugestdes de possiveis trabalhos futuros sdo listadas a seguir:
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Trabalho para mapear os desafios da governanga de algoritmos, assim como suas
possiveis solugdes.
Estudo com avaliagdes comparativas das praticas utilizadas na governanca de

algoritmos, com o intuito de buscar os melhores métodos.
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APENDICE A — PROTOCOLO UTILIZADO NA REVISAO SISTEMATICA DA
LITERATURA

O protocolo abaixo foi criado e utilizado como guia para a realizacdo da revisdo

sistematica deste trabalho. Segue abaixo as etapas que foram definidas e aplicadas:

PARTE 1: PLANEJAMENTO

Questdes:

QP1: Quais os impactos sociais dos algoritmos?

QP2: Quais os riscos que os algoritmos podem apresentar?

QP3: Qual a necessidade de uma governanga para os Algoritmos?
QP4: Quais processos fazem parte da governanca de algoritmos?

PARTE 2: DEFINICAO DE PALAVRAS, STRING E FONTE DE PESQUISA

Palavras-chaves: governance algorithm, society, transparency
Sindnimos por palavras:

e governance algorithm: governing algorithms, algorithmic governance, algorithm
regulation

e society: organization

e transparency: evidence, accountability, regulation

String de busca:

String v1:

(“governing algorithms” OR “governance algorithm” OR “algorithmic governance” OR
“algorithm regulation”) AND (“society” OR “organization”) AND (“transparency” OR
“evidence” OR “accountability” OR “regulation’)

String v2:
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(“algorithm governance” OR “governance algorithm” OR “algorithmic governance”) AND

(“society” OR “organization”) AND (“transparency” OR "model” OR "accountability" OR
"regulation" OR “privacy”)

String v3:

(“algorithm governance” OR “governance algorithm” OR “algorithmic governance”) AND
("social" OR “society” OR “organization”) AND (“transparency’” OR "model” OR
"accountability” OR "regulation" OR “privacy”)

String v4:

(“algorithm governance” OR “algorithmic governance”) AND (“social” OR “organization”)
AND ("model” OR "method" OR “technique” OR "regulation" OR “privacy”)

String Final:

(“algorithm governance” OR “algorithmic governance) AND ("society" OR “social” OR
“organization”) AND ("model” OR “process” OR "regulation" OR “privacy”)

Fontes de Pesquisa:

http://www.sciencedirect.com -

https://www.sciencedirect.com/search?qs=%28%E2%80%9Calgorithm%20governance%E?2
%80%9D%200R%20%E2%80%9Calgorithmic%20governance%E2%80%9D%29%20AND
%20%28%E2%80%9Csocial%E2%80%9D%200R%20%E 2%80%9Corganization%E2%80
%9D%29%20AND%20%28%22model%E2%80%9D%200R%20%22method%22%200R%
20%E 2%80%9Ctechnique%E2%80%9D%200R%20%22regulation%22%200R%20%E2%8
0%9Cprivacy%E2%80%9D %29

http://ieeexplore.ieee.org -

https://ieeexplore.ieee.org/search/searchresult.jsp?queryText=(%E2%80%9Calgorithm%20go
vernance%E2%80%9D%200R%20%E 2%80%9Calgorithmic%20governance%E2%80%9D)
%20AND%20(%E2%80%9Csocial%E2%80%9D%200R%20%22s0ciety%22%200R%20%
E2%80%9Corganization%E2%80%9D)%20AND%20(%22model%E2%80%9D%200R %20
%E2%80%9Cprocess%E2%80%9D%200R%20%22regulation%22%200R%20%E2%80%9
Cprivacy%E2%80%9D)&newsearch=true&type=alt2&highlight=true&returnType=SEARCH
&matchPubs=true&pageNumber=1&returnFacets=ALL

http://dl.acm.org -



http://www.sciencedirect.com/
https://www.sciencedirect.com/search?qs=%28%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D%29%20AND%20%28%E2%80%9Csocial%E2%80%9D%20OR%20%E2%80%9Corganization%E2%80%9D%29%20AND%20%28%22model%E2%80%9D%20OR%20%22method%22%20OR%20%E2%80%9Ctechnique%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D%29
https://www.sciencedirect.com/search?qs=%28%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D%29%20AND%20%28%E2%80%9Csocial%E2%80%9D%20OR%20%E2%80%9Corganization%E2%80%9D%29%20AND%20%28%22model%E2%80%9D%20OR%20%22method%22%20OR%20%E2%80%9Ctechnique%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D%29
https://www.sciencedirect.com/search?qs=%28%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D%29%20AND%20%28%E2%80%9Csocial%E2%80%9D%20OR%20%E2%80%9Corganization%E2%80%9D%29%20AND%20%28%22model%E2%80%9D%20OR%20%22method%22%20OR%20%E2%80%9Ctechnique%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D%29
https://www.sciencedirect.com/search?qs=%28%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D%29%20AND%20%28%E2%80%9Csocial%E2%80%9D%20OR%20%E2%80%9Corganization%E2%80%9D%29%20AND%20%28%22model%E2%80%9D%20OR%20%22method%22%20OR%20%E2%80%9Ctechnique%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D%29
https://www.sciencedirect.com/search?qs=%28%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D%29%20AND%20%28%E2%80%9Csocial%E2%80%9D%20OR%20%E2%80%9Corganization%E2%80%9D%29%20AND%20%28%22model%E2%80%9D%20OR%20%22method%22%20OR%20%E2%80%9Ctechnique%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D%29
https://www.sciencedirect.com/search?qs=%28%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D%29%20AND%20%28%E2%80%9Csocial%E2%80%9D%20OR%20%E2%80%9Corganization%E2%80%9D%29%20AND%20%28%22model%E2%80%9D%20OR%20%22method%22%20OR%20%E2%80%9Ctechnique%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D%29
http://ieeexplore.ieee.org/
https://ieeexplore.ieee.org/search/searchresult.jsp?queryText=(%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D)%20AND%20(%E2%80%9Csocial%E2%80%9D%20OR%20%22society%22%20OR%20%E2%80%9Corganization%E2%80%9D)%20AND%20(%22model%E2%80%9D%20OR%20%E2%80%9Cprocess%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D)&newsearch=true&type=alt2&highlight=true&returnType=SEARCH&matchPubs=true&pageNumber=1&returnFacets=ALL
https://ieeexplore.ieee.org/search/searchresult.jsp?queryText=(%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D)%20AND%20(%E2%80%9Csocial%E2%80%9D%20OR%20%22society%22%20OR%20%E2%80%9Corganization%E2%80%9D)%20AND%20(%22model%E2%80%9D%20OR%20%E2%80%9Cprocess%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D)&newsearch=true&type=alt2&highlight=true&returnType=SEARCH&matchPubs=true&pageNumber=1&returnFacets=ALL
https://ieeexplore.ieee.org/search/searchresult.jsp?queryText=(%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D)%20AND%20(%E2%80%9Csocial%E2%80%9D%20OR%20%22society%22%20OR%20%E2%80%9Corganization%E2%80%9D)%20AND%20(%22model%E2%80%9D%20OR%20%E2%80%9Cprocess%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D)&newsearch=true&type=alt2&highlight=true&returnType=SEARCH&matchPubs=true&pageNumber=1&returnFacets=ALL
https://ieeexplore.ieee.org/search/searchresult.jsp?queryText=(%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D)%20AND%20(%E2%80%9Csocial%E2%80%9D%20OR%20%22society%22%20OR%20%E2%80%9Corganization%E2%80%9D)%20AND%20(%22model%E2%80%9D%20OR%20%E2%80%9Cprocess%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D)&newsearch=true&type=alt2&highlight=true&returnType=SEARCH&matchPubs=true&pageNumber=1&returnFacets=ALL
https://ieeexplore.ieee.org/search/searchresult.jsp?queryText=(%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D)%20AND%20(%E2%80%9Csocial%E2%80%9D%20OR%20%22society%22%20OR%20%E2%80%9Corganization%E2%80%9D)%20AND%20(%22model%E2%80%9D%20OR%20%E2%80%9Cprocess%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D)&newsearch=true&type=alt2&highlight=true&returnType=SEARCH&matchPubs=true&pageNumber=1&returnFacets=ALL
https://ieeexplore.ieee.org/search/searchresult.jsp?queryText=(%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D)%20AND%20(%E2%80%9Csocial%E2%80%9D%20OR%20%22society%22%20OR%20%E2%80%9Corganization%E2%80%9D)%20AND%20(%22model%E2%80%9D%20OR%20%E2%80%9Cprocess%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D)&newsearch=true&type=alt2&highlight=true&returnType=SEARCH&matchPubs=true&pageNumber=1&returnFacets=ALL
https://ieeexplore.ieee.org/search/searchresult.jsp?queryText=(%E2%80%9Calgorithm%20governance%E2%80%9D%20OR%20%E2%80%9Calgorithmic%20governance%E2%80%9D)%20AND%20(%E2%80%9Csocial%E2%80%9D%20OR%20%22society%22%20OR%20%E2%80%9Corganization%E2%80%9D)%20AND%20(%22model%E2%80%9D%20OR%20%E2%80%9Cprocess%E2%80%9D%20OR%20%22regulation%22%20OR%20%E2%80%9Cprivacy%E2%80%9D)&newsearch=true&type=alt2&highlight=true&returnType=SEARCH&matchPubs=true&pageNumber=1&returnFacets=ALL
http://dl.acm.org/
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https://dl.acm.org/action/doSearch?fillQuickSearch=false&target=advanced &expand=dI&All

Field=AllField%3A%28%28%?22algorithm+governance%22+0OR+%22algorithmic+governan
ce%22%29+AND+%28%22s0cial%22+0OR+%220rganization%22%29+AND+%28%22mod

el%22+0OR+%22method%22+0OR+%22technique%22+0OR+%22requlation%22+0OR+%22pri
vacy%22%29%29

PARTE 3: DEFININDO E APLICANDO FILTROS

Os seguintes critérios de exclusdo serdo aplicados:

CEO1 - Artigos que ndo estejam no periodo de 2016 a 2022;

CEO2 - Artigos secundarios (outra RSL ou MS);

CEO3 - Artigos com conteudo pago;

CEO04 - Artigos duplicados ou similares;

CEOQS5 - Artigos que néo estejam relacionados com as perguntas de pesquisa
CEOQ6 - Artigos que ndo estejam em inglés

PARTE 4: QUALIFICANDO OS ESTUDOS

Contexto Claro

Metodologia bem definida
Aplicacéo Prética

Discussao relevantes e consistentes

Cada estudo devera ter uma "nota de qualidade”, somando as notas de cada critério Para
valorar os critérios foi utilizado a seguinte escala: "0 - ndo atende; 0.5 - atende parcialmente;
1.0 - atendente totalmente”.

PARTE 5: SELECAO DE ARTIGOS

Os estudos com notas iguais ou superior a 50% da maior nota e qualidade deverao ser
selecionados para a lista final de artigos, ordenada pelo ano de publicacéo.

PARTE 6: COLETA DE EVIDENCIAS

Criar planilha com a lista dos artigos finais selecionados, incluindo as colunas com as
questdes de pesquisa. Para cada questdo buscar nos estudos trechos do artigo que respondem a
questao.


https://dl.acm.org/action/doSearch?fillQuickSearch=false&target=advanced&expand=dl&AllField=AllField%3A%28%28%22algorithm+governance%22+OR+%22algorithmic+governance%22%29+AND+%28%22social%22+OR+%22organization%22%29+AND+%28%22model%22+OR+%22method%22+OR+%22technique%22+OR+%22regulation%22+OR+%22privacy%22%29%29
https://dl.acm.org/action/doSearch?fillQuickSearch=false&target=advanced&expand=dl&AllField=AllField%3A%28%28%22algorithm+governance%22+OR+%22algorithmic+governance%22%29+AND+%28%22social%22+OR+%22organization%22%29+AND+%28%22model%22+OR+%22method%22+OR+%22technique%22+OR+%22regulation%22+OR+%22privacy%22%29%29
https://dl.acm.org/action/doSearch?fillQuickSearch=false&target=advanced&expand=dl&AllField=AllField%3A%28%28%22algorithm+governance%22+OR+%22algorithmic+governance%22%29+AND+%28%22social%22+OR+%22organization%22%29+AND+%28%22model%22+OR+%22method%22+OR+%22technique%22+OR+%22regulation%22+OR+%22privacy%22%29%29
https://dl.acm.org/action/doSearch?fillQuickSearch=false&target=advanced&expand=dl&AllField=AllField%3A%28%28%22algorithm+governance%22+OR+%22algorithmic+governance%22%29+AND+%28%22social%22+OR+%22organization%22%29+AND+%28%22model%22+OR+%22method%22+OR+%22technique%22+OR+%22regulation%22+OR+%22privacy%22%29%29
https://dl.acm.org/action/doSearch?fillQuickSearch=false&target=advanced&expand=dl&AllField=AllField%3A%28%28%22algorithm+governance%22+OR+%22algorithmic+governance%22%29+AND+%28%22social%22+OR+%22organization%22%29+AND+%28%22model%22+OR+%22method%22+OR+%22technique%22+OR+%22regulation%22+OR+%22privacy%22%29%29
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