UNIVERSIDADE FEDERAL DE PERNAMBUCO

C I n Centro de
Informatica
UFPE
CENTRO DE INFORMATICA

CURSO DE BACHARELADO EM CIENCIA DA COMPUTACAO

Jeffson Carneiro Silva Simoes

Classificacdo de Sentimento Utilizando Aprendizagem Profunda

RECIFE
2022



UNIVERSIDADE FEDERAL DE PERNAMBUCO
CENTRO DE INFORMATICA
CURSO DE BACHARELADO EM CIENCIA DA COMPUTACAO

Jeffson Carneiro Silva Simoes

Classificacdo de Sentimento Utilizando Aprendizagem Profunda

Monografia apresentada ao Centro de
Informética (CIN) da Universidade Federal de
Pernambuco (UFPE), como requisito parcial
para conclusdo do Curso de Ciéncia da
Computacao, orientada pelo professor Tsang Ing
Ren.

RECIFE
2022



Ficha de identificacdo da obra elaborada pelo autor,
através do programa de geragdo automatica do SIB/UFPE

Simoes, Jeffson Carneiro Silva.

Classificagéo de sentimento utilizando aprendizagem profunda/ Jeffson
Carneiro Silva Simoes. - Recife, 2022.

59 p. :il., tab.

Orientador(a): Tsang Ing Ren

Trabalho de Conclusdo de Curso (Graduagao) - Universidade Federal de
Pernambuco, Centro de Informética, Ciéncias da Computacéo - Bacharelado,
2022.

1. Processamento de Linguagem Natural . 2. Analise de sentimentos. 3.
Aprendizagem Profunda. |. Ren, Tsang Ing . (Orientag&o). I1. Titulo.

000 CDD (22.ed.)




AGRADECIMENTOS

Agradeco a Deus por tudo.

A toda minha familia pelo apoio, principalmente a minha mée Marise que sempre
esteve ao meu lado, sempre sendo a voz de sabedoria nos momentos mais dificeis.

Ao Professor Tsang Ing Ren que me acompanhou durante o desenvolvimento deste
projeto sempre se preocupando em mostrar os melhores passos a serem tomados. Obrigado pela
orientacdo, pelo conhecimento transmitido além da paciéncia durante o desenvolvimento deste
trabalho.

Aos amigos Jose Alecrim e Geyzianny Sousa pela ajuda e apoio.

A todos os colegas que fiz durante a graduacéo.

Ao Centro de Informatica e todos os seus funcionarios que contribuem para que este
seja um lugar de exceléncia.

Por fim, a todos que de forma direta ou indiretamente me apoiaram e fizeram parte dessa

incrivel jornada.



“The computer is incredibly fast, accurate and
stupid. Man is unbelievably slow, inaccurate and
brilliant. The marriage of the two is a challenge

and opportunity beyond imagination.”

(Stuart G. Walesh)






RESUMO

Hoje em dia, as plataformas de midia social estdo em alta, com milhares de usuarios
gerando grandes quantidades de dados a todo instante, grande parte desses dados se da de forma
textual expressando suas opinides sobre diversos temas. Para que empresas possam usar esses
dados de forma a gerar valor, foi desenvolvido neste projeto um classificador de sentimentos
usando processamento de linguagem natural e aprendizagem profunda. Na criacdo do modelo
foi utilizado um tipo de rede neural recorrente chamado LSTM e uma base de dados do Twitter,
disponivel na plataforma Kaggle, composta com as mensagens e seus respectivos sentimentos.
Utilizando as taxas de perda e acuracia como métricas de avaliacdo de desempenho, foram
realizados alguns experimentos que apresentaram resultados diferentes, tais como erros de
overfitting. Por fim atingimos uma taxa de acurécia de 93% no melhor experimento, alcangando

assim o objetivo de criar um classificador de sentimentos.

Palavras-chave: Aprendizagem Profunda, Processamento de Linguagem Natural, Analise de

sentimentos.
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ABSTRACT

Today, social media platforms are booming, with thousands of users generating large
amounts of data all the time, much of this data is in textual form expressing their opinions on
various topics. In order for companies to be able to use this data in a way that generates value,
a sentiment classifier using natural language processing and deep learning was developed in
this project. The model was created using a type of recurrent neural network called LSTM and
a Twitter database, available on the Kaggle platform, composed of messages and their
respective sentiments. Using loss and accuracy rates as performance evaluation metrics, we
performed some experiments that presented different results, such as overfitting errors. Finally
we reached an accuracy rate of 93% in the best experiment, thus achieving the goal of creating

a sentiment classifier.

Keywords: Deep Learning, natural Language Processing, Sentiment Analysis.
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1 INTRODUCAO

A era da Internet mudou a forma como as pessoas expressam as suas opinides, agora
essa acdo é feita principalmente através de postagens em blogs, féruns online, sites de reviséo
de produtos, meios sociais de comunicacdo, etc. Atualmente, milhdes de pessoas utilizam as
chamadas midias sociais, plataformas como Facebook, Twitter, etc. para expressar as suas
emocdes, opinides e compartilha-las no dia a dia [1].

Com isso pode-se perceber a massiva quantidade de dados gerados todos os dias através
dessas plataformas seja na forma de textos, videos, imagens, entre outros. Esses dados por sua
vez carregam informac@es sobre comportamentos e sentimentos humanos que se bem utilizados
podem gerar valor das mais diversas formas.

Um dos principais topicos estudados dentro desse “ambiente” criado por essas
plataformas € a analise de sentimentos que ao ser utilizada pode gerar informacgdes sobre como
0s usuarios dessas redes estdo se sentindo sobre determinado assunto, empresa, evento etc.

A importancia de conhecer o sentimento que as pessoas possuem sobre determinado
assunto esta ligada a possibilidade de trazer valor e impactar varios setores, seja no setor de
negocios, politica, acdes publicas e entre outros. Tendo em maos esse tipo de conhecimento as
empresas por exemplo podem tomar decisdes baseadas em tais informacdes ajustando assim
seu relacionamento com o cliente da melhor maneira possivel.

Nos ultimos tempos essa tarefa vem sendo feita através de estratégias dentro do campo
de inteligéncia artificial com aprendizado de maquina e/ou aprendizagem profunda. Com 0s
recentes avancos na aprendizagem profunda, a capacidade dos algoritmos de anélise de texto
melhorou consideravelmente. A utilizacdo criativa de técnicas avangadas de inteligéncia
artificial pode ser uma ferramenta eficaz para fazer investigacdes no campo da analise de

sentimentos mais aprofundadas [2].

1.1 Motivacao

Devido as grandes quantidades de dados gerados atualmente que expressam opinides e
sentimentos, existe um desejo das empresas de poderem entender melhor o comportamento de

seus clientes. Assim a grande motivacao desse trabalho é o de criar uma solucdo para tal desafio.
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1.2 Objetivos

O principal objetivo deste trabalho é o de entender melhor o desafio que é extrair
conhecimento de textos fazendo a anélise de sentimentos. Assim foi decidido desenvolver um
modelo de aprendizagem profunda capaz de realizar a classificagdo de sentimentos sobre textos
relacionados a diferentes entidades buscando a geragéo de valor, possibilitando que as mesmas

possam tomar decisfes baseadas em dados.

1.3 Estrutura da Monografia

No capitulo 2 seré feito uma revisdo dos conceitos das areas usadas no projeto além de
abordarmos alguns projetos que serviram de inspiracdo para o desenvolvimento da arquitetura
de aprendizagem profunda.

No capitulo 3 sera apresentado o desenvolvimento do modelo de aprendizagem
profunda focando nos pontos principais que sdo as técnicas de pré-processamento de textos para
a preparagéo dos dados de treinamento e a estrutura da rede neural.

O capitulo 4 abordara o conjunto de dados usados além das analises e experimentos
feitos e os resultados alcangados.

Por fim no capitulo 5 sera feita as consideracdes finais do projeto além de expressar
possiveis desdobramentos do trabalho no futuro.
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2 FUNDAMENTOS E TRABALHOS RELACIONADOS

Nesta secdo iremos fazer uma breve revisao de alguns conceitos tais como rede neurais
recorrentes e processamento de linguagem natural além de descrever alguns trabalhos que

foram usados como inspiracdo no desenvolvimento do classificador de sentimentos.

2.1 Redes Neurais Artificiais

O conceito de Deep Learning, ou aprendizagem profunda, atualmente esta bem popular
parecendo como se fosse uma nova tecnologia e isto esta longe da verdade. A verdade é que o
deep learning que conhecemos comecou por volta do ano 1940 sendo conhecido por varios
nomes e apenas aparenta ser novo porque era relativamente impopular em seu inicio [45].
Alguns dos primeiros algoritmos de aprendizagem foram criados com o intuito de simular o
funcionamento bioldgico de neurbnios do cérebro, resultando em um dos nomes de deep
learning ser as chamadas redes neurais artificiais [45].

O lado neural da aprendizagem profunda é motivado por duas ideias principais. Uma
delas € que o cérebro fornece uma prova pelo exemplo de que o comportamento inteligente é
possivel, e um caminho para construir a inteligéncia é a engenharia reversa dos principios
computacionais por tras do cérebro e a duplicacdo de sua funcionalidade [45]. Outra perspectiva
é que seria profundamente interessante compreender o cérebro e o0s principios subjacentes a
inteligéncia humana [45].

Sobre os atuais tipos de modelos de aprendizagem de méaquina, o termo “deep learning”
vai além do cenario neurocientifico, apelando a um conceito de aprendizagem em multiplos
niveis de composi¢do onde pode ser aplicado a estruturas de aprendizagem que ndo séo
necessariamente inspiradas pela parte neural [45].

A seguir teremos um subtdpico sobre um tipo de rede neural bastante popular e que
devido a sua estrutura foi escolhido para ser um dos principais componentes no

desenvolvimento desse projeto, sdo elas as redes neurais recorrentes.

2.1.1 Redes Neurais Recorrentes
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As redes neurais recorrentes sdo um poderoso conjunto de algoritmos de redes neurais
artificiais especialmente Uteis para o processamento de dados sequenciais, como som, dados de
séries temporais ou linguagem natural [3]. Essas redes sdo um tipo de rede neural artificial
construida para reconhecer padrées em sequéncias de dados.

A resposta de uma RNN definida em um tempo x-1 ira afetar a decisdo no momento
posterior x. As redes recorrentes tém duas fontes de entrada, o valor atual e o valor passado
recentemente, que juntos irdo determinar as novas decisdes sobre os novos dados [42].

As redes recorrentes possuem um loop de feedback conectado as suas decisdes passadas,
consumindo suas préprias saidas momento apds momento como entrada [42]. Sabendo que
existe informac6es na prépria sequéncia dos dados, foi feito uma adicdo de memoria as redes,
afim de que as redes recorrentes a utilizem para entender as informac6es da sequéncia e executar

as suas tarefas [42].

Recurrent Neural Network

Figura 1. Representacdo de RNNs [42].

Utilizando um estado oculto para preservar essas informacdes, as RNN conseguem usar
tais informacdes afim de afetar o processamento dos novos dados, fazendo com que cada
processamento seja baseado a partir das informacGes antigas. Assim podemos dizer que as

RNNs conseguem compartilhar informacdes ao longo do tempo [42].

2.2 Processamento de Linguagem Natural — PLN

O Processamento de Linguagem Natural (PLN) ou “Natural Language Processing
(NLP)” ¢ uma vertente da Inteligéncia Artificial que estuda a capacidade e as limitacfes de uma
maquina em entender a linguagem dos seres humanos. Ou seja, € uma interface entre a
linguagem homem-maquina. Dessa forma, o objetivo do PLN € fornecer aos computadores a

capacidade de entender e compor textos [6].
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A Inteligéncia Artificial e a aprendizagem méaquina mudaram significativamente a
forma como interagimos com o mundo. Embora muitas pessoas possam perceber isso, 0 PLN
tornou-se uma parte cotidiana da vida de muitas pessoas. Um exemplo seria as ‘assistentes
inteligentes' como Siri e Alexa que utilizam o PLN para compreender e interpretar comandos
falados [7].

O PLN inclui linguistica computacional, estudo por computador, modelagem estatistica,
e aprendizagem profunda. Compreende o significado da linguagem humana através da analise
de uma vasta gama de aspectos, tais como semantica, sintaxe e morfologia. Com a ajuda do
PLN, as méquinas sdo capazes de realizar analises seméanticas e emocionais e realizar tarefas
de reconhecimento da fala e de resumo de texto. Pode também ser utilizado em servigos de
traducdo, para fornecer melhores traducGes que transmitam ndo sé a traducdo literal, mas
também manter o significado, subtexto e emocéo tanto quanto possivel [7].

Um dos principais topicos quando falamos de PLN € o de andlise de sentimentos.
A Andlise de sentimento é uma técnica usada no PLN para interpretar e classificar os
sentimentos agregados a textos como e-mails, pesquisas, midias sociais e assim por diante [8].
Esse processo automatizado geralmente classifica os sentimentos como positivos, negativos ou

neutros.

positivo negativo

Minha experiéncia Eu acho que podiam 0O atendimento fol
em loja foiincrivel! melhorar o produto. horrivel!

Figura 2. Exemplificacdo dos tipos de sentimentos. Imagem adaptada de [9].

Assim, podemos definir a analise de sentimento como um processo que automatiza a
mineracao de atitudes, opinides, pontos de vista e emog0es a partir de texto, discurso, tweets e
fontes de base de dados através do Processamento de Linguagem Natural [1]. A analise de
sentimentos envolve a classificacdo de opiniGes em texto em categorias como “positivas” ou
"negativas” ou "neutras". E também referida como analise de subjetividade, extracio de opinido

e extracéo de avaliagéo. [1]
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2.3 Classificagédo dos sentimentos usando PLN com anélise de texto

Este artigo [10] prop0s a criagdo de um classificador de sentimentos a partir de uma
fonte de dados disponivel na plataforma Kaggle que consiste em criticas sobre filmes e seus
sentimentos relacionados — Positivo ou Negativo. Durante o desenvolvimento é explicado cada
passo do pipeline para a construcdo do modelo desde o carregamento dos dados até as métricas
usadas para avaliar o desempenho do mesmo. Os pontos principais estdo na escolha dos
modelos de predigdo no caso o artigo estd usando aprendizagem de maquina — modelo Naive
Bayes - e na parte do pré-processamento dos dados textuais onde se € usado algumas técnicas
para vetorizar os textos, ou seja, mapear as sentencas para vetores numéricos que as
representam. Sabendo que o tipo de classificacdo abordado foi o da classificacdo binaria e as
métricas usadas para avaliacdo dos modelos consistiu basicamente do uso da acurécia, 0s
resultados finais que o artigo apresentou foi uma taxa de acuracia em torno de 98%-95%. Tendo
uma taxa tdo alta talvez fosse interessante investigar a corretude de fato, afim de verificar se
houve algum problema, usando outras métricas.

Durante o artigo é demonstrado a importancia de fazer uma boa representacdo para 0s
textos visto que dependendo de como feito pode interferir na performance do modelo escolhido.

2.4 Processamento de Linguagem Natural - Analise Sentimental usando
LSTM

Assim como o artigo anterior o artigo [11] passou por um pipeline parecido. Seus dados
também foram provenientes da plataforma Kaggle sendo eles o dataset: Conjunto de dados de
revisdes de produtos Amazon Alexa. Diferente do anterior foi feita uma abordagem utilizando
aprendizagem profunda, mais precisamente usando um tipo de rede neural recorrente chamado
LSTM (Long Short Term Memory). Ao decorrer de sua explicacdo sobre as RNNs foi explicado
0 grande problema que existe em seu uso que € o desaparecimento de gradiente durante a fase
de treinamento do modelo. Assim foi escolhido a LSTM, um tipo de RNN, devido a sua
arquitetura ser mais robusta sobre esse problema. O tipo de classificagdo abordado nesse
problema foi o de classificacdo binaria, sua criacao foi feita utilizando um conjunto de dados
de treino e sua avaliacdo feita em cima de dados de teste usando métricas como a acuracia para
avaliar o modelo, chegando em uma taxa de 90% nos dados de teste. Talvez para comprovar tal

taxa e verificar se existe algum problema com o resultado final seria interessante usar um
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conjunto de dados para validagdo durante o treinamento e criar gréficos dos valores de acuracia
dos conjuntos de treino e validagao durante as épocas treinadas para comprovar os resultados.

2.5 Classificacdo Sequencial com Redes Neurais Recorrentes (LSTM) em

Pyhton com Keras

Neste artigo [12] foi demonstrado varios usos da rede LSTM com o intuito de fazer a
classificacdo de sentimentos dos dados de revisdes de filme IMDB. Os dados foram coletados
por pesquisadores de Stanford e utilizados num documento de 2011 em uma divisdo 50/50 dos
dados foi utilizada para treinamento e testes. Durante sua criagdo os pesquisadores alcangaram
uma precisdo de 88,89%. Os resultados das varias redes apresentadas neste artigo ficaram com
taxas em torno de 85% a 88% bem préximo da taxa conseguida pelos pesquisadores.

Os pontos principais apresentados foram o da utilizagéo de word embedding e camadas
de Dropout. A seguir uma breve defini¢do dos conceitos:

e Word Embedding: Esta é uma técnica em que as palavras sdo codificadas
como vetores de valor real num espaco de alta dimensdo, onde a
semelhanca entre palavras em termos de significado se traduz em
proximidade no espaco vetorial.

e Dropout: As redes neurais recorrentes como a LSTM tém geralmente o
problema de Overfitting, quando o modelo ndo consegue aprender e
generalizar sobre dados desconhecidos. As camadas de Dropout ajudam a

diminuir a ocorréncia de tais problemas.
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3 CLASSIFICADOR DE SENTIMENTOS

Este trabalho tem como o principal objetivo desenvolver uma inteligéncia artificial
utilizando aprendizagem profunda com o intuito de fazer analise de sentimentos. Assim depois
da construcdo do modelo sera possivel classificar textos em seus diferentes sentimentos
possibilitando a tomada de decis6es com base nessas informacdes.

Durante o planejamento desse trabalho foram escolhidas diferentes tecnologias voltadas
para os diferentes aspectos do projeto, a seguir sera explicado as tecnologias usadas, 0s estagios
de pré-processamento feito sobre os textos usados no treinamento da rede neural e a arquitetura

do modelo de aprendizagem profunda construida.

3.1 Tecnologias

Essa secdo tem o objetivo de listar e explicar as principais tecnologias que foram
escolhidas para o desenvolvimento do projeto tais como a linguagem de programagdo, o

ambiente de desenvolvimento e certas bibliotecas chaves.

3.1.1 Linguagem de Programacao Python

Em uma pesquisa com desenvolvedores em 2018 conduzido por StackOverflow revelou
que Python era a linguagem de programacgédo mais popular entre os cientistas de dados [13]. A
suas popularidades se deu por causa de suas vantagens coincidirem com como projetos de 1A
sdo desenvolvidos. Assim primeiro temos de compreender que os projetos de inteligéncia
artificial sdo diferentes dos projetos de software tradicionais em termos das tecnologias usadas
e das competéncias necessarias. Portanto, escolher uma linguagem de programacdo que seja
estavel, flexivel, e que tenha um conjunto diversificado de ferramentas é tdo importante. Python

retne todas estas [13].

3.1.2 Ambiente de Desenvolvimento — Colab e Kaggle

O Colaboratory ou “Colab” ¢ um produto do Google Research, area de pesquisas
cientificas do Google. O Colab permite que qualquer pessoa escreva e execute codigo Python
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arbitrério pelo navegador e é especialmente adequado para o aprendizado de maquina, analise
de dados e educacdo. Mais tecnicamente, o Colab é um servi¢o de notebooks hospedados do
Jupyter que nédo requer nenhuma configuracdo para usar e oferece acesso sem custo financeiro
a recursos de computagdo como GPUs [39].

A escolha de um ambiente de Desenvolvimento em cloud como o Colab se deu pelo fato
das limitacGes das maquinas disponiveis, exemplo a possibilidade de usar GPU durante o
treinamento dos modelos de Deep Learning.

Uma observacao a ser feita € que também foi utilizada a Plataforma de Desenvolvimento
do Kaggle, como ambiente auxiliar, quando era atingido o limite diario de uso da GPU no
Colab.

3.1.3 Biblioteca TensorFlow

Criado pela equipe do Google Brain e inicialmente lancado ao publico em 2015,
TensorFlow é uma biblioteca de cddigo aberto para computacdo numeérica e aprendizagem de
maquinas em grande escala. TensorFlow retne uma série de modelos e algoritmos de
aprendizagem de maquinas e de aprendizagem profunda (também conhecidos como redes
neurais) e torna-os Uteis por meio de metaforas programaticas comuns. Utiliza Python ou
JavaScript para fornecer uma API conveniente para construir aplicacfes, enquanto executa
essas aplicagdes em C++ de alto desempenho [14].

O maior beneficio que TensorFlow proporciona para o desenvolvimento da
aprendizagem de maquinas sdo a abstracdo. Em vez de lidar com os detalhes da implementacéo
de algoritmos, ou de descobrir formas adequadas de ligar a saida de uma fungéo a entrada de

outra, o programador pode concentrar-se na ldgica geral da aplicacdo [14].

3.1.4. Biblioteca NLTK

NLTK é uma das principais bibliotecas para a construcdo de projetos Python para
trabalhar com dados da linguagem humana. Nos fornece de interfaces simples de utilizacdo a
mais de 50 corpora e ativos lexicais como o WordNet, juntamente com uma configuragdo de
bibliotecas de pré-processamento de texto para etiquetagem, analise, classificacdo, stemming,
tokenizacdo e elementos de raciocinio semantico para bibliotecas de Processamento de

Linguagem Natural (PLN) e uma discussdo ativa de conversacdo. NLTK é acessivel para
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Windows, Mac OS e Linux. A melhor parte é que a NLTK é um empreendimento livre, de
cadigo aberto e local [15].

3.2 Pré-processamento

O pré-processamento de dados € um passo essencial na construcdo de um modelo de
aprendizagem profunda e dependendo de qudo bem os dados tenham sido processados, 0s
resultados podem apresentar uma performance diferente [16].

Quando normalizamos o texto, tentamos reduzir a sua aleatoriedade, aproximando-o de
um "padrao” pré-definido. Isto ajuda-nos a reduzir a quantidade de informacao diferente com
gue o computador tem de lidar, e por conseguinte melhora a eficiéncia. O objetivo das técnicas
de normalizagdo como o stemming e a lematizacdo é reduzir as formas inflexiveis e, por vezes,
as formas derivadas de uma palavra a uma forma base comum [17].

Assim a seguir iremos introduzir algumas das técnicas usadas para o processamento dos

textos utilizadas na construcdo do classificador.

3.2.1 Remocéo de Valores Nulos

Os valores nulos sdo um grande problema quanto ao uso de aprendizagem de maquinas
e na aprendizagem profunda. Ao utilizar o TensorFlow ou outros pacotes de aprendizagem
profunda, é necessario fazer um tratamento dos valores nulos antes de passar 0s seus dados para

o treinamento do modelo [40].

3.2.2 Label Encoding

A codificacdo de etiquetas ou Label Encoding refere-se a conversdo das etiquetas em
uma forma numérica, de modo a converté-las na forma legivel por maquina. Os algoritmos de
aprendizagem da maquina podem entdo decidir de uma forma melhor como essas etiquetas
devem ser operadas. E uma etapa importante de pré-processamento para o conjunto de dados

estruturados na aprendizagem supervisionada [18].
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3.2.3 Normalizacdo do Tamanho das Palavras

Um dos passos que se podemos fazer sobre as palavras é transformar todos os caracteres
das palavras para minasculo garantindo assim que palavras iguais com letras mindsculas ou

mailsculas representem a mesma palavra durante a representacéo das mensagens [41].

3.2.4 Remocéo Caracteres Indesejados

Alguns caracteres indesejados podem ser: pontuagdes, caracteres especiais, caracteres
repetidos de uma palavra e até mesmo numeros encontrados dentro de textos. Assim fazer a

remocao de tais caracteres pode ajudar na hora de criar a representacdo dos textos [41].

3.2.5 Remocéo Stopwords

Uma das principais formas de pré-processamento é a filtragem de dados inuteis. No
processamento em linguagem natural, palavras indteis (dados), sdo referidas como stopwords
[19].

3.2.6 Stemming

O Stemming é o processo de reduzir as palavras a sua forma de “caule” ou “raiz”. O
objetivo do stemming € reduzir as palavras relacionadas para 0 mesmo caule/raiz, mesmo que
o ‘“caule” ndo seja uma palavra de dicionario. Por exemplo, as palavras “connection”,
“connecting”, “connected” sdo reduzidas a uma palavra comum "connect™ [17].

Stemming refere-se a um processo heuristico grosseiro que corta as pontas das palavras
na esperanca de alcancar este objetivo corretamente a maior parte do tempo. Porem as vezes

pode resultar em palavras que ndo sdo palavras reais [17].

3.2.7 Lematizacgéo
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A lematizacdo reduz as palavras a sua palavra de base, reduzindo adequadamente as
palavras flexionadas e assegurando que a palavra de raiz pertence a lingua. E normalmente mais
sofisticado do que o stemming, uma vez que o stemmer trabalha em uma palavra individual
sem conhecimento do contexto. Na lematizacdo, uma palavra de raiz é chamada lemma. Um
lema é a forma candnica, forma de dicionério, ou forma de citacdo de um conjunto de palavras
[17].

3.2.8 Vetorizacao

Vetorizacdo € o jargdo para uma abordagem classica de conversdo de dados de entrada
do seu formato bruto (ou seja, texto) em vetores de nameros reais, que é o formato que 0s
modelos de aprendizagem profunda suportam. Esta abordagem existe desde que o0s
computadores foram construidos pela primeira vez, tem funcionado maravilhosamente em

varios dominios, e é agora utilizada em PLN [20].

3.2.9 Tokenizacéo

Em Processamento de Linguagem Natural, a tokenizacgéo significa quebrar o texto bruto
em unidades Unicas (também conhecidas como tokens). Um token pode ser sentencas, frases
ou palavras. Cada token tem uma token-id Unico. O objetivo da tokenizacdo é que podemos

utilizar esses tokens (ou os token_ids) para representar o texto original [21].

3.2.10 Padding

Depois de feita a vetorizacdo/tokenizacdo dos textos teremos varios vetores de tamanhos
diferentes. Porem a maioria (se ndo todas) das redes neurais requer a sequéncia de entrada de
dados com 0 mesmo comprimento, e é por isso que precisamos de acolchoamento (padding):
para truncar ou adicionar sequéncia de padding (normalmente completar com 0s) no mesmo
comprimento [21].

Assim depois de realizar o padding teremos sequencias de mesmo comprimento prontas
para serem passadas para a rede neural. A seguir uma imagem que exemplifica o processo de

padding.
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[21, 4, 2,12, 22, 23,13,2,24,6,2,7, 2, 4, 25], .

[ 2,26, 7,27, 14, 9, 1,4,28], sequence after padding

[15 25 1. 29 6. 15. 30 ] (padding and truncate in front/pre)

[ 1, 16, 17, 27, 30, 1,5 2 |, , 3,13, 2,24, 6, 2, 7, 4, 25],
[31, 2, 28, 6, 32, 9,33 I 26, 7,27,14, 9, 4, 28],

1,16, 17, 27, 30, 5, 2],
0,31, 2,28, 6,32, 9,33],

[

MAX_SEQUENCE_LENGTH = 10

2!
1!
0) 15,25, 1,29, 6,15, 30],
1!
2!

0,

Figura 3. Padding do tipo pré onde se acrescenta 0s zeros no comecgo do vetor. Imagem adaptada de [21].

3.3 Arquitetura

O Classificador foi idealizado com base nos artigos do capitulo 2 como referéncia. Ele
apresenta 8 camadas. A arquitetura é composta de camadas de embedding, batch normalization,
bidirecional, Istm, Dropout, densa e uma camada final com funcdo de ativacdo softmax
responsavel pela classificacéo.

A seguir o design completo da rede neural construida e a explicacdo do que cada camada

utilizada faz e sua importancia.

3.3.1 Design da Arquitetura

A arquitetura da rede foi inspirada nos exemplos usados no artigo comentado na se¢ao
2.5, principalmente no exemplo onde a camada Bidirecional-LSTM é usada [12]. Apesar da
inspiracdo a rede sofreu algumas alteracdes a fim de ser utilizada com os dados usados neste
trabalho.

Quando se trabalha com textos, uma técnica bastante popular é o chamado word
embedding onde criamos uma forma de representar palavras em um espago vetorial de ‘n’
dimens@es, n é um parametro definido previamente, onde a semelhanca entre as palavras em
termos de significado se traduz no espaco vetorial [12]. Assim utilizamos como camada de
entrada a camada de embedding que fica responsavel por definir tais representagdes. Ao longo
da rede foram adicionadas camadas com o intuito de ajudar no aprendizado da rede tentando

evitar erros de overfitting, foram elas as camadas de Batch Normalization e Dropout [44]. A
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camada LSTM foi escolhida por ser uma variagdo das RNN’s que trabalham bem com dados
sequenciais e por sua estrutura ser um pouco diferente das RNN’s comuns, sendo seu
funcionamento descrito na secdo 3.3.4. As vezes a ordem da sequéncia pode influenciar nos
resultados onde a sequéncia em ordem pode néo traz bons resultados, as vezes a ordem inversa
da mesma pode ser melhor e pode ter situacdes que ambas sozinhas ndo tenham o resultado
esperado. Assim foi decidido usar a camada bidirecional para avaliarmos as sequencias em
ordem e na ordem reversa. Ao final foi utilizado duas camadas totalmente conectadas com
funcBes de ativacdo RelLu e softmax (camada de saida). A partir dos dados que usamos temos
um problema de classificacdo multiclasse e por isso foi escolhido usar a funcdo softmax na
ultima camada.

A seguir a imagem do design final da arquitetura construida, demonstrando as camadas
utilizadas na construcdo do modelo, desde as camadas de entrada até a Ultima camada

responsavel pela classificacao.

input layer

embedding

v

batch_normalization

——
S———
s
.

layer sequence

Classification

Figura 4. Camadas da rede neural — embedding, batch Normalization, bidirecional-Istm, Dropout, dense_1 e
dense_2. Imagem demonstra fluxo percorrido pelos dados até a classificagdo do mesmo nas categorias definidas,
a classificacdo se da através da fungdo softmax aplicada na camada dense_1 [35].
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3.3.2 Camada de Embedding

A biblioteca Tensorflow oferece uma camada Embedding que pode ser usada para redes

neurais em dados de texto. Esta camada requer que os dados de entrada sejam codificados para

valores numeéricos inteiros, de modo a que cada palavra seja representada por um inteiro unico.

Esta etapa de preparacdo de dados foi executada utilizando o Tokenizer APl também fornecido

com Tensorflow [22].

A camada de embedding € inicializada com pesos aleatérios e aprendera uma

representacdo para todas as palavras no conjunto de dados de treino. Ela é uma camada flexivel

que pode ser utilizada de varias maneiras, como por exemplo:

Pode ser utilizado sozinho para aprender uma embedding de palavras que
pode ser guardada e utilizada posteriormente em outro modelo [22].
Pode ser usado como parte de um modelo de aprendizagem profunda onde
0 embedding sera aprendido juntamente com o préprio modelo [22].
Pode ser utilizado para carregar um conjunto de embedding pré-treinados

em outro modelo, um tipo de aprendizagem de transferéncia [22].

A camada de embedding € definida como a primeira camada oculta de uma rede. Deve

especificar 3 argumentos:

input_dim: Este é o tamanho do vocabulario nos dados do texto. Por
exemplo, se os dados estiverem codificados com valores entre 0-10, ent&o
o tamanho do vocabulario seria de 11 palavras.

output_dim: Este é o tamanho do espaco vetorial no qual as palavras serdo
incorporadas. Define o tamanho dos vetores de saida a partir desta camada
para cada palavra. Por exemplo, poderia ser 32 ou 100 ou até maior.
input_length: Este € o comprimento das sequéncias de entrada, como
definiria para qualquer camada de entrada de um modelo Keras. Por
exemplo, se todos os seus documentos de entrada forem compostos por

1000 palavras, isto seria 1000.

3.3.3 Camada Batch Normalization
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O treino de redes neurais profundas, por exemplo, redes com dezenas de camadas
ocultas, é um desafio. Um aspecto deste desafio € que o modelo é atualizado camada por camada
para tras desde a saida até a entrada, utilizando uma estimativa de erro que assume gue 0S pesos
das camadas antes da camada atual sdo fixos. Como todas as camadas s&o alteradas durante
uma atualizacdo, o procedimento de atualizacdo estd sempre a perseguir um alvo em
movimento. Por exemplo, os pesos de uma camada sdo atualizados dada uma expectativa de
que os valores de saida da camada anterior com uma dada distribuicdo. Esta distribuicdo é
provavelmente alterada depois de 0s pesos da camada anterior serem atualizados [23].

O treino de Redes Neurais Profundas é complicado pelo fato de a distribuicéo dos inputs
de cada camada mudar durante o treino, uma vez que 0s parametros das camadas anteriores
mudam. Isto atrasa o treino, exigindo taxas de aprendizagem mais baixas e uma inicializacdo
cuidadosa dos parametros, e torna notoriamente dificil treinar modelos com ndo-linearidades
saturantes [24].

A normalizacdo de lotes é proposta como uma técnica para ajudar a coordenar a
atualizacdo de multiplas camadas no modelo. Faz esta normalizacdo da saida da camada,
especificamente padronizando as ativacdes de cada varidvel de entrada por mini batch, tais
como as ativacdes de um n6 da camada anterior. Recordar que a padronizacdo se refere ao
redimensionamento dos dados para ter uma média de zero e um desvio padrdo de um, por
exemplo, um gaussiano padréo. A padronizacgéo das ativacdes da camada anterior significa que
as suposicdes que a camada seguinte faz sobre a disperséo e distribuicdo dos inputs durante a
atualizacdo de peso ndo se alterardo, pelo menos ndo dramaticamente. Isto tem o efeito de
estabilizar e acelerar o processo de treino de redes neurais profundas. A normalizacdo das
entradas para a camada tem um efeito no treinamento do modelo, reduzindo drasticamente o
nimero de épocas necessarias. Pode também ter um efeito regularizador, reduzindo o erro de

generalizacdo, tal como a utilizagdo da regularizagéo de ativagéo [23].

3.3.4 Camada Dropout

Dropout € uma técnica de regularizacdo para modelos de redes neurais proposta por
Srivastava et al. no seu documento de 2014 "Dropout: A Simple Way to Prevent Neural
Networks from Overfitting" [25].

Dropout € uma técnica em que neurdnios selecionados aleatoriamente sdo ignorados

durante o treino. Eles sdo "abandonados™ aleatoriamente. Isto significa que a sua contribuicao
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para a ativacdo dos neurdnios é temporariamente removida no passe para a frente, e quaisquer
atualizagBes de peso ndo sdo aplicadas ao neurdnio no passe para tras. Quando uma rede neural
aprende, os pesos dos neurdnios fixam-se no seu contexto dentro da rede. Os pesos dos
neuronios sdo afinados para caracteristicas especificas, proporcionando alguma especializacao.
Os neurdnios vizinhos confiam nesta especializa¢do, que, se levada demasiado longe, pode
resultar num modelo fréagil e demasiado especializado para os dados de treino. Esta dependéncia
do contexto para um neurédnio durante o treino é referida como coadaptardo complexa. Pode-se
imaginar que se 0s neurdnios forem abandonados aleatoriamente da rede durante o treino,
outros neurénios terdo de intervir e lidar com a representacdo necessaria para fazer previsées
para 0s neuronios em falta. Acredita-se que isto resulte em multiplas representac@es internas
independentes a serem aprendidas pela rede [25][26].

O efeito é que a rede se torna menos sensivel aos pesos especificos dos neuronios. Isto,
por sua vez, resulta numa rede capaz de uma melhor generalizacdo e menos susceptivel de

sobreajustar (Overfitting) os dados de treino [26].

3.3.5 Camada LSTM (Long Short Term Memory)

A LSTM é uma variacdo das RNNSs e é usada em diversos cenarios de processamento
de linguagem natural, a mesma consegue lembrar valores em intervalos aleatérios [27].

A rede LSTM consegue recordar por causa de sua estrutura de células, a mesma possuli
0 que podemos chamar de “células LSTM” onde tais células apresentam uma recorréncia
interna além da recorréncia externas da RNN [45]. Cada célula tem as mesmas entradas e saidas
de uma rede recorrente comum, mas também possui mais parametros e um sistema de portdes

que controla o fluxo de informagé&o. [45].
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Figura 5. Célula LSTM e suas operacdes [47].

As informacGes sdo retidas pelas células e as manipulagdes, saber o que deve ser
guardado ou esquecido séo feitos pelos portdes. Existem trés portoes:

Forget Gate: Este portdo decide que informacdo deve ser esquecida ou guardada. A
informacdo do estado oculto anterior e a informacdo da entrada atual é passada através da
funcdo sigmoid. A funcdo mapeia os valores para o intervalo de 0 a 1, assim, quanto mais
préximo de zero mais proximo de ser esquecido e quanto mais proximo de 1 mais proximo de
ser mantido [46].

Input Gate: Para atualizar o estado da célula, temos o portéo de entrada. Onde primeiro,
passamos o estado anterior oculto e a entrada atual para uma funcdo sigmoid, isso decidira quais
valores serdo atualizados, transformando os valores entre 0 e 1 — 0 menos importante e 1 mais
importante. Tambeém se passa 0 estado oculto e a entrada atual para a funcdo tanh que por sua
vez ira mapear os valores entre -1 e 1, para ajudar a regular a rede. Depois multiplica-se a saida
da funcdo tanh com a saida da sigmoid. A saida sigmoid decidira qual a informacao importante
a manter da saida tanh [46].

Output Gate: O portéo de saida decide qual deve ser o proximo estado oculto. Devemos
lembrar de que o estado oculto contém informacOes sobre as entradas anteriores além de
também ser utilizado para previsfes. Assim, inicialmente, passamos o estado oculto anterior e
a entrada atual para uma funcéo sigmoid. Depois, passamos o estado da célula recentemente
modificada para a funcdo tanh. Multiplicamos a saida tanh com a saida sigmoid para decidir

que informacdo o estado oculto deve conter. A saida € o estado oculto.
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Assim podemos concluir que, o forget gate decide o que é relevante para a manter das
etapas anteriores. o input gate decide que informacdo é relevante a acrescentar a partir da etapa

atual. E por fim, o output gate determina qual deve ser o proximo estado oculto.

3.3.6 Camada Bidirecional

Maximiza a sensibilidade da ordem dos RNNs: consiste essencialmente em duas RNNs
(LSTMSs) que processam a sequéncia de entrada numa direcdo diferente para finalmente fundir
as representacOes. Ao fazer isto, sdo capazes de capturar padrdes mais complexos do que uma
Unica camada de RNN capturaria. Por outras palavras, uma das camadas interpreta as
sequéncias na ordem original e a segunda a sequéncia inversa, razdo pela qual os RNNs
bidirecionais sdo amplamente utilizados, porque oferecem maior desempenho do que 0s RNNs

regulares [28].

3.3.7 Camada Densa - ReLu

Depois de passar pela camada Bidirecional LSTM e camadas de Dropout, antes da
camada de saida temos uma camada que utiliza a funcdo de ativacdo RelLu em seu
processamento. A funcdo ReLu é a unidade linear retificada. E definida pela formula: f (x) =
max (0, x) [29].

Atualmente a funcdo de ativacdo mais utilizada nas camadas escondidas é a ReL.u,
basicamente ela se tornou a funcao de ativacao padrao para muitos tipos de redes neurais porque
um modelo que o utiliza é mais facil de treinar e geralmente alcanga um melhor desempenho
[48].

Dado os valores passados para a funcdo, ela retornard zero para quaisquer valores
negativos e o proprio valor para valores positivos [48]. E uma funcido computacionalmente leve.
Uma das principais vantagens de se usar a ReLu é por causa de sua representagdo esparsa onde
dado que os dados de entrada sejam valores negativos 0s mesmos serdo convertidos para zero,
consequentemente 0s neurdnios que receberem tais valores ndo serdo ativados fazendo com que
apenas alguns sejam ativados isso pode acelerar a aprendizagem e simplificar o modelo
[48][29].
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3.3.8 Camada Saida — Softmax

A camada de saida é a camada responsavel pela predicdo da rede neural. Nela
escolheremos a funcao de ativacéo dependendo do tipo de problema que estamos solucionando
[43]. No caso deste trabalho foi utilizado a funcdo softmax.

A funcéo softmax é atil quando enfrentamos problemas de classificacdo. Ela transforma
as saidas para cada classe para valores entre 0 e 1 dividindo esses valores pela soma das saidas,
nos dando assim a probabilidade de a entrada estar em uma determinada saida [29].

A definicdo matematica da funcdo softmax é dada por: Onde todos os valores zi s&o 0s
elementos do vetor de entrada e podem assumir qualquer valor real. O termo no fundo da
formula a seguir é o termo de normalizacdo que assegura que todos os valores de saida da

funcdo se somardo a 1, constituindo assim uma distribuicdo de probabilidade valida [31].

A foérmula da funcéo softmax pode ser definida da seguinte maneira [31]:

e
(), = s
A ;{:1621

Sendo:

ri O vetor de entrada para a funcdo softmax, constituido por (z0, ... zK) [31].

z; = Todos os valores zi sdo 0s elementos do vetor de entrada para a funcdo softmax, e
podem tomar qualquer valor real, positivo, zero ou negativo. Por exemplo, uma rede neural
poderia ter um vetor de saida como (-0,62, 8,12, 2,53), 0 que ndo € uma distribuicdo de
probabilidade valida, dai a razdo pela qual a softmax seria necessaria [31].

e”t = A funcdo exponencial padrao ¢ aplicada a cada elemento do vetor de entrada. Isto
da um valor positivo acima de 0, que sera muito pequeno se o input for negativo, e muito grande
se o input for grande. No entanto, ainda ndo esta fixado no intervalo (0, 1), que é o que € exigido
de uma probabilidade [31].

le e?t = O termo na parte inferior da formula é o termo de normalizagdo. Assegura
que todos os valores de saida da funcdo se somardo a 1 e cada um estard no intervalo (0, 1),
constituindo assim uma distribuicdo de probabilidade valida [31].

K = O numero de classes no classificador multiclasse [31].
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Assim digamos, por exemplo, que temos as saidas como [1.2, 0.9, 0.75], quando
aplicamos a funcdo softmax, obteriamos [0.42, 0.31, 0.27]. Agora podemos usa-los como
probabilidades de que o valor seja de cada classe [29].

A funcdo softmax é idealmente usada na camada de saida de um classificador, onde
estamos tentando gerar as probabilidades para definir a classe de cada entrada [29].
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4 DADOS, ANALISES E EXPERIMENTOS

Nesta secdo serd apresentado os dados utilizados na construcdo do classificador, as
analises feitas sobre os mesmos e os resultados dos testes realizados com o modelo além das

comparagOes com alguns projetos que usaram a mesma base de dados.

4.1 Fonte de Dados

Durante a busca dos dados a serem utilizados no desenvolvimento do projeto decidiu-
se utilizar um dataset disponivel na Plataforma Kaggle. O conjunto de dados utilizado para
construcdo do modelo de Deep Learning foi o dataset: Twitter Sentiment Analysis [32].

Este € um conjunto de dados de anélise de sentimentos a nivel de entidade do twitter,
focado na linguagem inglesa. Dada uma mensagem e uma entidade, a tarefa consiste em julgar
0 sentimento da mensagem sobre a entidade. Ha quatro classes neste conjunto de dados:
Positivo, Negativo, Neutro e Irrelevante [32].

Assim esse dataset foi utilizada na construcao do classificador de sentimentos.

4.2 Analise Exploratoria dos Dados

Durante o ciclo de vida de projetos de aprendizagem profundo ndo ha atalhos. Néao
podemos simplesmente saltar para a fase de construcdo do modelo apos a escolha dos dados.
Precisamos planejar a nossa abordagem de uma forma estruturada e a fase de analise
exploratdria de dados desempenha um enorme papel nesse sentido [33].

Existem varias técnicas para realizar a exploracdo e os proximos subtopicos explicaram

0s passos que foram utilizados nesse projeto.

4.2.1 Informacgdes Descritivas

Neste passo foi feita uma verificagao simples dos dados, onde foi observado as seguintes
informacdes:
e Dados existentes no dataset (colunas):
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o Tweet ID: id do tweet (tipo numérico inteiro).

o Entity: entidade (exemplo: empresa Apple) ao qual o texto esta relacionado (tipo
objeto string).

o Sentiment: Os dados vieram etiquetados com o0s seguintes sentimentos: Positivo,
Neutro, Negativo e Irrelevante, o ultimo sentimento sdo mensagens que ndo tem
muita relevancia para com a entidade ao qual este foi associado (tipo objeto
string).

o Tweet Content: corpo textual - mensagem/tweet - (tipo objeto string).

Quantidade de observacdes nos datasets (treino e teste):
o Treino: dataset de treino possui cerca de 74682 observag¢fes com as 4 colunas ja
descritas acima.
o Teste: dataset de treino possui cerca de 1000 observag¢fes com as 4 colunas ja

descritas acima.

Entidades: Foi verificado a existéncia de 32 entidades distintas entre elas estdo:
Microsoft, Nvidia, Amazon, Facebook entre outras. As mensagens que existem no
dataset estdo relacionadas a essas entidades, ou seja, essas mensagens trazem consigo

0s sentimentos relacionados as entidades aqui citadas.

Verificacdo de dados nulos
o Dados de treino: foi observado a existéncia de 686 recordes com campos nulos.

o Dados de teste: ndo foi encontrado nenhum recorde com campo nulo.

4.2.2 Analise Estatisticas

As visualizagOes de estatisticas de texto sdo técnicas simples, mas muito perspicazes. A

seguir 0s passos tomados neste estagio [34].

Numero de caracteres presentes em cada mensagem: o grafico a seguir mostra que a
quantidade de caracteres das mensagens varia do tamanho minimo zero a um valor
préximo de 400, sendo sua grande porcentagem em mensagens possuindo menos de 200

caracteres.
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Caracteres por Mensagem
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0
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Numero de Caracteres

Figura 6. Quantidade de observagdes em relagdo ao nimero de caracteres por mensagens. Imagem adaptada de
[35].

e Numero de palavras que aparecem em cada mensagem: o grafico a seguir mostra a
quantidade de palavras dentro das mensagens e a quantidade de observacdes de tal

numero. Assim foi verificado que as mensagens possuem em sua maioria uma

quantidade menor do que 40 palavras por mensagens.

Palavras por Mensagem

5000 4

Observacdes

40 60 80 100
Numero de Palavras

Figura 7. Quantidade de observagdes em relagdo ao nimero de palavras por mensagens. Imagem adaptada de
[35].

e Foi verificado o comprimento médio das palavras por mensagem. Podemos verificar
que o comprimento médio das palavras em cada mensagem € menor que 10 mas isso
pode ter ocorrido devido a existencia das muitas stopwords. Stopwords é a defini¢do
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dada as palavras mais comumentes usadas na lingua, essas palavras sdo pequenas em

sua maioria, podendo ser esse 0 motivo da média de comprimento ser baixa [34].

Comprimento Médio das Palavras

60000

50000

40000

Observagbtes

10 15 20 25
Comprimento Médio

Figura 8. Quantidade de Observacdes em relagdo ao comprimento médio das palavras por mensagem. Imagem
adaptada de [35].

e Verificacdo de Stopwords: abaixo segue um grafico que mostra as stopwords mais

frequentes no conjunto de treinamento.

Frequencia - Stopwords

40000

35000 1

30000 1

25000 1

20000 1

Observacdes

15000 1

10000 1

5000 1

the fto and a af is for in on  this

Stopwords
Figura 9. Stopwords mais frequentes no conjunto de dados de treino. Imagem adaptada de [35].
e Verificar as palavras frequentes: abaixo segue um grafico que mostra as palavras/tokens
mais frequentes em nosso conjunto de dados. D& para perceber que nas mensagens

existem muitos caracteres especiais, nimeros e pontuacfes que podem vir a prejudicar

na hora que formos fazer a representacdo dessas mensagens para a criagdo do modelo.

45



Frequencia - Tokens

game
The
like
get

2

r=ally
This

play
Johnson
love

good
new

I T T T T T
] 5000 10000 15000 20000 25000

Oberservagoes

Figura 10. Palavras (tokens) mais frequentes no conjunto de dados Imagem adaptada de [35].

e Foi verificado também a distribuicdo da quantidade de mensagens por sentimento no
dataset. Podemos perceber que os dados estdo um pouco desbalanceados principalmente
em relacdo a classe irrelevante, isso dever ser levado em consideragdo na hora da
modelagem do classificador e no momento que for feita a avaliacdo das métricas do

mesmo.

Distribuicao por Sentimento

20000 4

&G
(=]
=
=

Observacoes
=}
[=]
=
[=]

5000 A

Negativa Positivo Neutra Irrelevante

Sentimento

Figura 11. Quantidade de ObservacGes por sentimento. Imagem adaptada de [35].

4.3 Dados de Treinamento
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Depois de ter concluido a fase exploratoria dos dados foi feito a preparagdo dos mesmos

para o treinamento e teste, desde a divisdo dos dados até o final do pré-processamento dos textos

afim de gerar uma boa representacdo dos textos para passa-los na entrada da rede construida.

Os passos feitos para a preparacdo dos dados foram:

4
5
6.
.
8
9

Conjunto de dados de treinamento dividido com uma taxa de 70% treinamento
e 30% validacao.

Todos os passos de pré-processamento a seguir foram aplicados nos conjuntos
de dados de treino e validagé&o.

Remocdo dos valores Nulos do conjunto de dados descrito na secdo pré-
processamento 3.2.

Encodificacdo das classes descrito na secdo pré-processamento 3.2.
Normalizacdo do tamanho das palavras descrito na se¢do pré-processamento 3.2.
Remocdo de caracteres indesejados descrito na se¢do pré-processamento 3.2.
Remocéo das Stopwords descrito na se¢do pré-processamento 3.2.

Utilizado a técnica de lematizacao descrito na secdo pré-processamento 3.2.

Utilizada a técnica de tokenizacdo descrito na secéo pré-processamento 3.2.

10. Vetorizacdo das Mensagens descrita na se¢do pré-processamento 3.2.

11. Utilizado as técnicas de padding descrito na secdo pré-processamento 3.2.

Depois de passar por todos esses passos, definimos a camada de input da rede como

uma camada de embedding descrito na se¢do 3.3.2 com o intuito de fazer com que nossa rede

aprendesse uma boa representacdo (word embedding) do conjunto de palavras passados ao

mesmo tempo que a rede seria treinada.

4.4 Experimento 1 - Modelo Inicial

Depois que os textos dos conjuntos de treino e validacdo passaram pela etapa de

preparacdo de dados descrita na secéo 4.3, foi realizado os experimentos com o modelo inicial.

Realizamos o treinamento do modelo passando os dados de treino e validagdo para o

método “. fit” da rede, esse treinamento rodou durante 50 épocas para a constru¢do do modelo

e foi utilizado as métricas de acuracia e a fungéo de perda “sparse categorical crossentropy”

para a avaliacdo do mesmo, seu treinamento levou em média 1 hora de treinamento no Colab,
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ou Kaggle, usando a GPU para o processamento. A seguir uma tabela e grafico com o0s
resultados obtidos neste experimento.

095
0.90
0.85

0.80

Accuracy evaluation

Accuracy

0.75

0.70 —— train accuracy

0.65 test accuracy

0 10 20 30 a0 50
Loss evaluation

—— train loss

10 test loss

08

0.6 \
0.4 '

02 L

0 10 20 0 40 50
Epoch

Loss

Figura 12. Taxas de perda e acuracia do modelo inicial ao longo das 50 épocas de treinamento. Imagem adaptada
de [35].

Taxa de Erro Taxa de Acuracia
Treino 0.052 97%
Validacdo 0.978 87%
Teste 0.538 94%
Tabela 1. Resultados das Métricas, taxa de erro (sparse categorical crossentropy) e acurécia dos testes do

modelo inicial.

Depois de analisar os resultados obtidos tanto na tabela 1 quanto na figura 12, foi
observado alguns comportamentos estranhos, um deles seria que a taxa de acuracia no conjunto
de testes 94% esta proxima da taxa obtida no conjunto de treino 97%, porém a taxa de erro
0.538 do conjunto de teste estd mais proxima da obtida no conjunto de validacdo 0.978 e ao
observar a figura 13, verificamos que a curva da taxa de erro calculado pela fungédo de perda
“sparse categorical crossentropy” no conjunto de validacdo tem um comportamento nédo
esperado, aonde em determinado ponto a taxa de erro comeca a aumentar sendo um indicativo
da possivel ocorréncia de erros como overfitting [38]. Assim foi decido fazer algumas

modificagOes na rede afim de evitar tais erros.
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4.5 Experimento 2 — Modelo Final

Antes de fazer o experimento foram feitas as modificagdes que achamos mais adequadas
para evitar os erros apresentados no experimento inicial descrito na se¢éo 4.4. Assim esta se¢do
sera dividida em uma parte para explicar as modificacbes e a outra para explicar o novo

experimento e seus resultados.

4.5.1 ModificacOes

Devido ao problema encontrado no experimento inicial da secdo 4.4 foi planejado
acrescentar algumas estrategias para evitar o overfitting da rede. As estrategias adotadas para
evitar o overfitting foram:

e Diminuir a complexidade da rede: foi diminuido o numero de neurénios usados ao
longo da rede.

e Dropout: foi adicionado uma camada extra Dropout antes da camada LSTM.

e Regularizacéo [37]: foi adicionado fungdes de regularizacdo na camada Bidirecional

LSTM e na camada densa posterior. Essas fun¢bes adicionam uma penalidade a funcao

de perda, penalizando pesos grandes. A funcéo que teve um melhor desempenho foi a

fungdo L1L2 que combina a robustez e flexibilidade das fungdes L1 e L2. Os valores

utilizados para cada uma foram feitos com uma busca de tentativa e erro tendo os valores
usados expressado o melhor resultado.
o L1 A regularizagdo, também chamada de regresséo lasso, adiciona o "valor
absoluto de magnitude” do coeficiente como um termo de penalizacédo a funcéo
de perda [36].
o L2 A regularizagdo, também chamada regressdo da ridge, adiciona o "valor da
magnitude ao quadrado” do coeficiente como termo de penalizacgdo a funcéo de
perda [36].

O regularizador que foi utilizado chama-se L1L2 disponivel pelo Keras, 0 mesmo faz

uma aplicagéo das penalidades de ambas funcGes nas camadas da rede que sao utilizadas.

4.5.2 Experimento com Modificagoes
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Depois que os textos dos conjuntos de treino e validacdo passaram pela etapa de

preparacédo de dados descrita na secdo 4.3 e feito as modificacGes na rede inicial descritos na

secdo 4.5.1 foi realizado os experimentos com o novo modelo.

Realizamos o treinamento do modelo passando os dados de treino e validacdo para o

método “. fit” da rede, esse treinamento rodou durante 50 épocas para a constru¢do do modelo

e foi utilizado as métricas de acurécia e a funcdo de perda “sparse categorical crossentropy”

para a avaliacdo do mesmo, seu treinamento levou em média 1 hora de treinamento no Colab,

ou Kaggle, usando a GPU para o processamento. A seguir uma tabela e grafico com os

resultados obtidos neste experimento.
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Figura 13. Resultados — taxas de perda e acuracia - do modelo final durante 50 épocas de treinamento. Imagem

adaptada de [35].

Taxa de Erro Taxa de Acuracia
Treino 0.177 95%
Validacéo 0.513 85%
Teste 0.325 93%

Tabela 2. Resultados das Métricas, taxa de erro-loss e acuracia dos testes do modelo final modificado.

Depois de analisarmos os novos resultados, observamos que apesar das taxas nédo

apresentarem grandes mudancas em relacdo aos resultados obtidos na se¢do 4.4, chegando a

piorar um pouco, olhando principalmente para a curva da taxa de erro, do conjunto de validacao,

calculada pela fungdo “sparse categorical crossentropy” podemos perceber que a mesma
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demonstra um bom resultado ao estar acompanhando a curva do conjunto de treinamento sem
ser necessariamente igual [38] completamente diferente do que observamos na figura 12, o que
nos leva a conclusdo de que as modificacdes, explicadas em 4.5.1, impactaram de forma
positiva na rede.

Assim podemos dizer que conseguimos construir um classificador de sentimentos, com
uma taxa de 93% de acuracia no conjunto de testes e que tem um comportamento bom de acordo

com os graficos das métricas.

4.6 Baselines

Nesta secdo iremos revisar alguns projetos que foram feitos usando a mesma base de
dados que utilizamos para o desenvolvimento do classificador mostrando as diferentes

abordagens usadas.

e Exemplo 1:
Neste exemplo temos um projeto com o titulo de Sentiment Analysis in Twitter 93% Test
Acc [49]. Como o proéprio titulo sugere, este projeto obteve resultados semelhantes ao
classificador desenvolvido na secéo 4.5.
No desenvolvimento desse projeto foi feita o processamento dos textos, com a
eliminag&o de pontuagdes, lematizagdo, vetorizagdo usado TF-IDF além de outros passos. J& na
parte dos modelos foram utilizados alguns com énfase em dois: Logistic Regression que obteve

91% de acuréacia e Neural Network com 93% de acuréacia [49].

e Exemplo 2:
Neste exemplo foram abordados mais a utilizacdo de modelos de machine learning. A
seguir os modelos usados e seus resultados [50].
o Multinomial Naive Bayes: acuracia de 64%.
o Logistic Regression: acurécia de 69%.
o Decision Tree: acuracia de 76%.

o Random Forest: acuracia de 87%.

Dado os resultados desse exemplo é bastante interessante quando observamos o
resultado obtido pela Logistic Regression e comparamos com o Logistic Regression do
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exemplo 1, enquanto o do exemplo 1 obteve cerca de 91% de acuracia o deste exemplo obteve
cerca de 69% valores bem diferentes o que pode indicar a diferenga no processamento dos

textos e o0 impacto de que tal passo causa no resultado final.

e Exemplo 3:

Aqui temos um exemplo que utiliza LSTM para criar o classificador de sentimentos,
semelhante ao classificador desenvolvido neste trabalho porem sem a utilizagdo das camadas
bidirecionais e as funcbes de normalizacdo nas camadas [51]. O resultado no conjunto de teste
chega a 90% de acuracia porem quando observamos o grafico das métricas, mais precisamente
o grafico da taxa de erro podemos verificar que o comportamento é semelhante aos resultados
obtidos na se¢édo 4.4 [51].

Por fim, podemos perceber que apesar de as semelhancas das abordagens, aqui citadas,

com o classificador construido neste trabalho temos alguns pontos diferentes tais como

utilizagdo da camada bidirecional e as fungdes de regularizagéo.
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5 CONCLUSOES E TRABALHOS FUTUROS

Neste trabalho foi apresentado uma solugao para a classificacdo de sentimentos atraves
de textos da plataforma digital Twitter utilizando estrategias de aprendizagem profunda. O
classificador foi desenvolvido com o intuito de categorizar os textos nas classes: Positivo,
Negativo, Neutro e Irrelevante. Por sua vez apresentou um acuracia em cerca de 93% sobre 0s
dados de teste demonstrando assim um resultado aceitavel, visto que, estd bem proximo dos
resultados obtidos nos exemplos dos baselines citados na se¢éo 4.6.

Durante o desenvolvimento foi experenciado a importancia de um bom pré
processamento dos textos onde o mesmo tem um grande impacto no desempenho do modelo
além de outro ponto que foi evidenciado é que dependendo dos dados a rede neural devera
sofrer alguns ajustes para que venha a demonstrar o seu melhor resultado como foi o caso do
classificador que teve que utilizar funcdes de regularizacdo para melhorar o desempenho e fugir
de erros como o overfitting.

Desta forma, agora temos um melhor entendimento das areas abordadas nesse trabalho,
Processamento de Linguagem Natural e Aprendizagem Profunda, além da importancia de seus

usos nos desafios que temos atualmente.

5.1 Trabalhos Futuros

Depois de adquirir e aprofundar o conhecimento nas areas abordadas — Aprendizagem
Profunda e PLN — temos em mente a vontade de expandir o trabalho aqui apresentado
acrescentando novas técnicas ou usando-o como base para alcangar novos objetivos.

Como exemplo de desenvolvimentos futuros, temos o intuito de expandir o
desenvolvimento da abordagem aqui apresentada acrescentando novos tipos de pré
processamento como a utilizacdo de embeddings pré-treinados, aumento na quantidade de
dados usados para treinamento e quem sabe tentar generalizar a rede para nao so classificar
sentimentos de tweets, textos do Twitter, e sim, se possivel tentar generalizar a rede para
classificagdo de sentimentos em texto no geral independente de sua fonte. Outro ponto que
sugerimos é o da possibilidade de usar o classificador aqui desenvolvido para compor uma
solucéo para o desafio de predizer a¢cdes na bolsa de valores usando sentimentos.

Assim esperamos que esse trabalho possa servir de base ou inspiragéo para projetos

futuros.
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