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ABSTRACT

Fluid flow simulation is a high active area in Computer Graphics and Virtual Real-
ity, with applications in a wide range of engineering problems. In this scenario, meshless
methods like the Moving Particle Semi-implicit (MPS) are a great alternative to deal
with large deformations and free-surface flow, problems that usually impose the tradi-
tional mesh-based methods to perform inefficiently. This dissertation presents a stable,
accurate and parallelized MPS-based technique which benefits from different advances
in the MPS literature, and also from parallel computing, to obtain a method that can
be adapted for a wide variety of scenarios. The proposed technique can simulate fully
incompressible/weakly compressible fluid under different fluid behaviors such as two lev-
els of compressibility, different fluid’ kinematic viscosity, turbulent flows and multiphase
interaction. The method was evaluated under classical scenarios like Water Drop, Dam
Break flow, R-T instability and Oil Spill, presenting comparable results to the State-Of-
The-Art methods. The method and its variations are also integrated on a single solution
which can switch on improvements such as better momentum conservation, more precise
discretization of differential operators and less erroneous pressure oscillations through a
user-friendly graphical interface. This enables a practical selection of models, approaches
and parameter tuning, from, for instance, a stable physically coherent free-surface in-
compressible fluid flow simulation, to a GPU-accelerated multiphase free-surface weakly
compressible flow simulation. Based on three different implementations (single-core CPU
as the reference, multi-core CPU with OpenMP and multi-core GPU with CUDA for
performance improvements), it is shown that the OpenMP-enabled weakly compressible
approach achieves a speedup of 2.02 times and the fully incompressible approach of 1.82
times. The CUDA-enabled weakly compressible approach achieves a speedup of 3.15 times
while the fully incompressible approach of 2.23 times.

Key-words: MPS. Numerical improvement. Turbulence. Multiphase. CUDA. OpenMP.



RESUMO

A simulação de fluidos é uma área altamente ativa em computação gráfica e re-
alidade virtual, com aplicações em uma ampla gama de problemas de engenharia. Nesse
cenário, métodos sem malha, como o Moving Particle Semi-implicit (MPS), são uma
ótima alternativa para lidar com grandes deformações e movimento de superfície livre,
problemas que normalmente fazem com que os métodos tradicionais baseados em malha
executem de forma ineficiente. Esta dissertação apresenta uma técnica baseada em MPS
estável, precisa e paralelizada, que se beneficia de diferentes avanços na literatura do
MPS, e também da computação paralela, para obter um método que pode ser adap-
tado para uma ampla variedade de cenários. A técnica proposta pode simular fluidos
totalmente incompressíveis ou fracamente compressíveis sob diferentes comportamentos,
como os dois níveis de compressibilidade mencionados, viscosidade cinemática de difer-
entes fluidos, escoamentos turbulentos e interação multifásica. O método foi avaliado em
cenários clássicos como o da Gota de Água, a Quebra de Barragem, Instabilidade R-T e
Derramamento de Óleo, apresentando resultados comparáveis aos métodos do Estado da
Arte. O método e suas variações também são integrados em uma única solução em que
podem ser ativadas melhorias, como melhor conservação de momento, discretização mais
precisa de operadores diferenciais e menos oscilações errôneas da pressão do fluido, isso
tudo por meio de uma interface gráfica. Isso permite uma seleção prática de simuladores,
abordagens e ajuste de parâmetros, de, por exemplo, uma simulação de escoamento de
fluido incompressível de superfície livre fisicamente coerente, a uma simulação de fluxo
multifásico acelerada por GPU. Com base em três implementações diferentes (CPU de nú-
cleo único como referência, CPU multi-core com OpenMP e GPU multi-core com CUDA
para melhorias de desempenho), é mostrado que a abordagem fracamente compressível
acelerada com OpenMP atinge uma aceleração de 2.02 vezes e a abordagem totalmente in-
compressível de 1.82 vezes. A abordagem fracamente compressível habilitada para CUDA
alcança uma aceleração de 3.15 vezes, enquanto a abordagem totalmente incompressível
de 2.23 vezes.

Palavras-chaves: MPS. Melhorias numéricas. Turbulência. Multifase. CUDA. OpenMP.
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1 INTRODUCTION

Some of the most common problems in naval hydrodynamics involve the study of fluid
flow. For this, it is necessary to deal with large deformations near the surface such as those
presented in a good portion of computational mechanics problems (CLEARY; PRAKASH;

HA, 2006).
Conventional methods, as the Finite Element Methods (FEM), Finite Difference Meth-

ods (FDM) and other mesh-based methods, are considered well consolidated and accurate.
However, they are relatively inefficient when dealing with certain problems where it is re-
quired the simulation of large deformations. The best approach considered to deal with
large deformations and the moving discontinuities caused by them is to constantly re-
generate the mesh in order to keep its discontinuities coincident through the simulation
(BELYTSCHKO et al., 1996a).

Clearly, this constant remeshing makes the process quite expensive in terms of compu-
tation, sometimes even causing accuracy degradation (JOHNSON; TEZDUYAR, 1999). As
an attempt to reduce those issues, hybrid methods that also use discrete elements, called
particles, were proposed. One example is the Particle Finite Elements Method (PFEM)
(OÑATE et al., 2004); another promising alternative, which has presented great potential
over the years, are the entirely meshfree methods. They enable, mainly, that free-surface
flow can be discretized and solved the Navier-Stokes equations without the need of a grid
of any kind, such as in the work of Frey and Alauzet (FREY; ALAUZET, 2005), achieving
flexibility in situations where the classic methods are too complex. Each particle carries a
set of physics quantities and constitutive properties, such as mass, velocity and position,
and they are responsible for characterizing the system state and its evolution through
time. An interesting advantage of the meshless methods with Lagrangian characteristics,
is that it allows an easy tracking of each particle’s quantities in any step of the simulation.

Some of the techniques fully free of meshes are the Moving Particle Semi-implicit
method (MPS) and the well-known Smoothed Particle Hydrodynamics (SPH). The SPH
was designed in the 1970s by Lucy (LUCY, 1977) and Gingold and Monaghan (GIN-

GOLD; MONAGHAN, 1977) and intended to astrophysics applications. The first method
mentioned, the MPS, was introduced in 1996 with the work of Koshizuka and Oka
(KOSHIZUKA; OKA, 1996) and it was idealized to simulate the flows of incompressible
fluids, which refers to a fluid that its material density is constant within a fluid parcel.
In many scenarios the changes in temperature and pressure are so small that the density
fluctuation is negligible; in such cases the flow may be modeled as incompressible. Its main
difference from the original SPH method, which is considered a notable advantage for the
MPS method, is that the calculations adopt a semi-implicit predictor-corrector model
(which later has been similarly used in some incompressible SPH methods (XU; STANSBY;
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LAURENCE, 2009)). However, the SPH has been preferred in Computer Graphics (CG)
and Virtual Reality (VR) applications due the high computational load occasioned by the
precise MPS calculations, including solving the Poisson Pressure Equation (PPE).

The MPS method was chosen in this work to be in-depth studied, implemented and
accelerated due to its appealing intrinsic incompressibility since this type of fluid flow
presents environmental importance (SHAO; LO, 2003) and appears in many industrial
applications (KOSHIZUKA; TAMAKO; OKA, 1995). Recent papers by Gotoh and Khayyer
(GOTOH; KHAYYER, 2018) (GOTOH; KHAYYER, 2016) perform surveys on the particle
methods for fluid simulation. In (GOTOH; KHAYYER, 2016) the authors highlight the cur-
rent achievements and future perspectives for projection-based particle methods, that
is, methods that require solving a PPE such as the MPS method and the incompress-
ible SPH method. In this work the authors present a set of papers regarding the ap-
plicability of the MPS method in ocean engineering, including wave breaking (GOTOH;

SAKAI, 1999) (KHAYYER, 2008), wave overtopping (GOTOH et al., 2005), wave impact
(KHAYYER; GOTOH, 2009) (LEE et al., 2011), green water on ships (SHIBATA; KOSHIZUKA,
2007), sediment transport (GOTOH; SAKAI, 2006), landslide-generated waves (FU; JIN,
2015) and fluid–structure interactions (SHIBATA et al., 2012) (HWANG et al., 2014). In (GO-

TOH; KHAYYER, 2018), the authors expose the latest advancements related to particle
methods applied to coastal and ocean engineering. Weakly compressible (or fully explicit)
methods are also considered for the review. One example is shown in (TAYEBI; JIN, 2015)
in which the Moving Particle Explicit (MPE) method is proposed by solving an appro-
priate equation of state in a fully explicit form to obtain the particles pressure. Other
recent applications of the MPS method brought up by the referred review are related to
oil spilling (DUAN et al., 2017) and the swash beach process (HARADA et al., 2017).

It is possible to say that the present study has a correlation with the regional and
national context, where many people suffer from water-related disasters and accidents, due
to for instance, the breaking of dams or the heavy rains, mainly during the winter period,
when they are more intense and appear with a higher frequency. Also, another concern in
this study is to help understand major fluid-related disasters such as oil spilling in oceans
by precisely simulating it. Considering this, the tests used in this work are the classic Dam
Break, the Oil Spill, the Water Drop and the Rayleigh-Taylor instability, where the last
two are more focused in assessing the method’s precision. Further studies that analyse
the consequences of such disasters can greatly benefit from the system developed in this
research.

The main issues of meshfree methods, in general, are in the modeling of solid boundary
interaction, fluid flow and, in the specific case of the MPS method, spurious pressure os-
cillation of the particles (KHAYYER; GOTOH, 2009). Therefore, several solutions have been
proposed in the literature, such as local particle refinement and corrected formulations
(KHAYYER; GOTOH, 2008; KHAYYER; GOTOH, 2010; KHAYYER; GOTOH, 2011; KHAYYER;
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GOTOH, 2012).
Many improvements and adaptations of the original method of both SPH and MPS

techniques have been proposed in order to adequate them to the simulation of various
kinds of physical phenomena or, more commonly, to get better stability and accurate
calculations. In the methodology chapter of this dissertation, the improvements used in
this work are addressed. A set of modifications to the MPS and the SPH method can be
seen in the works of (SILVA et al., 2015) and (ALMEIDA et al., 2016).

1.1 OBJECTIVES

A significant disadvantage of fluid simulation models that value numerical precision is time
spent in the application execution, more specifically in the simulation generation (ZHU et

al., 2011). The challenge of dealing with this problem has been diminished through the
use of computational platforms that make possible to benefit from the various processing
cores of a CPU and a Graphics Processing Unit (GPU). Some works provide various kinds
of performance speedups but always focusing on the standard MPS method (HORI et al.,
2011; ZHU et al., 2011; TANIGUCHI; SATO; CHENG, 2014).

In this work, a significant literature review is made, MPS applications are visited, and
the method proposed by Gotoh (GOTOH, 2013) (CMPS-HS-HL-ECS) is implemented.
The multi-viscosity and multi-density method proposed by (SHAKIBAEINIA; JIN, 2012),
MPARS (SHAKIBAEINIA, 2012), is incorporated so that both methods benefit from each
other models and enhancements almost entirely. The system is extended to 3D, including
its accelerations structures and models, such as the neighbors search strategy structure,
and the turbulence, multi-density and viscoplastic models. Initially the whole implemen-
tation is done sequentially to run in CPU and subsequently the multiple cores in the
CPU are explored developing a parallelized version through OpenMP (DAGUM; MENON,
1998). Later, using CUDA (NVIDIA, 2007), the same code is implemented to run in GPU,
exploiting its parallelism and aiming at near iterative rates for at least relatively low
particle number cases (order of 103 particles). Lastly, the simulation is rendered using
a screen space approach for illustration purposes. This points in a direction where not
only truly incompressible about also quite accurate fluid simulation methods can be used
in VR and CG applications, allowing even more realism, now focusing not only on the
rendering quality but also on the physics.

Despite the high level of applicability of the MPS method as shown in the beginning of
this chapter, only a few solutions or softwares were found that implemented the method,
such as (Fuji Technical Research Inc., 2013; Prometech Software, 2014; SHAKIBAEINIA, 2012),
in which (Fuji Technical Research Inc., 2013; Prometech Software, 2014) are paid. Differently
from them, the system developed in this research allows combining significant numerical
improvements with diverse fluid behaviors, such as multiphase and viscoplastic simula-
tions and distinct code optimization/acceleration in different levels, such as multithreaded
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CPU and multithreaded GPU execution, all of this in two or three dimensional scenarios.
This wide variety of combinations is in one system with a user-friendly interface that al-
lows potential users, such as environmental engineers, animators, designers, etc, to easily
explore it. Dam break scenarios, flood simulations, oil spilling disasters and others can
be simulated with decent precision due to the numerical improvements and in smaller
amount of time, thanks to the source code parallelization. These features help to achieve
procedure or system requirements in which precision and or time are critical factors.

Objectively, this research aims at enhancing the numerical precision of the MPS, as
well as expanding the universe of simulation possibilities of different types of fluids and
enable its practical utilization though CPU and GPU optimization and parallelization.
More importantly, the system should present an adequate level of abstraction to make its
usage possible by people that do not necessarily have programming knowledge. This is
achieved by the development of a graphical user interface (GUI) that gives the user almost
full control to the tool, since the desired test must be previously generated. Finally, the
possibilities provided by the resulting system are many, and, considering that the code
is written in a way that modification and addition to new models are easily coupled, the
system potential is promising. The resulting system can already facilitate the solution
of engineering problems regarding natural and environmental disasters in coastal and
flooded (or floodable) areas, also, it can be used in CG, and, for some cases, even real-
time applications.

1.2 CONTRIBUTIONS

A substantial survey in the literature is fulfilled related to the MPS method with the
purpose of understand and expose the strong and weak points of the MPS technique, what
the community has been proposing in relation to this technique and for which purposes
this method can be applied. Mathematical formulations and theoretical explanations of
MPS variations are also presented.

Based on the work of Gotoh (GOTOH, 2013), a stable free-surface fully incompressible
fluid simulation method was implemented to run in CPU and, subsequently, an unprece-
dented parallelized version of this method was developed to run in CPU, through the use
of OpenMP, and in GPU, through the use of the CUDA. Then, the method was extended
to three-dimensions in both versions, so the user can choose whether the whole scene can
be fully simulated in 2D or 3D.

In order to achieve a system which satisfies the needs of different potential users, the
advances proposed in the work of Shakibaeinia and Jin (SHAKIBAEINIA; JIN, 2012) were
incorporated. In this study a weakly compressible approach was adopted in the MPS
method to gain computational efficiency in exchange for some numerical precision in the
pressure calculation. A lean multiphase scheme with multi-viscosity and multi-density
models was proposed together with a SPS-LES turbulence model (GOTOH; SHIBAHARA;
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SAKAI, 2001; SHAO; GOTOH, 2005) for 2D simulations. As for the neighboring search
algorithm, which is generally done in brute force, the authors present a cell grid alternative
to diminish the search time, also only for 2D scenarios. Based on this work, the whole
implementation was extended to 3D, including the neighborhood cell grid scheme. CPU
and GPU parallelizations were also employed.

This master research benefits from works like (KHAYYER; GOTOH, 2012) (GOTOH,
2013) (SHAKIBAEINIA; JIN, 2010) (SHAKIBAEINIA; JIN, 2012) (HORI et al., 2011) (ZHU et

al., 2011) (FERNANDES, 2013) to come up with an optimized (through parallelization)
fluid simulation system where users possess control of its parameters and options with
the need to have very little or any programming knowledge. The possible options include:

1. Different fluid behaviors such as two levels of compressibility, different levels of
viscosity (setting the fluid kinematic viscosity), turbulent flows and multiphase in-
teraction;

2. Switch on improvements such as better momentum conservation, more precise dis-
cretization of differential operators and less spurious pressure oscillations;

3. Choosing between different parallelized implementations such as CPU code using
OpenMP, GPU code using CUDA or even CPU code running completely sequen-
tially;

4. A few pre-constructed 2D and 3D case scenarios specifically built to test each one
of the mentioned features;

5. A user-friendly interface in which all the features above are integrated and can be
easily configured.

The above mentioned models and improvements are integrated in one single Microsoft
Visual Studio solution.

1.2.1 Publications

The current master research produced six papers and a book chapter:

• (SILVA et al., 2018): a full paper accepted to be published to a journal of Qualis B3
about the acceleration of the improved MPS method and a large review on works
in the field along with different methods and adaptations of the method;

• (SILVA et al., 2017): a full paper published in a conference of Qualis B2 propos-
ing a numerically enhanced and GPU-accelerated through CUDA MPS method by
extending the work of (GOTOH, 2013);
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• (SILVA et al., 2015): a full paper published in a conference evaluating qualitatively
and numerically the SPH method in various test cases common in the literature;

• (ALMEIDA et al., 2016): a book chapter about meshless methods used in computer
fluid dynamics written and published in the book "Applied Topics in Marine Hydro-
dynamics" (ASSI et al., 2016b) which was developed in partnership with Universidade
de São Paulo (USP);

• (BRITO et al., 2018): a full paper submitted to a journal of Qualis A2 proposing a
rendering solution based on ray tracer for large scale fluid simulation;

• (BRITO et al., 2017): a full paper proposing a multiphase SPH formulation by extend-
ing the work of Vieira-e-Silva et al. (SILVA et al., 2015) and also proposing a shader
based render solution for this kind of simulation to be published in a conference of
Qualis B2;

• (BRITO et al., 2017): a full paper about the acceleration of viscoelastic SPH using
graphics processing unit using CUDA being able to simulate a large number of
particles, up to 1 million, published in a conference of Qualis B2.

To have an even better experience while reading this dissertation, a possible reading
order of some of those works is to start by the book chapter (ALMEIDA et al., 2016) to
obtain an improved notion of the big picture of meshless methods for fluid simulation.
Afterwards, (SILVA et al., 2015) can show how changing some of the formulations of a
meshless method can enhance the precision results and, finally, (SILVA et al., 2017; SILVA

et al., 2018) will deepen the discussion on the MPS method with topics such as possible
applications, corrected differential operators to improve precision and ways to accelerate
the simulation execution time.

1.3 OVERVIEW OF THIS DISSERTATION

In the second chapter of this dissertation there is a background context on the area
presenting the state of the art and related works. Next, there is a chapter explaining
the technique and presenting a set of variations, improvements and applications of it,
in which most of them have been implemented in this work. Then, a chapter regarding
acceleration structures/strategies and ways of visualizing graphically the generated sim-
ulations are presented. Afterwards, the main results are showcased, presenting each test
case scenario utilized and its variations, and the purpose of each. Also in the test cases
chapter, a discussion is performed through a comparison with results found in the litera-
ture. Subsequently, functions time consumption (absolute and relative durations) of CPU
and GPU versions, memory usage, as well as the speedups provided by the parallelized
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CPU and GPU versions and the rate of generated frames are presented. Lastly, the final
remarks are discussed as well as lessons learned and future works suggestions.
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2 STATE OF THE ART

Through the years, disasters involving natural phenomena have triggered several re-
searches in many different areas on how to avoid them. Fluid simulation focusing on
liquids is one of these areas. To simulate liquids correctly, the fluid flow should be incom-
pressible or weakly compressible, which guarantees that the fluid density oscillations are
kept to a minimum. One of the reasons of simulating liquids in general has been on how to
solve these kinds of problems. The MPS method has also been providing great assistance
in that field, since it was intentionally created for simulating incompressible flows. The
work of Chen et al. is a great reference of this area (CHEN et al., 2013). (ALMEIDA et al.,
2016) is an interesting introduction on the subject since it provides a thorough explana-
tion on the MPS as well as possible variations of the method and some implementation
details.

2.1 MPS AND ITS VARIATIONS

The MPS method and variations of it has already been used for various purposes and in
various fields, such as nuclear engineering phenomena applied to molten core solidification
behavior in nuclear power plant accidents and others (KAWAHARA; OKA, 2012; SUN et

al., 2012; SHIBATA; KOSHIZUKA; OKA, 2004). Another example is chemical engineering
phenomena applied to eutectic reactions, as well as multiphase fluid simulation (CHEN et

al., 2011; MUSTARI et al., 2015).
As already has been stated, the MPS method was introduced focusing on the model-

ing of the behavior of incompressible fluids (KOSHIZUKA; OKA, 1996). Other subsequent
works apply the method to certain areas of research, such as coastal and mechanical engi-
neering, among others. In 1998, Koshizuka et al. (KOSHIZUKA; NOBE; OKA, 1998) applied
the method to wave breaking in a beach. The authors, in this same work presented an
optimization in the neighborhood calculation (from 𝑂(𝑛2) to 𝑂(𝑛1.5)). The previous way
(naive) provoked a higher computational load, since the algorithm required that each par-
ticle position had to be checked with all the others in the system in order to know which
ones were its neighbors. Unfortunately, similarly to the other meshfree methods, the MPS
technique suffers from instability problems. Some of these issues are related to numerical
errors at the boundaries, i.e., at free-surfaces or when interacting with solid boundaries.
There are works that describe why those instability problems arise from the MPS method
(KONDO et al., 2008) (LEE et al., 2011).

In attempts to overcome these issues, some authors changed the method in order
to improve it; one of the biggest issues with the MPS method is the spurious pressure
oscillation. Various works already tried successfully to diminish this. In the work of Kondo
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et al. (KONDO et al., 2008) an artificial pressure is adopted to stop gradual density change
(one of the conditions to express incompressibility). The stabilization process consists in
eliminate negative pressure after solving the PPE, setting the negative pressures to zero.
This problem is due to the particle number densities near the surface being small, which
causes the particles’ pressure to be negative, thus causing instability in the system. With
the scheme proposed, the authors claimed to obtain smoother pressure variations using a
dam break test case for the analysis.

Ataie-Ashtiani and Farhadi (ATAIE-ASHTIANI; FARHADI, 2006) used a meshless numer-
ical approach to solve Euler’s equation, which is the governing equation of the irrotational
flow of ideal fluids. Since the time integration of the equations of inviscid flow (mass and
momentum conservation) presents difficulties when dealing with incompressible, or nearly
incompressible fluids, a fractional step method, which consists of splitting each time step
in two, was proposed in order to facilitate solving the inviscid flow equations. Regarding
the MPS method stability, various kernel functions were considered and applied to the
method, and, as a result of this study, the most suitable kernel function was employed so
that the method could increase its stability. The authors concluded that the developed
method is quite useful for solving problems with irregular free-surface in hydraulic and
coastal engineering when an accurate prediction of free water surface is required.

Lee et al. (LEE et al., 2011) stated that the MPS method, when it was initially pro-
posed, had several defects including non-optimal source term of the PPE, gradient and
collision models, and search of free-surface particles, which led to less-accurate fluid mo-
tions. In that sense, the authors proposed step-by-step improvements in the processes
referred above, originating what they called the PNU-MPS method. After analyzing the
improvements using the dam break problem and the problem of liquid sloshing inside a
rectangular tank, the authors concluded that the numerical results for violent free-surface
motions and impact pressures are in good agreement with their respective experimental
data.

Duan and Chen (DUAN; CHEN, 2013) discussed the effects of setting up time step and
space step on the stability and accuracy of the viscosity term in the MPS method, which
is noted to be a very important property of fluids but not quite easy to simulate. In
that work, using the MPS method, two conditions for the setup of time step and initial
particle distance in a viscous shear flow simulation method are prescribed to be used
specially for simulation flows where viscous forces are dominant. The authors concluded
that the stability condition of the viscous term can provide a stable simulation. As for
the accuracy condition of the viscous term, it is capable of producing the most accurate
simulation for steady laminar flow, and can also provide a realistic and accurate simulation
of the molecular viscosity term for unsteady turbulent flow at the expense of a high
computational cost though.

A set of papers by Khayyer and Gotoh presents valuable insights and improvements
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to this problem. Most of them proposed corrected differential operator models (Laplacian
and gradient). In one of their first attempts they proposed a Corrected MPS (CMPS)
method (KHAYYER; GOTOH, 2008) for the accurate tracking of water surface in breaking
waves. Modifications and corrections in gradient operator model used in the standard MPS
method are made with the goal to achieve momentum conservation in the calculations of
viscous incompressible free-surface flow.

Then, in 2009, Khayyer and Gotoh (KHAYYER; GOTOH, 2009) proposed new mod-
ifications to the MPS method in order to diminish spurious pressure fluctuations. The
authors introduced a new formulation of the source term of the PPE, which was referred
to a Higher order Source term (HS), thus creating the CMPS-HS method after combin-
ing this modification with their previous work. Another modification was allowing slight
compressibility to the method, that being, adding part of an equation of state to the right
hand side of the PPE. The compressible term in the equation would have a stabilizing
effect on the particle’s pressure calculation. It was shown that the proposed methods are
applicable for an approximate estimation of wave impact pressure on a coastal structure.

In 2010, Khayyer and Gotoh (KHAYYER; GOTOH, 2010) focused on the Laplacian
model used in the MPS method. They noticed that to further refine and stabilize the
pressure calculation, a Higher order Laplacian model (HL) for discretization of the Lapla-
cian operator should be derived. This model was applied in both Laplacian of pressure
and the one corresponding to the viscous forces. By merging this new model with previ-
ous modifications proposed by the same authors, the CMPS-HS-HL was originated. The
authors remarked that, although the improvements enhanced pressure calculations, the
numerical results still presented some unphysical numerical oscillation during tests.

After that, in 2011, following the conclusion in their previous work, Khayyer and Go-
toh (KHAYYER; GOTOH, 2011) presented two new modifications in order to resolve the
shortcomings that were present in the method proposed in their previous work. The first
improvement deals with unphysical numerical oscillation caused by the source term in the
PPE, so, extra terms were added to it, which are referred by the authors as Error Com-
pensating parts in the Source term of the PPE (ECS) and, by combining with previous
works, the CMPS-HS-HL-ECS was conceived. The second change is meant to deal with
situations with tensile instability (MONAGHAN, 2000). It consists of a corrective matrix
inserted in the pressure gradient calculations to achieve a more accurate approximation
of the differential operator in question.

Some of these variations are going to be detailed, exposing its calculations and nomen-
clatures, further in the section about the MPS technique (chapter 3), especially the ones
that were incorporated in the system proposed in this dissertation.
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2.2 RELATED WORKS

Since the MPS is fully meshless, the particles are not connected explicitly by any edge,
therefore, it is possible to optimize some computational aspects of the simulation, such as
by parallelization, by cluster technology or General Purpose GPU (GPGPU) techniques
(SILVA et al., 2018).

Tsukamoto (TSUKAMOTO; NISHIMOTO; ASANUMA, 2005) used shared memory paral-
lelization as a way to accelerate the MPS method. His goal was to simulate floating bodies
in highly nonlinear waves and he achieved significant performance gains compared with
the sequential version of the simulation.

Ikari and Gotoh (IKARI; GOTOH, 2008) compared two problem decomposition meth-
ods, one based on particles decomposition and the other on a domain decomposition.
They verified that domain decomposition, in most cases, presents a smaller runtime to
finish the calculations.

Gotoh et al.(GOTOH et al., 2009) developed a MPS version to be executed in parallel,
combining domain decomposition techniques with dynamic boundaries, periodically re-
calculating based on the center of mass of each sub-domain to enhance load balancing in
the processors and also a process of preconditioner matrix restructuring for accomplish-
ing the forward/backward process of the Conjugate Gradient in parallel. The authors
concluded that the proposed method successfully simulated the studied models, but the
parallelized model still needed further refinement, that being in precision and computa-
tional efficiency. This could be achieved through the development of more accurate and
consistent numerical models of differential operators, such as time integration.

Iribe et al. (IRIBE; FUJISAWA; KOSHIZUKA, 2010) presented simulation results of the
parallelized MPS for a PC cluster. The authors identified that the bottleneck of the it-
erative solver parallelization in shared memory is cost of the communicating between
sub-domains. To minimize this communication, a sophisticated particle renumbering pro-
cess based in packages and in a communication list was used. With these techniques, they
were able to accelerate the communication process. A 237-hour simulation of a tsunami,
pictured in Figure 1, with six million particles was generated. The authors concluded that
the reordering process proposed can be used to elaborate an efficient scheme of unidimen-
sional decomposition process.

Shakibaeinia and his colleagues produced a set of papers presenting an alternative form
of the MPS method, where simpler and effective formulations and fluid behaviors/flows
models are incorporated to the method in order to benefit from its numerically preciser
formulations without the main efficiency drawback, which is the solution of the Poisson
pressure equation.

Shakibaeinia and Jin (SHAKIBAEINIA; JIN, 2010) developed a method based on the
MPS interaction model in which a weakly compressible (WC) model replaces the fully in-
compressible (FI) one. This was motivated by the fact that the Poisson Pressure Equation
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Figure 1 – Tsunami simulation (IRIBE; FUJISAWA; KOSHIZUKA, 2010)

solution is one of the most time-consuming steps of the MPS algorithm. After combining
different kernel functions to the method, different numerical precision and computational
efficiency are achieved, therefore, an investigation is performed in that sense. The authors
claim that the proposed model is able to simulate open-boundary free surface flow in cases
even where large deformations and fragmentation are present. There is a clear interest in
this work to decrease the computational time of the method, which is an acknowledged
issue of it. As it will be shown in this section, there are works that also try to accelerate
it by other means.

Shakibaeinia and Jin (SHAKIBAEINIA; JIN, 2012) extended their previous work (SHAK-

IBAEINIA; JIN, 2010) by proposing a straightforward model of a immiscible multiphase
system where, through the WC-MPS, a single set of equations is solved for all the phases.
They also employ and investigate different methods for the viscosity model. In order to
address turbulence issues in wave dynamics the Large Eddy simulation (LES) concept is
employed to formulate a sub-particle scale (SPS) turbulence model. The main test case
used for testing the proposed multiphase system was the Poiseuille flow, which showed that
the harmonic mean of fluid viscosities for interaction of particles with different property
values gives a velocity profile compatible with the analytical solution. Additionally, other
tests showed that the model can successfully predict the basic hydrodynamics instabilities
and their related features in the high and low density rations.

Hori et al. (HORI et al., 2011) developed a GPU-accelerated version of a MPS code
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using NVIDIA’s CUDA. The authors focused on the search of neighboring particles and
the iterative solution of the linear system generated by the PPE, which generates a large
computational load. The optimization of the search for neighboring particles is achieved
through a cell grid, in which each particle is stored in a specific cell according to the
particle’s position. In order to compare accuracy and performance between the CPU and
GPU-based codes, 2-dimensional calculations of an elliptical drop evolution and a dam
break flow have been carried out. Finally, the reported speedup achieved in that work is
about 3 to 7 times.

Zhu et al. (ZHU et al., 2011) developed a GPU-based MPS model using CUDA. To find
the neighbors for a specific particle 𝑖 a similar approach to Hori et al. (HORI et al., 2011)
was used, where background grids are employed in order to reduce significantly memory
access, taking only 𝑂(𝑘𝑁𝑃 ) times. The authors built four different test cases to evaluate
the GPU program optimization, all based on the dam break scenario. To solve the PPE,
the Bi-Conjugate Gradient method (BiCG) is used and it is shown that the percentage
of time used for solving the pressure equation decreases from 66% to 40% as the total
number of particles raises. The authors concluded through a numerical analysis that the
models based on CPU and GPU have the same precision and, through a performance
comparison, a speedup range from 9 to 26 times can be obtained with the MPS-GPU in
contrast to the MPS-CPU, depending on total particle number.

In Fernandes’s PhD thesis (FERNANDES, 2013), he developed a computational frame-
work of hybrid parallelization of the MPS method. An altered version of the pressure
formulation was used, where the stability is higher at the cost of introducing a small com-
pressibility to the method, something unacceptable in systems with rigorous incompress-
ibility or numerical precision/accuracy requirements. The author concluded that his work
contributed to the MPS method consolidation as a practical tool to investigate complex
engineering problems, since the method has its applicability extended to scenarios with
millions of particles, and could be used, for instance, in the influence of ship movements
in waves, phenomena involving fragmentation and dealing with large deformations.

In (TANIGUCHI; SATO; CHENG, 2014), the authors focus on reducing the MPS method
runtime by replacing the PPE with an equation of state, as done by (SHAKIBAEINIA; JIN,
2010), which is normally the method’s performance bottleneck, and then accelerate it by
exploring its parallelization potential through a multi-core CPU, single-node GPU and a
multi-node GPU cluster environment. To completely take advantage from the available
hardware, two levels of parallelism were implemented: the first one required a simulation
domain subdivision among cluster nodes using Message Passing Interface (MPI) for the
communications between those sub-domains, and the second, required a in-depth study
of the sequential code in order to better port it into a 3D parallel code utilizing the GPU
devices. For a 3D dam break scenario with 700, 000 particles the OpenMP solution could
reach 5.3 times speedup, while the single-node GPU could reach 14.5 times speedup com-
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pared to a single-threaded CPU execution. As for the multi-node GPU with 9 processes, it
is able to perform approximately 5.5 times faster than the single-node GPU. The authors
claim that the proposed algorithm allows large weakly compressible MPS simulations in
distributed memory systems with reduced communication overhead. Also, the lack of a
PPE to solve enables higher speedup rates since it is a costly process even parallelized.

Differently from the works here presented, this masters research does not only focus
on parallelizing using GPU the standard MPS method but also all the improvements
(CMPS-HS-HL-ECS) and models (weak compressibility, turbulence, multiphase and vis-
coplasticity) that were attached to it as well as benefiting from the CPU multiple cores.
This large combination of features cannot be found anywhere in the literature. In addi-
tion, the two versions of parallelization are able to achieve relevant speedups (OpenMP
and CUDA) of the extensive variations of the MPS method here developed. Exemplifying,
one set up of features can ensure a stabler and more accurate method, while another may
aim entirely in a higher performance. Equally important, in the fully incompressible set
up the characteristics of the PPE are not changed, therefore, maintaining this property
completely, if desired.
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3 THE MOVING PARTICLE SEMI-IMPLICIT METHOD

The MPS method is detailed in this chapter by showing its governing equations, discretized
differential operations, as well as a set of variations, approaches and improvements to the
basic MPS and a few illustrations of the MPS algorithm and calculations.

3.1 STANDARD METHOD & GOVERNING EQUATIONS

As described in Koshizuka and Oka (KOSHIZUKA; OKA, 1996), this method models the
fluid as an assembly of interacting particles, in which their motion is determined through
the interaction with neighboring particles and according to the governing equations of fluid
motion. To describe the motion of a viscous fluid flow, there is the continuity equation
and Navier-Stokes equation as follows in Equation 3.1 and Equation 3.2, respectively.

1
𝜌

𝐷𝜌

𝐷𝑡
+ ∇ · u = 0 (3.1)

𝜕u
𝜕𝑡

= −1
𝜌

∇𝑝 + 𝜈∇2u + 1
𝜌

∇ · 𝜏⃗ + 𝐹𝑒𝑥𝑡 (3.2)

where u is the fluid velocity vector, 𝑡 is the time, 𝜌 is the fluid density, 𝑝 is the pressure, 𝜈 is
the laminar kinematic viscosity, 𝜏 is the sub-particle scale (SPS) or turbulence contributed
by unresolved small motions (detailed in subsection 3.2.3) and 𝐹𝑒𝑥𝑡 represent external
forces like gravity. To adapt these equations so that a fluid can be represented by discrete
elements, some of these physical quantities become particles attributes; so u becomes the
velocity vector of a particle, 𝜌 now stands for the density of the particle and 𝑝, the pressure
of a particle. The left hand side of the continuity equation (Equation 3.1) is represented,
in the case of incompressible flow, by a simple volume continuity equation, as presented
in Equation 3.3 (GOTOH, 2013):

∇ · u = 0 (3.3)

A particle interacts with its neighbors through a kernel function 𝑤(𝑟), 𝑟 being the distance
between two particles. The most common form of kernel function employed in MPS, and
used for the implementation in this work, is in Equation 3.4:

𝑤 (|r𝑗 − r𝑖|) =

⎧⎪⎨⎪⎩
𝑟𝑒

|r𝑗−r𝑖| − 1 , 0 ≤ 𝑟 < 𝑟𝑒

0, 𝑟𝑒 ≤ 𝑟
(3.4)

where 𝑟𝑒 is the radius of the interaction area and r𝑖 and r𝑗 are the positions of particles
𝑖 and 𝑗, respectively. Clearly, a larger kernel size implies in an interaction with more
particles, as seen in Figure 2.
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Figure 2 – Influence radius of a particle in a two-dimensional problem

There are also other types of kernel functions and a detailed analysis on the subject
can be seen in the work of Ataie-Ashtiani (ATAIE-ASHTIANI; FARHADI, 2006).

To find all the neighboring particles 𝑗 of each particle 𝑖 the all-pair search algorithm is
used. In this algorithm, the distance between each particle of the simulation is checked to
see whether they are in the target’s radius of influence and thus determine its neighbors.

The particle number density 𝑛𝑖 at the particle’s position r𝑖, which is proportional to
the neighbors number of 𝑖, is defined in Equation 3.5.

𝑛𝑖 =
∑︁
𝑗 ̸=𝑖

𝑤 (|r𝑗 − r𝑖| ) (3.5)

The continuity equation is satisfied if the particle number density remains constant,
and this constant value is denoted by 𝑛0. As stated before, in the original MPS method
the derivative of a kernel is not calculated, instead, the gradient or Laplacian are obtained
by local weighted averaging of these operators calculated between a pair of particle 𝑖 and
a neighbor, particle 𝑗.

The gradient model formulation used in MPS of a physical quantity 𝜙 is shown in
Equation 3.6.

∇𝜙𝑖 = 𝐷𝑆

𝑛0

∑︁
𝑗 ̸=𝑖

(︁
𝜙𝑗 − 𝜙𝑖

)︁
|r𝑗 − r𝑖| 2 (r𝑗 − r𝑖) 𝑤 (|r𝑗 − r𝑖| ) (3.6)
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In Equation 3.6 and Equation 3.7, 𝐷𝑆 is the number of space dimensions in the simulation.
This model is ultimately applied to the pressure gradient term. The Laplacian of 𝜙, applied
to the pressure and in the viscous stress calculation in this method, is discretized as shown
in Equation 3.7.

∇2𝜙𝑖 = 2𝐷𝑆

𝑛0𝜆

∑︁
𝑗 ̸=𝑖

(︁
𝜙𝑗 − 𝜙𝑖

)︁
𝑤 (|r𝑗 − r𝑖| ) (3.7)

where 𝜆 is the weighted average of the squared distance between particles 𝑖 and 𝑗 (or 𝑟2
𝑖𝑗),

as can be seen in (KOSHIZUKA; OKA, 1996).
The satisfaction of the continuity equation is indispensable to model incompressibility,

so, the fluid density must remain constant. When the particle number density 𝑛* calculated
in an intermediate step is not equal to 𝑛0, it is implicitly adjusted to 𝑛0.

Differently from many SPH-based calculations where the equations are solved explic-
itly, the pressure in MPS is implicitly calculated by solving a PPE. The other terms are
approximated explicitly, thus giving the name of the method. To solve the PPE it is
necessary a two step prediction-correction process. In the first step there is the explicit
integration in time, while, in the second step, the implicit computation of a divergence-
free velocity field occurs. The calculation of the intermediate velocity field u* is derived
from the implicit pressure gradient term as:

u*
𝑖 = u𝑘

𝑖 + Δ𝑡

𝜌*
𝑖

∇𝑝𝑘+1
𝑖 (3.8)

where 𝑘 indicates the current time step in the simulation, 𝜌*
𝑖 is the density calculated

at time step 𝑘 of the particle 𝑖 and 𝑝𝑖 indicates the particle pressure. The velocity and
particle densities in Equation 3.8 satisfy the mass conservation law as in Equation 3.9.

1
𝜌

𝐷𝜌

𝐷𝑡
+ ∇ ·

(︁
u𝑘+1

𝑖 − u*
𝑖

)︁
= 0 (3.9)

By representing the derivative of the 𝜌 as 𝜌0−𝜌*
𝑘

Δ𝑡
and substituting 𝜌 for 𝑛, it is possible to

deduce the PPE (KOSHIZUKA; OKA, 1996):

∇2𝑝𝑘+1
𝑖 = − 𝜌

Δ𝑡2
𝑛*

𝑖 − 𝑛0

𝑛0
(3.10)

The Incomplete Cholesky Conjugate Gradient (ICCG) method is usually employed to
solve the linear system (KOSHIZUKA; OKA, 1996; KHAYYER; GOTOH, 2009). By solving
the PPE, the velocity in time step 𝑘+1 (u𝑘+1) can be calculated, and, at last, the particle
positions, denoted by 𝑟 in Equation 3.11, are updated through a simple first-order Euler
integration.

r𝑘+1
𝑖 = r𝑘

𝑖 + u𝑘+1
𝑖 Δ𝑡 (3.11)
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Figure 3 – Dummy boundary scheme

The solid boundaries in standard MPS, as walls and fixed obstacles, are represented by
fixed particles with no velocity. Some of these particles, however, are considered to solve
the PPE. To tell which will be used for the pressure calculations, it is important to explain
that there are two layers of wall particles. One of these layers will be referred to inner wall
particles (those that, initially, come into direct contact with the fluid particles) and the
other as dummy particles (which complement the solid boundary). Usually, just some lines
(often two) of dummy particles are used (KOSHIZUKA; NOBE; OKA, 1998). A model can be
seen in Figure 3. The PPE is solved by taking into account the inner wall particles only
to repel the fluid from the solid boundaries, while the dummy particles were introduced
so that the particle number density at the inner wall particles is not small and that they
are not recognized as free-surface.

To identify a free-surface particle, the particle number density of the 𝑖th particle just
needs to satisfy the condition presented in Equation 3.12 since on the free-surface the
particle number density drops abruptly.

𝑛𝑖 < 𝛽𝑛0 (3.12)

The bigger 𝛽 is, the bigger will be the number of particles recognized as free-surface.
Koshizuka and Oka (KOSHIZUKA; OKA, 1996) recommends that it should be set to 0.97.
An overview of the MPS algorithm can be seen in Figure 4.
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Figure 4 – Algorithm of MPS method
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3.2 FLUID BEHAVIORS & FLUID FLOWS

This section presents a set of models of fluid behaviors and fluid flows that were covered
in this work. Those models try to improve or even make possible the simulation of fluids
in certain situations.

3.2.1 Compressibility

Generally, two approaches can be used when simulating liquids to obtain the pressure of
the particles: a weakly compressible (WC) one and a fully incompressible (FI) one, where
each one of them has its advantages. In this work both approaches are implemented since
the goal is to produce a system that provides a wide variety of features so the users decide
the one that best meets their needs.

3.2.1.1 State equation

The WC model prioritizes performance since it can be coded relatively quick and inte-
grated to the MPS method in order to severely diminish computational load in exchange
of some numerical precision (TAYEBI; JIN, 2015; TANIGUCHI; SATO; CHENG, 2014). In the
work of (SHAKIBAEINIA; JIN, 2010), the traditional incompressible model is replaced by
a weakly compressible one on the grounds that assembling and solving the PPE in each
step takes a considerable amount of computation time: About two thirds of the compu-
tational time in each step for a case where the number of particles in the simulation is
in the order of 103. In the mentioned work, the PPE is replaced by an explicit relation,
more specifically an equation of state described by (BATCHELOR, 1970) and modified by
(MONAGHAN, 1994) that is shown below.

𝑝𝑘+1
𝑖 = 𝜌𝑐2

0
𝛾

(︃(︂
𝑛*

𝑖

𝑛0

)︂𝛾

− 1
)︃

(3.13)

The typical value used for 𝛾 = 7. 𝑐0 is the speed of sound in the reference density. By
keeping a small compressibility value, the fluid is treated as a weakly incompressible fluid.
This study in fact shows a decrease in process time per time step while the simulation has
similar precision to the fully incompressible method. Authors refer to this modified MPS
as WC-MPS. The work of (KHAYYER; GOTOH, 2009) proposes another compressible form
for the PPE, which is presented in Equation 3.14:

∇2𝑝𝑘+1
𝑖 = − 1

Δ𝑡2𝑐2
0

(︁
𝑝𝑘+1

𝑖 − 𝑝𝑘
𝑖

)︁
+ 𝜌

Δ𝑡
(∇.u*

𝑖 ) (3.14)

where 𝑐0 is ,
0the speed of sound. In this work, the compressible term, which is the first term on the

right hand side of Equation 3.14, works as a stabilizer for the pressure calculation, soften-
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ing part of the noise caused by the second term on the right hand side in Equation 3.14,
thus resulting in a somewhat lower fluctuation in the pressure field.

In this work, the approach proposed by (SHAKIBAEINIA; JIN, 2010) was adopted due
to its similarity to the weakly compressible approach adopted in the most common and
used WC-SPH methods (MONAGHAN, 2005).

3.2.1.2 Poisson pressure equation

As opposed to the weakly compressible approach, the fully incompressible approach tries
to obtain the particles’ pressure with higher accuracy even though this leads to a high
computational load. In this case, it is necessary the solution of a linear system of equations
of the type shown in Equation 3.15, yielded by the PPE, shown in Equation 3.10.

𝐴𝑥 = 𝑏 (3.15)

where 𝐴 is a square sparse matrix of size 𝑁 × 𝑁 which N is the total particle number in
the simulation, the Right Hand Size (RHS) vector 𝑏 of size 𝑁 stores the source terms and
𝑥, also of size 𝑁 , represents the desired pressures of the particles. Equation 3.16 shows a
hypothetical square sparse matrix M.

𝑀 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑎11 𝑎12 0 · · · · · · · · · · · · 0

𝑎21 𝑎22 𝑎23
. . . ...

0 𝑎32 𝑎33 𝑎34
. . . ...

... . . . . . . . . . . . . . . . ...

... . . . . . . . . . . . . . . . ...

... . . . 𝑎76 𝑎77 𝑎78 0

... . . . 𝑎87 𝑎88 𝑎89

0 · · · · · · · · · · · · 0 𝑎98 𝑎99

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.16)

The assembly of the coefficient matrix 𝐴 makes use of the discretized Laplacian model,
as shown in Equation 3.7 and a simple discretization of the derivative of 𝑛, the particle
number density, as explained in Equation 3.10. The solution of the PPE in this work is
given by the method shown in (KOSHIZUKA; OKA, 1996), the ICCG, as previously men-
tioned in section 3.1. It consists in submitting the coefficient matrix 𝐴 into the incomplete
Cholesky factorization, which is generally used as preconditioning for iterative numerical
methods. A preconditioner is usually related to the diminish of the condition number of a
matrix. A function with a high condition number can produce significant changes in the
output with small changes in the input, something that can have a huge negative impact
on numerical iterative solvers. After preconditioning the matrix 𝐴, the conjugate gradient
method is applied to solve the linear system of equations iteratively. It is noteworthy that
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the incomplete Cholesky decomposition is an intrinsically sequential method, making it
not a simple task to parallelize it and get significant speedups (KIM et al., 2016).

3.2.2 Multiphase flow

A model that significantly increases the number of possible applications for the MPS
method is the one that supports multi-density fluids interaction, the multiphase flow.
Here, an enhanced stabilized MPS method for simulation of multiphase flows characterized
by high density ratios is discussed. This method benefits from previous enhancements
also suggested by Khayyer & Gotoh and a new one for accurate, consistent modeling of
density at the phase interface. One of the challenging issues in simulation of multiphase
flows characterized by high density ratios, corresponds to the mathematical discontinuity
of density at the phase interface. The simplest way, according to (KHAYYER; GOTOH,
2013), to deal with discontinuity is to evaluate the calculated density at a target particle
𝑖 based on a simple spatial averaging. So, two schemes referred to the Zeroth-order and
First-order accurate Density Smoothening schemes, abbreviated as ZDS and FDS, are
shown in Equation 3.17 and Equation 3.18, respectively.

𝜌𝑖 = 1∑︀
𝑗∈𝐼 𝑊𝑖𝑗

∑︁
𝑗∈𝐼

𝜌𝑗𝑊𝑖𝑗 (3.17)

𝜌𝑖 = 1∑︀
𝑗∈𝐼 𝑊𝑖𝑗

∑︁
𝑗∈𝐼

(︃
𝜌𝑗 − 𝜕𝜌𝑖

𝜕𝑥𝑖𝑗

𝑥𝑖𝑗 − 𝜕𝜌𝑖

𝜕𝑦𝑖𝑗

𝑦𝑖𝑗

)︃
𝑊𝑖𝑗 (3.18)

where 𝐼 corresponds to the target particle 𝑖 and all its neighboring particles 𝑗, 𝑥𝑖𝑗 is
the distance between particles 𝑖 and 𝑗 in the x-axis direction, 𝑦𝑖𝑗 is the distance between
particles 𝑖 and 𝑗 in the y-axis direction and 𝑊𝑖𝑗 represents a different kernel function from
the standard MPS kernel called Wendland kernel adopted for all test cases in that study,
as can be seen in (WENDLAND, 1995).

(SHAKIBAEINIA; JIN, 2012) proposed a quite straightforward model of a multiphase
system based on the MPS method for incompressible multiphase flow, in which the system
is treated as a multi-density multi-viscosity fluid. The model is applied to the author’s
previously documented weakly compressible MPS (SHAKIBAEINIA; JIN, 2010) to solve a
single set of equations for all phases. In this model, the density differences of particles of
different phases are automatically taken care of, since that, when calculating a particle’s
velocity, its density appears directly in the equations. The main issue of this approach
arises when dealing with the interface between the fluids, which can result in pressure
field discontinuities near the interface. The strategy followed by the authors was to use a
smoothed value of density ⟨𝜌⟩𝑖 instead of the real density of the particles, which was set
for each particle before the start of the simulation. Figure 5 shows an image extracted
from (SHAKIBAEINIA; JIN, 2012) sketching the smooth density scheme adopted. 𝜌𝐼 an 𝜌𝐼𝐼

are the interacting particles’ density values initially set.
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Figure 5 – Multiphase interface scheme extracted from (SHAKIBAEINIA; JIN, 2012)

The density of a certain particle is directly used for calculating its pressure. Equa-
tion 3.19 shows the multi-density pressure term in the weakly compressible approach,
which was applied in this study.

1
𝜌𝑖

⟨∇𝑝⟩𝑖 = 𝑑

𝑛0

∑︁
𝑗 ̸=𝑖

(︃
(𝜌𝑗/𝜌𝑖)𝛼𝑗 − 𝛼𝑖

𝑟2
𝑖𝑗

r𝑖𝑗𝑤(|𝑟𝑗 − 𝑟𝑖|)
)︃

𝛼𝑖 = 𝑐2
0

𝛾
((⟨𝑛*⟩𝑖 /𝑛0)𝛾 − 1)

(3.19)

When there are also differences in the phases’ kinematic viscosity, a similar problem
happens: viscosity discontinuity near the interfaces. The viscous term is written as in
Equation 3.20.

∇𝜏 = ∇(𝜇∇ · u) = ∇𝜇∇ · u + 𝜇∇2u (3.20)

Despite of the first part of viscous term have low impact in the viscous forces, it is
not neglected since its appearance near the interfaces can have some small effects on
the momentum exchange in this area. For the second part of the viscous term, which
is the most significant to the calculations, the MPS approximation can be written as in
Equation 3.21.

⟨𝜇∇2u⟩𝑖 = 2𝐷𝑆

𝑛0𝜆

∑︁
𝑗 ̸=𝑖

𝜇𝑖𝑗 (u𝑗 − u𝑖) 𝑤 (|r𝑗 − r𝑖| ) (3.21)

The 𝜇𝑖𝑗 term is the particles’ kinematic viscosity values near the interfaces of fluids
with different phases and viscosity. Its value is somewhere between 𝜇𝑖 and 𝜇𝑗 and it is
determined by the harmonic mean of the two friction factors of interacting fluids, which
is the appropriate mean for rates.

Despite the multiphase model proposed by (SHAKIBAEINIA; JIN, 2012) only be applied
to the weakly compressible MPS, it was the adopted multiphase model in this work given
its relative simplicity combined with its stability and good performance.
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3.2.3 Turbulent flow

To calculate the influence of the turbulence term 𝜏 , referred to the unresolved small mo-
tion term in (SHAO; GOTOH, 2005), the large eddy simulation (LES) mathematical model
for turbulence (SMAGORINSKY, 1963) (ROGALLO; MOIN, 1984) was employed. According
to the original LES conception, eddies capable of being resolved by the computational
grid are allowed to evolve according to the Navier-Stokes equations and a model is em-
ployed to represent the turbulence at sub-grid scales (mesh-based methods). Clearly, a
sub-particle scale (SPS) model was made necessary for meshless methods. By introducing
the turbulence eddy viscosity 𝜈𝑡, the unresolved SPS turbulence stress 𝜏𝑖𝑗 in Equation 3.2
can be written as shown in Equation 3.22.

𝜏𝑖𝑗

𝜌
= 2𝜈𝑡𝑆𝑖𝑗 − 2

3𝑘𝛿𝑖𝑗 (3.22)

where 𝛿𝑖𝑗 is Kronecker’s operator; and 𝑆𝑖𝑗 is the strain rate and 𝑘 is the turbulence kinetic
energy, which can be incorporated into the pressure term when solving the momentum
equation Equation 3.2. The widely used model by (SMAGORINSKY, 1963) is employed
here to formulate the turbulence eddy viscosity as in Equation 3.23.

𝜈𝑡 = (𝐶𝑠Δ𝑋)2|𝑆| (3.23)

where 𝐶𝑠 is the Smagorinsky constant (taken as 0.1 in the computations); X is the initial
particle spacing and |𝑆| is the norm on the local strain rate, which can be calculated from
the resolved variables.

3.3 NUMERICAL IMPROVEMENTS

In this section, improvements of the standard MPS that were implemented in this work
are described. It is noteworthy that the universe of variations is much larger and the ones
that were selected stand between the improvement impact size and implementation cost
until, finally, a version that was considered sufficiently stable and physically accurate was
achieved. It is also shown other modifications to the standard method which expand the
range of applications of the MPS method.

3.3.1 Kernel functions

As discussed before, the motion of each particle depends on the interaction with its
neighbors, and this relation is ruled by the kernel function. So, along the years, various
kernel functions were suggested for the purpose of achieving better performance and
numerical accuracy in the simulation. In (ATAIE-ASHTIANI; FARHADI, 2006) six kernel
functions previously proposed are considered and applied to study the simulation behavior
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Table 1 – Different kernel functions.

Kernel function formulation Reference

𝑤 (𝑟) =
⎧⎨⎩ 𝑒−( 𝑟

𝑟𝑒
)2

, 0 ≤ 𝑟 ≤ 𝑟𝑒

0, 𝑟𝑒 < 𝑟
(BELYTSCHKO et al., 1996b)

𝑤 (𝑟) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

2
3 − 4

(︁
𝑟
𝑟𝑒

)︁2
+ 4

(︁
𝑟
𝑟𝑒

)︁3
, 0 ≤ 𝑟 ≤ 𝑟𝑒

2
4
3 − 4

(︁
𝑟
𝑟𝑒

)︁
+ 4

(︁
𝑟
𝑟𝑒

)︁2
+

4
3

(︁
𝑟
𝑟𝑒

)︁3
, 𝑟𝑒

2 < 𝑟 ≤ 𝑟𝑒

0, 𝑟𝑒 < 𝑟

(BELYTSCHKO et al., 1996b)

𝑤 (𝑟) =
⎧⎨⎩ 1 − 6

(︁
𝑟
𝑟𝑒

)︁2
+ 8

(︁
𝑟
𝑟𝑒

)︁3
− 4

3

(︁
𝑟
𝑟𝑒

)︁4
, 0 ≤ 𝑟 ≤ 𝑟𝑒

0, 𝑟𝑒 < 𝑟
(BELYTSCHKO et al., 1996b)

𝑤 (𝑟) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−2
(︁

𝑟
𝑟𝑒

)︁2
+ 2, 0 ≤ 𝑟

𝑟𝑒
< 1

2(︁
2 𝑟

𝑟𝑒
− 2

)︁2
, 1

2 ≤ 𝑟
𝑟𝑒

< 1
0, 𝑟𝑒 ≤ 𝑟

(KOSHIZUKA; OKA, 1996)

𝑤 (𝑟) =
⎧⎨⎩

𝑟𝑒

𝑟
− 1 , 0 ≤ 𝑟 < 𝑟𝑒

0, 𝑟𝑒 ≤ 𝑟
(KOSHIZUKA; NOBE; OKA, 1998)

𝑤 (𝑟) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
40

7𝜋𝑟2
𝑒

(︂
1 − 6

(︁
𝑟
𝑟𝑒

)︁2
+ 6

(︁
𝑟
𝑟𝑒

)︁3
)︂

, 0 ≤ 𝑟 < 𝑟𝑒

2
10

7𝜋𝑟2
𝑒

(︁
2 − 2 𝑟

𝑟

)︁3
, 𝑟𝑒

2 < 𝑟 < 𝑟𝑒

0, 𝑟 > 𝑟𝑒

(SHAO; LO, 2003)

and computational performance in order to reveal which one enhances numerical stability
best. The kernels considered in this work are presented in Table 1.

This study shows that the kernel function proposed by (SHAO; LO, 2003) was found
to improve the most the stability of the MPS method, in way that the collapse of a
water column simulation was successful, including the loss of the water momentum to
the point where it stands still inside the container, a significant feature amongst other
particle methods. For the system developed in this work a set of kernel functions were
implemented in order to give the possibility of the user to choose between them, however,
it is recommended that the kernel function proposed by (KOSHIZUKA; NOBE; OKA, 1998)
is used in the fully incompressible version and the one proposed by (SHAKIBAEINIA; JIN,
2010) is used for the weakly compressible version, as shown in Equation 3.24.

𝑤(𝑟) =

⎧⎪⎨⎪⎩(1 − 𝑟
𝑟𝑒

) 0 ≤ 𝑟
𝑟𝑒

< 1 = 0

0 𝑟
𝑟𝑒

≥ 1
(3.24)
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3.3.2 Momentum conservation

Suzuki et al. (SUZUKI; KOSHIZUKA; OKA, 2007) developed the Hamiltonian MPS (HMPS)
in which the momentum and mechanical energy of the system are preserved. However,
HMPS carries heavy theory to its calculations making it extremely complicated to imple-
ment in comparison to the standard MPS method. A simple way to achieve a consistent
conservation of linear momentum is to ensure a better discretization of the gradient model,
which is directly connected to the linear momentum conservation.

Equation 3.25 shows the suggested alteration in Equation 3.6 on the pressure gradient
formulation by Khayyer and Gotoh (KHAYYER; GOTOH, 2008).

∇𝜙𝑖 = 𝐷𝑆

𝑛0

⎛⎝∑︁
𝑗 ̸=𝑖

(︁
𝜙𝑖 + 𝜙𝑗) − (𝜙𝑖 + 𝜙𝑗

)︁
|r𝑗 − r𝑖| 2 (r𝑗 − r𝑖) 𝑤 (|r𝑗 − r𝑖| )

⎞⎠ (3.25)

𝜙𝑖 = 𝑚𝑖𝑛𝑗∈𝐽(𝜙𝑖, 𝜙𝑗), 𝐽 = {𝑗 : 𝑤(|r𝑗 − r𝑖|) ̸= 0} (3.26)

When the anti-symmetric Equation 3.25 is applied, linear momentum is exactly con-
served. This method is referred to by the authors as Corrected MPS (CMPS).

3.3.3 Pressure calculation

One of the major issues of the MPS method, and consequently widely explored, is the spu-
rious pressure oscillation. Recent works that presented substantial improvements in this
area, making few and simple modifications to the method, have been proposed (KHAYYER;

GOTOH, 2009; KHAYYER; GOTOH, 2010). The first one is called by the authors as the MPS
method with a Higher order Source term (MPS-HS), since it basically presents a new for-
mulation for the calculation of the derivative of the particle number density (𝐷𝑛

𝐷𝑡
). Using

this method, the Equation 3.10 is replaced by the Equation 3.27 (KHAYYER; GOTOH,
2012).

∇2𝑝𝑘+1
𝑖 = − 𝜌

𝑛0Δ𝑡

⎛⎝∑︁
𝑖 ̸=𝑗

𝑟𝑒

𝑟3
𝑖𝑗

(𝑥𝑖𝑗𝑢𝑖𝑗 + 𝑦𝑖𝑗𝑣𝑖𝑗 + 𝑧𝑖𝑗𝑤𝑖𝑗)
⎞⎠*

(3.27)

where 𝑟𝑖𝑗 is the distance between particles 𝑖 and 𝑗. 𝑥𝑖𝑗, 𝑦𝑖𝑗 and 𝑧𝑖𝑗 represent the distance
between particles 𝑖 and 𝑗 in each dimension and 𝑢𝑖𝑗, 𝑣𝑖𝑗 and 𝑤𝑖𝑗 the velocity difference
of particles 𝑖 and 𝑗 in each dimension. It is important to note that all the enhancements
shown so far can be, and most of them normally are (specially when they are suggested
by the same authors), combined in one single method to produce a more robust outcome.

The other improvement to the method’s pressure calculation implemented was the
proposition of a higher order Laplacian model for both two and three (Equation 3.28)
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dimensional simulations (KHAYYER; GOTOH, 2010; KHAYYER; GOTOH, 2012).

∇2𝜙𝑖 = 1
𝑛0

∑︁
𝑖 ̸=𝑗

(︃
2𝜙𝑖𝑗𝑟𝑒

𝑟𝑖𝑗

)︃
(3.28)

where 𝜙 is a generic physical quantity. This new derivation was named by the authors as
MPS with a Higher order Laplacian of pressure (MPS-HL).

3.3.4 Numerical stability

Khayyer and Gotoh (KHAYYER; GOTOH, 2011) came up with a PPE’s source term with
error-compensating parts to enhance even further pressure and velocity field calculations.
The error-compensating terms should be measures for instantaneous and accumulative
violations of fluid incompressibility. Equation 3.29 shows the suggested terms to be added
to the source term of the PPE and Equation 3.30 shows the complete modified PPE.
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𝑛0Δ𝑡
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𝐷𝑛

𝐷𝑡

)︂
𝑖

*
+ 𝐸𝐶𝑆 (3.30)

The combination of the refinements shown so far gives as outcome the Corrected MPS
with a Higher order Source term - Higher order Laplacian of pressure - Error Compensat-
ing parts in the Source term (CMPS-HS-HL-ECS) method. According to Gotoh (GOTOH,
2013), the said method ensures satisfactory accuracy and stable computation, more specif-
ically, under the absence of tensile stress. A comparison between CMPS-HS-HL-ECS and
the standard MPS can be seen in (GOTOH, 2013) which presents a standard test case
found in the literature, the breaking waves. This comparison is abridged in Figure 6,
where different shades of gray represent different pressure levels.

A set of important acronyms is summarized in Table 2.
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Figure 6 – Comparison between standard MPS and CMPS-HS-HL-ECS through breaking
waves test case (GOTOH, 2013)
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Table 2 – Description of acronyms.

Acronym Meaning Description
MPS Moving Particle Semi-implicit Fluid simulation method
SPH Smoothed Particle Hydrodynamics Fluid simulation method
PPE Poisson Pressure Equation Yields a system of linear equations

that needs to be solved to obtain the
particles’ pressure values

FI Fully Incompressible Approach that solves a PPE to obtain
the particles’ pressure values

WC Weakly Compressible Approach that solves a equation of
state to obtain the particles’ pressure
values

CMPS Corrected MPS MPS with improved momentum con-
servation by using a new gradient
model

HS Higher order Source term Improvement in pressure calculation
numerical precision by using a new
derivative model for 𝑛

HL Higher order Laplacian model Improvement in pressure calculation
numerical precision by using a new
Laplacian model

ECS Error Compensating parts
in the Source term Improvement in numerical stability

by adding terms in the PPE’s source
term

SPS Sub-Particle Scale Turbulence model
LES Large Eddy Simulation Numerical technique that describes

turbulence
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4 SIMULATION & VISUALIZATION IMPLEMENTATION

In order to implement the MPS method and put it into practice through visualization,
it is not only necessary to code it using a programming language and environment, but
also make sure that the outcome is available in, at least, a feasible amount of time.
For that, acceleration structures and application programming interfaces (APIs) for code
parallelization were utilized.

Of course, the utility and practicality of the method would diminish drastically if
the simulation could not be displayed graphically to seek replicate a real-world fluid
simulation. To make it possible, general purpose visualization softwares and rendering
solutions have been used. This chapter will detail the implemented structures and APIs,
softwares and solutions used in this work.

The integrated development environment (IDE) used to write, run and debug all
the code created in this work was the Microsoft Visual Studio 2015, which ran on the
Microsoft Windows 10 operating system. The C/C++ programming languages were used
to implement the method. The OpenMP and CUDA APIs were used in order to explore
the many cores in the CPU and the GPU, hence accelerating the system runtime. Lastly,
the Windows Forms graphical class library was explored to build a graphical user interface
(GUI) for the system.

4.1 ACCELERATION IMPLEMENTATION

This section addresses the performance improvements employed to the system such as
acceleration structures and the explored APIs in order to reduce the computational time
of the system as a whole.

4.1.1 Neighboring search algorithms

The search of neighbors of a particle has generally been a computationally expensive
process in particle-based methods such as the SPH and MPS (TANIGUCHI; SATO; CHENG,
2014) (HORI et al., 2011). The brute force approach has a complexity of 𝑂(𝑛2) (with 𝑛

being the total number of particles in the simulation domain) since that, to check whether
a particle 𝑗 is inside the influence radius of a particle 𝑖 (in other words, check if 𝑗 is a
neighbor of 𝑖), one must compute and compare the distances of all the particles in the
simulation domain to a particle 𝑖 in focus. This approach was employed in early versions of
the particle-based methods, such as the initial versions of the MPS method (KOSHIZUKA,
1995) (KOSHIZUKA; OKA, 1996).

With that in mind, a couple years after proposing the MPS method, Koshizuka and
his colleagues proposed an optimized all-pair search algorithm (KOSHIZUKA; NOBE; OKA,
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Listing 4.1 – Optimized all-pair search algorithm
1 (...)

3 /* Getting position of potential neighbors , particles i and j */
Part_j = (* particles)[j]. get_po ();

5 Part_i = (* particles)[i]. get_po ();

7 /* Getting distance in x and y-axis between both particles */
x = Part_j.x - Part_i.x;

9 y = Part_j.y - Part_i.y;

11 /* If their euclidean distance is less or equal to the radius
of interaction value , i and j are neighbors */

13 if(((x*x)+(y*y)) <= r2)
{

15 /* Increments neighbors number of each particle */
neighbors[i][0]++;

17 neighbors[j][0]++;

19 /* Stores the neighbor index in the array of neighbors
of the target particles */

21 neighbors[i][ neighbors[i][0]] = j;
neighbors[j][ neighbors[j][0]] = i;

23 }

25
(...)

1998). Given the standard all-pair search algorithm explanation above, the optimized
version of this algorithm allows that, while a particle 𝑗 is being registered as a neighbor of
the target particle 𝑖, inside the same loop iteration the particle 𝑖 is also set as a neighbor
of particle 𝑗. This makes the computational complexity of the algorithm go from 𝑂(𝑛2)
to 𝑂(𝑛1.5). Listing 4.1 shows a code snippet of the optimized all-pair search algorithm
implementation.

Still, with the optimized all-pair search algorithm, the search of neighbors remained
a bottleneck in the method’s computation. For the present study, a strategy called "cell-
linked list" was adopted (SHAKIBAEINIA; JIN, 2010). It relies on a background Cartesian
grid that divides the whole domain in squares, for two-dimensional scenarios, or cubes, for
three-dimensional simulations. The squares or cubes are referred to cells and they have
sides equal to 𝑟𝑒, which is the influence radius of a particle. In every iteration the particles
of the simulation are allocated in a specific cell depending on its position. Thereby, when
searching for interacting partners (neighbors) of a particle, it is only necessary to look for
them inside the cell of the particle itself and also in adjacent cells, generating, for each
particle, a list of particles which remains constant for that entire step. To simplify the
understanding, Figure 7 shows a 2D domain divided in square cell in which the algorithm
performs the search for neighbors of the particle on focus (in red) only in the cells inside
the highlighted square (in gray), which offers a considerable decrease on the complexity
of the neighboring search function to 𝑂(𝑛 𝑙𝑜𝑔 𝑛). This strategy was adopted in this work.
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Figure 7 – Cell-linked list scheme

4.1.2 OpenMP

(DAGUM; MENON, 1998) proposed the Open Multi-Processing (OpenMP) API and defined
it as a set of compiler directives and callable runtime library routines that extend a limited
set of programming languages to express shared-memory parallelism. Today, OpenMP
provides a simple and flexible interface an makes possible developing parallel applications
for platforms ranging from the standard desktop computer to the supercomputer. For
this work, OpenMP was used with the same end as CUDA: to benefit from the multiple
processing cores available. In the case of OpenMP, It is benefiting from the multiple cores
in the CPU. The machine used in the present study is an Intel® Core™ i7-4790 CPU @
3.60 GHz (INTEL. . . , 2013) with 8 GB of installed RAM and a 64-bit operating system
(x64) and can run simultaneously up to 8 threads. During the development of the OpenMP
version of the system here proposed, very little obstacles were found thanks to OpenMP’s
straightforwardness and high level of abstraction. Listing 4.2 shows an example where by
just adding a single line of code (highlighted in red, in line 2), a function’s main loop
(responsible for calculation the particle number density of each particle) is now running
in parallel.

4.1.3 CUDA

The GPU code was developed based on the fully sequential and the OpenMP versions
previously presented. CUDA C/C++ was used to write and optimize even further the
system. Each one of the functions, from the calculation of the time step value and the
particle number density of the particles, to the assemble of the coefficient matrix and the
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Listing 4.2 – C code of the particle number density calculation benefiting from OpenMP

2 #pragma omp parallel for schedule (guided)
for (int I = 1; I <= NUM; I++)

4 {
double sum = 0.0;

6 for (int l2 = 2; l2 <= neighb[I][1]; l2++)
{

8 int J = neighb[I][l2];
(...)

10 /*sum of all kernel function values given the the particle I and each of its
neighbors J*/

(...)
12 }

(...)
14 n[I] = sum;

(...)
16 }

return(n);

source term was ported to run in CUDA kernels. Inside these kernels, through the use
of specific keywords and commands, CUDA allowed the assignment of tasks to various
threads inside the GPU, so independent tasks, which would be executed sequentially,
can occur simultaneously but now using a larger number of threads, differently from the
OpenMP version.

NVIDIA GPUs are organized in grids. As it is pictured in Figure 8, each grid has a
number of blocks, which each block contains a certain number of threads and all of these
components have two or three dimensions, depending on the GPU compute capability.
The number of grids, blocks per grid, threads per block, etc., also varies according to
the GPU compute capability. The compute capability of the NVIDIA GeForce GTX 760
used in this work is 3.0, so it allows three dimensions in the components and has 1152
CUDA cores (NVIDIA. . . , 2013). The maximum number of threads per block is 1024 in
the x and y-dimensions, while in the z-dimension this number is lowered to 64. As for
the maximum x-dimension of a grid of thread blocks, 231 − 1 is the corresponding value,
while in the y and z-dimensions this number is 65535. This information is important in
the development of a CUDA efficient program because, when calling a kernel, the number
of blocks and threads that will be used has to be specified as configuration parameters.
Inside the CUDA kernel, each thread inside a block and each block has its own index, in
all dimensions. That is indispensable to identify and assign a task for each block’s threads.

Regarding the implementations, while the process to parallelize a portion of the func-
tions was quite straightforward, some of them had to be adapted in order to be possible
to develop a parallelized version of each of them.

One example of a straightforward function parallelization is the particle number den-
sity calculation, which in the test case used in this work is represented by 𝑛. Listing 4.3
and Listing 4.4 show the CPU and GPU implementation of this calculation, respectively.

It is possible to note that, in lines 4 and 5 of Listing 4.4, the calculation of the index
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Figure 8 – High-level NVIDIA GPU architecture (NVIDIA, 2007)

Listing 4.3 – CPU code of the particle number density calculation

2 for (int I = 1; I <= NUM; I++)
{

4 double sum = 0.0;
for (int l2 = 2; l2 <= neighb[I][1]; l2++)

6 {
int J = neighb[I][l2];

8 (...)
/*sum of all kernel function values given the the particle I and each of its

neighbors J*/
10 (...)

}
12 (...)

n[I] = sum;
14 (...)

}
16 return (n);

of each particle takes into consideration the case when the total particle number of the
simulation exceeds the maximum number of threads in a block, so threads in other blocks
are triggered and the thread count proceeds from where it stopped in the previous block.

One example where the code had to be adapted, is in the neighboring particle search
algorithm, where cell-linked list approach by (SHAKIBAEINIA; JIN, 2010) had to be ex-
tended to 3D cases and subdivided into three different functions to be possible extract
the necessary information in each step of the function.

A commonly tricky parallelization step in the fully incompressible version of the MPS
is the PPE solution. For this work, the standard ICCG solver used by Koshizuka and his
colleagues (KOSHIZUKA; NOBE; OKA, 1998) to solve it was parallelized in the OpenMP
version as well as in the CUDA version using raw array formats for the linear system ele-
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Listing 4.4 – GPU code of the particle number density calculation
1

unsigned int I = offset + (blockDim.x * blockIdx.x + threadIdx.x);
3

double sum = 0.0;
5 for (int l2 = 2; l2 <= neighb[I][1]; l2++)

{
7 int J = neighb[I][l2];

(...)
9 /*sum of all kernel function values given the the particle I and each of its

neighbors J*/
(...)

11 }
(...)

13 n[I] = sum;
(...)

Listing 4.5 – PPE assemble GPU code
1

unsigned int I = offset + (blockDim.x * blockIdx.x + threadIdx.x);
3

double val = 0.0;
5 if (bcon[I] == 0) {

poiss[I*NEIGHBORS + 1] = 0.0;
7 for (int l = 2; l <= neigh[I*NEIGHBORS + 1]; l++) {

int J = neigh[I*NEIGHBORS + l];
9 if (I == J) continue;

if (bcon[J] == -1) poiss[I*NEIGHBORS + l] = 0.0;
11 else {

(...)
13 /* Calculating the distance between particles */

(...)
15 #ifdef MATRIX_OPTMIZATION

if (dim == 2) val = 3.0 * re;
17 else val = 2.0 * re;

val = val / (d*d*d) / n0 / Rho;
19 #else

val = 2.0* dim / lambda*W(d, KTYPE , dim , re) / n0 / Rho;
21 #endif

poiss[I*NEIGHBORS + l] = -val;
23 poiss[I*NEIGHBORS + 1] += val;

}
25 }

poiss[I*NEIGHBORS + 1] += (1.00e-7) / DT / DT;
27 }

ments, such as the coefficient matrix and right-hand side source vector. Also to decrease
memory usage by data structures, the total number of possible neighbors of a single parti-
cle was limited to 300. Thanks to this, it was possible to assemble a coefficient matrix with
𝑁 × 300 elements with 𝑁 being the total number of particles, rather than an 𝑁 × 𝑁 ma-
trix, thus, increasing the simulation’s total number of particles in the fully incompressible
version of the code. Listing 4.5 shows a code snippet from the PPE assemble.

All the functions developed in the CPU version were successfully ported to CUDA
C/C++ to run in the GPU.
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Figure 9 – User interface main screen

4.2 GRAPHICAL USER INTERFACE

As informed in the beginning of this chapter, the Windows Forms graphical class library
from the Microsoft .NET framework was explored to build a graphical user interface (GUI)
for the system. Figure 9 shows the implemented interface, which facilitates the interaction
and usage of the developed system.

In Figure 9, (1) is a combo box from which the user can choose whether the simulation
will have two or three dimensions; in (2) the user can choose how the code will be executed:
sequentially, parallelized through OpenMP or parallelized through CUDA; in (3) the user
will select a previously built simulation scenario; in (4) two types of fluid compressibility
can be chosen: weakly compressible or fully incompressible. By selecting the latter, (5) and
(6) will be enabled, which are options that, if checked, will further stabilize the pressure
calculations of the simulation and better conserve the linear and angular momentum of
the fluid (by using the improvements presented in section 3.3); By checking (7), the SPS-
LES turbulence model will be employed; (8) will only the enabled if the test scenario
chosen allows a multiphase system. If checked, the second fluid in the simulation will
present viscoplastic properties; (9) and (11) are, the density values in [𝐾𝑔/𝑚3] of the two
fluids in the simulation, and (10) and (12) are their viscosity values in [𝑚2/𝑠]; (13) sets
the time duration between two steps of the simulation and (14) sets how long it will last,
both in seconds; if (15) is checked, a folder will be created in the same directory of the
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executable file containing the generated frames showing all the particles present in the
simulation and, if (16) is checked, another folder will be created with frames showing only
fluid particles; (17) starts the generating the simulation and (18) allows the user to switch
between English and Portuguese languages.

4.3 VISUALIZATION

In order to facilitate the simulation analysis and also enable a wider range of applications
for the developed system, softwares and rendering solutions are not only helpful but, in
some cases even necessary. This section shows the software used in this work as well as
some rendering solutions that can potentially be integrated to the system (BRITO et al.,
2017; BRITO et al., 2018).

4.3.1 Paraview

At the end of the execution of each time step, the the code outputs a set of information
regarding that step, such as position, velocity components, the pressure value and the
type of each particle in the simulation that is being generated, in a XML-like file referred
to a VTU file (SCHROEDER; LORENSEN; MARTIN, 2004). To visualize the simulation, the
ParaView software (AHRENS; GEVECI; LAW, 2005) is used. It is an open-source, multi-
platform data analysis and visualization application that enables quick data analysis
using qualitative and quantitative techniques.; it reads all the VTU files generated by the
program and shows graphically their information. The ParaView interface in shown in
Figure 10, where a vtu example of a dam break is loaded.

Figure 10 – Paraview software
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4.3.2 CG & Rendering

Particle-based methods have been used in many Computer Graphics (CG) applications,
such as for simulating granular materials (BELL; YU; MUCHA, 2005), smoke and explo-
sions (SELLE; RASMUSSEN; FEDKIW, 2005), and, of course, for fluid dynamics simulation
(MüLLER; CHARYPAR; GROSS, 2003). The SPH method is widely adopted by the commu-
nity in fluid animation (IHMSEN et al., 2014). Despite of its usage in CAE softwares (Fuji

Technical Research Inc., 2013) (Prometech Software, 2014), the MPS method is not commonly
seen in the literature applied to CG applications, whether for movies, games or real-time
applications. This study attempts to reduce this gap providing a decent method with
a good variety of settings and parameter tuning. For instance, it is possible to obtain
a configuration where computational performance is a priority by activating GPU opti-
mization and choosing the weakly compressible approach. Hence, larger MPS simulation
cases could meet real-time requirements that CG applications request.

By coupling the developed method with rendering solutions like (BRITO et al., 2017)
(BRITO et al., 2017), decent CG applications with interactive frame-rates could be achieved.
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5 RESULTS

The aim in this chapter is to validate some models and properties of the developed method
such as incompressibility, numerical precision, turbulent flow and multiphase interaction.
Another important goal here is to assess the performance gain of the parallelized im-
plementations of the weakly compressible and fully incompressible versions of the MPS
method and discuss them.

5.1 WATER DROP

The examination of the evolution of an elliptic water drop is one of the most com-
mon scenarios to validate incompressibility models of a particle-based fluid simulation
method; examples of its use can be found in the literature in the works of (MONAGHAN,
1994) (BONET; LOK, 1999) (SHAKIBAEINIA; JIN, 2010). The usual test consists on a two-
dimensional water drop, beginning the simulation in the shape of a circle Figure 11, with
a predefined velocity field of (−100𝑥, 100𝑦) 𝑚/𝑠 so that the its format evolves into an
elliptical shape over time. The circle radius is 9 × 10−2 𝑚 and the average particle dis-
tance is 5 × 10−2 𝑚 in both directions, implying in a total of 1257 particles. The influence
radius was taken as 𝑟𝑒 = 3𝑙0, where 𝑙0 is the average particle distance, and the adopted
time step for the simulation was 10−5 𝑠. The used method for this test was the turbulent
and viscous CMPS-HS-HL-ECS, as well.

Figure 11 – Initial state for the simulation in the water drop test (scale in meters)

As in (SHAKIBAEINIA; JIN, 2010), the three time steps of the simulation are shown
in Figure 12. The recommended kernel function by the authors is the polynomial spiky
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(a) 𝑡 = 0.0025 𝑠 (b) 𝑡 = 0.0050 𝑠

(c) 𝑡 = 0.0075 𝑠

Figure 12 – Velocity magnitude profiles (in 𝑚/𝑠) of the water drop in three different time
steps

function, presented in Equation 5.1.

𝑤 =

⎧⎪⎨⎪⎩(1 − 𝑟/𝑟𝑒)3 0 ≤ 𝑟/𝑟𝑒 < 1

0 𝑟/𝑟𝑒 ≥ 1
(5.1)

As noted by Monaghan (MONAGHAN, 1994), the condition in this test to measure the
incompressibility of the method is that 𝑎𝑏 is constant throughout the simulation, where
𝑎 is the semi-minor axis and 𝑏 is the semi-major axis of the ellipse. This case ends when
the size of 𝑏 becomes twice the value it were initially, and in that moment the 𝑎𝑏 value is
compared to the its initial value. Errors are kept within less than 0.3 %. Table 4 compares
this result to (MONAGHAN, 1994) which keep errors in less than 2 % and (SHAKIBAEINIA;

JIN, 2010) which keep errors in less than 0.2 %. This shows the achieved result matches
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Table 4 – Comparison of water drop dimensions throughout the simulation

𝑡 = 0.0 𝑠 𝑡 = 0.01 𝑠 Difference in %
𝑏 (meters) 0.875 1.75 100
𝑎𝑏 (meters) 0.766 0.764 0.26

those of the state-of-the-art works.

5.2 DAM BREAK FLOW

The collapse of a water column has been widely used in the literature to validate the
numerical precision and the similarity to real-life experiments of the various fluid simula-
tion methods. The dam break problem, as it is known, usually is modeled with the water
column initially located on the left side of the recipient, against the left vertical wall.
When the simulation starts, the fluid portion collides with the right vertical wall, which
generates fragmentation and coalescence of the fluid itself. A variation of the problem,
which is modeled with just taking out the right vertical wall and extending the horizontal
boundary (floor) has already been used to verify codes for free-surfaces (RAMASWAMY;

KAWAHARA, 1987) (STAROSZCZYK, 2010). Originally, Koshizuka and Oka (KOSHIZUKA;

OKA, 1996) modeled the dam break problem as shown in Figure 13. In their work, the
method proposed is compared to three different experiments conducted in equal manner.

Figure 13 – One possible dam break model. Extracted from (KOSHIZUKA; OKA, 1996)

As the test performed by (KOSHIZUKA; OKA, 1996), the water column height is two
times bigger then the water column length 𝐿. The floor in the model employed here is
also four times the length 𝐿 of the water column. The size of the water column varies
depending on how many particles the simulation has. The average particle distance is
10−2 𝑚 and the time step of the simulation is 5 × 10−3 𝑠. The total number of particles
is 1122. The parameter 𝛽 is used to judge whether a particle belongs to the free-surface
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or not, as explained in the MPS chapter and shown in Equation 3.12. The value used for
𝛽 is 0.92 as recommended by the authors of the original MPS method. The kernel size
is represented by the parameter 𝑟𝑒 and is used as the radius of influence of a particle.
Koshizuka and Oka show in (KOSHIZUKA; OKA, 1996) that the kernel size should be
< 3.0𝑙0, where 𝑙0 is the average particle distance, otherwise the particles will gather near
the free-surface. On the other hand, they also show that the discretization of the Laplacian
model is more accurate when the kernel size has a higher value. In order to satisfy this,
two different kernel sizes were employed, 𝑟𝑒𝑃 = 2.1𝑙0 and 𝑟𝑒𝐿𝑎𝑝 = 4.0𝑙0.

When Koshizuka and Oka first proposed the MPS method, referred to here as standard
MPS method, they put it to the test by comparing it to a traditional volume of fluid (VOF)
approach (HIRT; NICHOLS, 1981) and experimental data of three different experiments,
which are described in (KOSHIZUKA, 1995) and (MARTIN et al., 1952). In this work the
dam break model used by Koshizuka and Oka is adopted and the simulation results
obtained are compared with the initial results of the MPS and, more importantly, with
the experimental results.

To achieve this comparison, the wave front position (its absolute value is represented
by 𝑍) must be tracked as a function of time since the beginning of the dam burst. The
wave front position is represented by a dimensionless format, 𝑍/𝐿, where 𝐿 is the water
column initial length, which for this test is equal to 0.18 𝑚. As said before, the size of
the floor is four times the size of 𝐿, which implies that the maximum value 𝑍 can reach
is 4𝐿 (that being the reason that the y-axis values ends when 𝑍/𝐿 = 4 in Figure 14
and Figure 15). The time in the chart is represented by a dimensionless format as well:
𝑡
√︁

2𝑔/𝐿, where 𝑡 is the time in seconds and 𝑔 the gravitational acceleration, which is
equal to 9.8 𝑚/𝑠2. Figure 14a shows the data from (KOSHIZUKA; OKA, 1996) in which the
standard MPS is compared to experimental data and another technique and Figure 14b
shows the data from the developed method. The configuration of the developed method
used for this comparison was the turbulence and viscosity-enabled CMPS-HS-HL-ECS
(each one of these variations and models were previously explained in section 3.2 and
section 3.3). In Figure 15 the two images from Figure 14 are overlapped in order to enable
a direct comparison.

Figure 15 shows that the developed method gets a lot closer to the experimental data
than the other methods. Interestingly, it almost overlaps the experiment represented by
the small empty squares. It is important to note that, differently from the method, the
experiments do not become outdated since the configuration did not change over the
years and that they match the reality, therefore, this corroborates the assumption of high
precision and high physical coherence of the method proposed in this study.
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(a) Two methods compared to three different
experiments. Extracted from (KOSHIZUKA;
OKA, 1996)

(b) The developed method

Figure 14 – Evolution of wave front position of a few methods and experiments in the left
and evolution of wavefront position provided by the developed method

Figure 15 – Direct comparison of the developed method (in red) with the experimental
results and other methods
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5.3 R-T INSTABILITY

Here, the Rayleigh-Taylor instability (YOUNGS, 1984) will be demonstrated through the
developed method. This test’s initial state simplicity is valuable since it provides an
opening into the mathematical study of stability. Its main goal is to show the multiphase
model ability to handle the density stratification and to evolve a linear perturbation into
a nonlinear hydrodynamic turbulence.

The test consists in placing the same amount of two immiscible fluids with different
densities and same kinematic viscosity, one on the top of the other. The heavier one
will stay on top of the lighter, only influenced by the gravitational force 𝑔 inside a two
dimensional rectangular box. So, when the simulation starts the heavier fluid will tend
to go downwards, pushing the lighter fluid upwards. The interface between the fluids will
become unstable and the format of the pattern generated at the interface is critical to
judge whether the test has been successful or not. The lighter fluid forms a bubble in the
shape of a mushroom cap that breaks eventually. The problem is characterized by the
Atwood number, calculated as shown in Equation 5.2.

𝐴𝑡 = 𝜌ℎ − 𝜌𝑙

𝜌ℎ + 𝜌𝑙

(5.2)

𝜌ℎ and 𝜌𝑙 refer to the densities of the heavier and lighter fluid, respectively. For the
test used in this study, 𝐴𝑡 = 1/3 and the kinematic viscosity 𝜈 = 0.010 for both fluids,
following (SHAKIBAEINIA; JIN, 2012). The test has 3066 particles. Figure 16 shows a few
steps of the generated simulation and it is possible to visually compare it to Figure 17 a
mesh-based approach extracted from (LI; LI, 2006). Note that Figure 17 has a quite large
number of small vortices at the interface. This is another instability phenomenon, called
the Kelvin-Helmholtz instability (SHAKIBAEINIA; JIN, 2012), but it will not be addressed
here since it is not the focus.

It is clear that the generated simulation by the implemented approach has a similar

Figure 16 – Rayleigh-Taylor instability generated by proposed method
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Figure 17 – Rayleigh-Taylor instability by a mesh-based approach. Extracted from (LI;
LI, 2006)

Figure 18 – Rayleigh-Taylor instability by a basic multiphase MPS method. Extracted
from (SHAKIBAEINIA; JIN, 2012)

formation of the mushroom cap of the heavier fluid going downwards. The implemented
method shows generally good agreement regarding the Rayleigh-Taylor instability with
the advantage of much simpler formulations and less computational cost.

For a better context on to how other particle methods behave in this simulation,
Figure 18 shows the same phenomenon in a similar test case (SHAKIBAEINIA; JIN, 2012).
In this scenario there is already an initial perturbation to the fluids’ interface, which
causes the bubble (mushroom cap) to go upwards.
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5.4 OIL SPILL

To validate the multiphase system, treated as a multi-density and multi-viscosity fluid, a
qualitative analysis and comparison with an experiment and another method is conducted.
(DUAN et al., 2017) provides a replicable test of a continuous oil spill due to a damaged
tank. Figure 19, extracted from the mentioned paper, describes the test in details.

Figure 19 – Description of oil spilling scenario extracted from (DUAN et al., 2017)

The value of ℎ in Figure 19 is 0.25 𝑚, as it is the adopted value in (DUAN et al., 2017)
to show a detailed simulation. The average particle distance is 4 × 10−3 𝑚, the water and
oil’s kinematic viscosity 𝜈𝑤𝑎𝑡𝑒𝑟 and 𝜈𝑜𝑖𝑙 are, respectively, 10−6 𝑚2/𝑠 and 5 × 10−5 𝑚2/𝑠

and the used method is the multiphase and turbulent WC-CMPS. This test has a total
particle number of 12779.The generated leakage simulation is qualitatively compared to
experimental results and to the proposed method by Duan and his colleagues, a fully
incompressible multiphase MPS. Figure 21 shows five time frames of the experiments and
the simulations. In each time frame there is an image of the experiment, the simulation
by (DUAN et al., 2017) and the simulation by the present work, in that order.

It is important to note that the FS-MMPS is assumed to be quite precise and accurate
since a Poisson pressure equation is solved to obtain each particle pressure. However, it
is possible to observe that the implemented multiphase WC-MPS can better predict the
pointy behavior of the left-end of the oil (in yellow), mainly in Figure 21d and Figure 21e.
In a general manner, the oil profile and the waves generated by it are in reasonable
agreement with the generated by the experiment, with far less computations compared to

(a) 𝑡 = 0.2 𝑠
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(b) 𝑡 = 0.6 𝑠

(c) 𝑡 = 1.5 𝑠

(d) 𝑡 = 3 𝑠

(e) 𝑡 = 7 𝑠

Figure 21 – Comparison between experiment, FS-MMPS (DUAN et al., 2017) and the im-
plemented multiphase WC-MPS at different moments of the oil spilling
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the FS-MMPS, since the the multiphase WC-MPS only solves a single set of equations,
which significantly diminishes the amount of computational operations performed.
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5.5 MEMORY USAGE ANALYSIS

In order to evaluate strong and weak spots of the system’s performance, this section will
detail the time duration and memory usage of each simulation approach combined with
three different types of execution: completely sequential; parallelized through OpenMP;
and parallelized through CUDA. Finally, the absolute time spent by each version will be
computed for a specific test to calculate the speedup reached by the parallelized imple-
mentations of the method.

The Performance and Diagnostics tool of Visual Studio 2015 (MICROSOFT, 2018) was
used to obtain details related to the sequential and OpenMP executions and to evaluate
CPU memory usage in all versions. As for the GPU memory, the GPU-Z software (TECH-

POWERUP, 2018) provided the desired information in real-time as well as the minimum
and maximum usage throughout the simulation runtime. The NVIDIA Visual profiler
(NVIDIA, 2018) provided the majority of informations regarding the GPU such as the
whole simulation runtime, time spent in each CUDA kernel during the execution and
temperature of the GPU throughout the process.

Table 5 and Table 6 show memory usage of the WC approach of the MPS method for
a standard 2D dam break test, like the one presented in section 5.2. For this case, there
is a total of 152, 332 particles which 145, 800 of those are fluid particles. 152k particles is
considered a medium amount of particles for a weakly compressible approach assuming
that a GPU is used.

Table 5 – Absolute memory usage of different executions of the WC-MPS for 152k parti-
cles

Sequential OpenMP CUDA
Required CPU Memory (MB) 222 222 290
Required GPU Memory (MB) - - 463

Table 6 – Occupancy in the CPU and GPU memories of different executions of the WC-
MPS for 152k particles

Sequential OpenMP CUDA
Required CPU Memory (%) 2.9 % 2.9 % 3.8 %
Required GPU Memory (%) - - 23.15 %

The memory usage relative to the FI approach is shown in Table 7 and Table 8 for the
same test described above and in section 5.2. 152k particles is considered a high amount
of particles for a FI approach, mainly if the GPU is used, since a linear system of size
𝑁 × 𝑁 , which 𝑁 is the total particle number, has to be fully loaded in the memory. This
is also considered an improvement, since previous works (SILVA et al., 2017; SILVA et al.,
2018) could not even achieve this order of magnitude.
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Table 7 – Absolute memory usage of different executions of the FI-MPS for 152k particles

Sequential OpenMP CUDA
Required CPU Memory (MB) 967 967 997
Required GPU Memory (MB) - - 1174

Table 8 – Occupancy in the CPU and GPU memories of different executions of the FI-
MPS for 152k particles

Sequential OpenMP CUDA
Required CPU Memory (%) 12.6 % 12.6 % 13.0 %
Required GPU Memory (%) - - 59.0 %

Note that, in both approaches, the CUDA versions require not only the GPU memory
but also CPU memory, which is also a slightly bigger amount compared to OpenMP and
the fully sequential executions. This happens due to that most arrays and vectors must
exist in host memory (CPU) as well as in the device memory (GPU) in order to transfer
the particle input information from the CPU to the GPU and to be able to access the
information being processed in the GPU.

A noteworthy information related to memory is the maximum number of particles
reached by the fully incompressible approach, in which the size of the simulation turned
out to be an issue. So, when running in the CPU with 8 GB of available memory, 1, 054, 122
particles was the limit before the program crashed, and, in the GPU with 2 GB of available
memory, 212, 522 particles was the limit also before a crash occurred. Considering the
linear system, this is an interesting amount of particles for the used PC configurations
and the accuracy and precision of the fully incompressible approach. This also shows that
the memory usage is at almost a linear rate, since four times of more memory enabled a
simulation with approximately four times more particles.

5.6 PERFORMANCE ANALYSIS

Following the goal of evaluating the system’s performance, the execution time of each
one of the execution possibilities were measured as well as the duration details of each
function in the execution.

5.6.1 Functions

This subsection aims to expose the system’s bottleneck in its different executions and
approaches. By comparing different approaches in similar execution context it will be
possible to better evaluate the functions performance and which of them deserve a further
study in order to diminish the impact to the system’s computation. As in section 5.5, the
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Figure 22 – Functions profile from sequential execution of WC-MPS and FI-MPS

same test case with 152k particles was used for profiling the functions and the speedup
of the parallelized versions.

Figure 22 shows the immense computational drawback that is the need to solve the
Poisson pressure equation. It is relevant to note that the only difference from the weakly
compressible MPS to the fully incompressible MPS is inside the pressure calculation func-
tion. All other functions remain the same except for minor changes in certain functions
that do not affect performance relevantly. Figure 22 also shows that, despite of the im-
provement in the neighborhood calculation related to (SILVA et al., 2017) and (SILVA et al.,
2018), it still is, in both versions, an execution bottleneck even after the implementation
of the cell linked-list scheme. Th PPE solution in the FI-MPS remains a challenge also
despite of the very important improvement of expanding the simulation size in approxi-
mately 32 times (SILVA et al., 2017) by decreasing the linear system size.

Regarding Figure 23, it is possible to see that relatively, almost nothing has changed
from the totally sequential execution despite of the performance gain that will be detailed
in subsection 5.6.2. That was an interesting result because the performance gain was
relevant as it is going to be detailed, however, there are not any significant changes in the
execution profile, which is initially a good sign, since it shows that there is balance in this
parallelization scale: all functions are equally speeding up.

Finally, Figure 24 presents the CUDA kernels profiles. Here, the PPE solution process
and neighborhood search performance problems emerges. The reasons for both functions
behave in that way are somewhat apparent.

For the PPE solution a numerical iterative method is used to solve the linear system,
the ICCG method, in which it consists in performing an incomplete-Cholesky factorization
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Figure 23 – Functions profile from OpenMP execution of WC-MPS and FI-MPS

Figure 24 – Functions profile from CUDA execution of WC-MPS and FI-MPS
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of the coefficient matrix before it is used by the conjugate gradient method. The referred
factorization serve as a preconditioner for the matrix, with the purpose of decreasing its
condition number so less significant numerical errors are produced. The time performance
problem that arises in the CUDA version from the IC factorization method is that it is a
intrinsically sequential method, with few and complex alternatives on how to diminish its
computational time. The reason of the neighborhood search bottleneck has a similar jus-
tification to the PPE’s; a small part of the neighborhood search algorithm is intrinsically
sequential and can not be parallelized. So, since the rest of the other functions receive a
great performance boost, the neighborhood search and the PPE solution stay far behind.

For those issues, a proper solution would be reimplement the cell linked-list scheme in
a manner parallelization can be achieved more easily by the whole algorithm.

5.6.2 Speedup

In spite of all the above presented performance issues, speedups could be achieved. Table 9
shows the absolute time duration for each method combined with the different executions.

Table 9 – Execution duration for WC-MPS and FI-MPS in different implementation ver-
sions

Sequential OpenMP CUDA
WC-MPS (seconds) 1362 675 371
FI-MPS (seconds) 1196 657 535

Table 10 – Speedups of WC-MPS and FI-MPS in different implementations versions

Sequential OpenMP CUDA
WC-MPS 1 2.02 3.15
FI-MPS 1 1.82 2.23

5.6.3 Simulation limits

This subsection aims to show data regarding performance and memory limitations, such
as maximum frame rate achieved with some specific number of particles and maximum
number of particles that can be loaded in memory during a simulation. Table 11 and
Table 12 show how much frames per second (fps) can be generated depending on the
number of particles in the simulation. In Table 11 the neighborhood is recalculated every
step of the simulation and in Table 12 the neighborhood is recalculated every other step.
The simulation used for this test was a classic 2D dam break with initial particle distance
of 4 × 10−3 𝑚, varying the total particle number.

To illustrate, the test with 18.4𝑘 particles has a liquid column with height of 0.72 𝑚

and length equivalent to half the height size. It is important to note that, increasing
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Table 11 – Fps achieved given number of particles and steps to neighborhood recalculation

Particles fps
4.5 × 104 2
1.84 × 104 10

104 23

Table 12 – Fps achieved given number of particles and steps to neighborhood recalculation

Particles fps
1.41 × 105 3.3
4.5 × 104 10
1.84 × 104 24

the amount of steps between neighborhood recalculations the simulation loses a bit in
precision, however, gains significantly in performance, since this calculation has great
impact on this system execution time, as shown in subsection 5.6.1.

5.6.4 Temperature

In order verify whether the hardware was also behaving appropriately, the temperature
information of the GPU card from both executions with the highest performance was
extracted. For this, the NVDIA Visual Profiler was also used. Table 13 shows the lowest,
highest and average temperatures reached by the GPU card during the executions.

Table 13 – GPU card temperature during the CUDA-enabled implementations

Lowest Highest Average
WC-MPS (°C) 38 69 62
FI-MPS (°C) 39 74 69

NVIDIA says that, in general the maximum temperature of GeForce GTX is 105 °C
(NVIDIA, 2010). Therefore, the displayed temperatures are inside that boundary, which
shows that the hardware is operating accordingly.
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6 CONCLUSIONS

As previously discussed, the study of fluid flow simulation is of great importance in helping
mitigate the consequences of environmental disasters and accidents. It has applications
in a wide range of engineering problems and virtual and augmented reality technologies.
Meshless methods like the MPS are a great alternative to deal with large deformations and
free-surface flow, situations where the traditional mesh-based methods usually perform
inefficiently.

Throughout the development of his research it became clear that, despite the discussed
method suffers from certain instability problems, there have been constant improvements
(both performance or accuracy-related enhancements) described throughout the literature
that justify its use in a large number of scenarios. The considerable amount of referenced
works also show the complexity of this task, the importance of the method to the commu-
nity and the great potential it has to simulate, increasingly more realistically, fluid flows.
Regarding the MPS optimization, it is a delicate subject since this method is commonly
used for replicating real phenomena more reliably when taking into consideration other
meshless approaches. Some authors are able to enhance its performance with accelera-
tion structures and algorithms without losing the precision the method offers (or even
accelerating it with numerical improvements) (HORI et al., 2011) (ZHU et al., 2011) (SILVA

et al., 2017) (SILVA et al., 2018), while other authors prefer, despite the precision loss, re-
place the clear performance and memory bottleneck of the method, which is the assembly
and solution of the PPE, with a state equation to solve the pressures (SHAKIBAEINIA;

JIN, 2010) (TAYEBI; JIN, 2015) and then, parallelize it through GPU (TANIGUCHI; SATO;

CHENG, 2014) (FERNANDES, 2013). Also, the hardware development must be considered
since even more powerful CPUs and GPUs are being manufactured every year, increasing
the parallelized systems performance.

After a research in the literature, it was observed that only the standard MPS method
(KOSHIZUKA; OKA, 1996) or the basic weakly compressible version (SHAKIBAEINIA; JIN,
2010) has been parallelized. This master research provides a wide variety of models, im-
provements and approaches to the MPS technique in which both are entirely parallelized,
through OpenMP and CUDA, all integrated in a single Visual Studio solution. This
enables a practical selection between models, approaches and parameter tuning, from a
physically coherent free-surface incompressible fluid flow simulation, to a GPU-accelerated
multiphase free-surface weakly compressible flow simulation. Regarding the numerical im-
provements, the techniques proposed by (GOTOH, 2013) and (SHAKIBAEINIA; JIN, 2012)
were combined and extended, which generated important enhancements in physical co-
herence, as presented in the Dam Break, Oil Spill and Water Drop tests. In these tests,
results such as the better matching of the fluid’s wavefront with experiments and the
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matching of the oil profile in water with the experiments, show the numerical advances
achieved. Also, the proposed method shows to be compatible with the state of the art
in the Oil Spill test, by qualitatively comparing the proposed method with (DUAN et al.,
2017). The OpenMP-enabled weakly compressible approach achieves a speedup of 2.02
times and the fully incompressible approach of 1.82 times. The CUDA-enabled weakly
compressible approach achieves a speedup of 3.15 times while the fully incompressible
approach of 2.23 times.

Throughout the development of this work, six papers were produced, four of them were
published (SILVA et al., 2017) (SILVA et al., 2015) (BRITO et al., 2017) (BRITO et al., 2017),
(SILVA et al., 2018) is accepted for publication and (BRITO et al., 2018) was submitted
and waiting for acceptance. A book chapter was also published disserting about about
meshless methods for fluid simulation while in a partnership with Universidade de São
Paulo (USP) (ASSI et al., 2016a).

6.1 FUTURE WORK

There is an interesting number of possibilities for future developments of this work. Surely,
refinements in every small part of the code, mainly where improvement possibilities had
not been seen, will lead to a more optimized version; this is considered the path to a
notable real-time simulation.

One possibility that would enhance even further the method’s performance is to im-
prove the GPU implementation of the fully incompressible MPS to be able to run on
multiple GPU simultaneously inside the the same machine or even in a GPU cluster,
which could raise the speedup values to new levels. (TANIGUCHI; SATO; CHENG, 2014)
shows the performance of weakly compressible MPS aided by a GPU cluster; fully incom-
pressible versions of the MPS could benefit greatly from such structures. (FERNANDES et

al., 2015) presents a domain decomposition strategy for a parallelized MPS for running in
a cluster of computers. This enables larger simulations since the simulation domain can
be loaded and solved separately in each one of the pc’s memories and then integrated
back.

Another clear possibility is the issue presented in cell linked-list neighborhood al-
gorithm implemented. The implementation of this acceleration structure enhanced the
performance of the sequential and the OpenMP versions of the code, however it turned
out to be a problem in the CUDA version since it was developed to run in parallel and
became a bottleneck for the GPU versions. An important next step is to rethink and
develop a new cell linked-list scheme from scratch that is able to run in different threads
simultaneously (DOMÍNGUEZ; CRESPO; GÓMEZ-GESTEIRA, 2013).

Still on the optimization field, since the PPE presents a great deal of issues regarding
computational performance, an alternative to the code parallelization could be the us-
age of neural networks that learns the usual results of commonly yielded linear systems
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by incompressible fluid simulation systems. The work of (TOMPSON et al., 2016) shows
promising fluid simulations using this approach.

The addition of a model that allows the interaction between fluids and solids such
as floating bodies, deformable bodies and viscoelastic fluid would increase drastically the
number of application possibilities of the method, mainly if a graphical user interface is
implemented and fully tested and experimented.

The present work was supported by the CNPq, Conselho Nacional de Desenvolvi-
mento Científico e Tecnológico - Brasil (National Council of Scientific and Technological
Development - Brazil), process number: 456332/2013-8.
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