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RESUMO

A area de processamento digital de sinais de voz (PDSV) é uma das mais importantes do
processamento digital de sinais. Como sub-dreas relevantes do PDSV estdo a Codificacdo da Voz e
0 Reconhecimento Automadtico de Locutor (RAL). Esta dissertacdo propde uma nova abordagem
para um vocoder baseado no Mascaramento Pleno em Frequéncia por Oitavas (MPFO) em
adicao a uma técnica de preenchimento espectral via distribuicdo beta de probabilidade. O
método do MPFO consiste em simplificar a magnitude do espectro em frequéncia do sinal,
considerando apenas uma amostra por oitava. Tal abordagem, que oferece um compromisso
entre taxa de bits (e.g. 2,7 kbits/s), complexidade, inteligibilidade e qualidade dos sinais de
voz, permitiu a criagdo de um novo formato bindrio de representacdo digital da voz: o formato
voz. Apresenta-se, também, um novo método de baixa complexidade computacional para RAL,
baseando-se em uma das propriedades-chave da percep¢ao auditiva humana: o mascaramento
acustico em frequéncia. O vetor caracteristico dos quadros do sinal de voz é representado pela
fracdo média das amplitudes dos tons de mascaramento em cada oitava. Ambos os tipos de
reconhecimento de locutor (de texto dependente e de texto independente) sao estudados. Os
resultados confirmam que o algoritmo proposto oferece um compromisso entre a complexidade
e a taxa de identificacdes corretas (tipico 85%), sendo atrativo para aplicacdes em sistemas

embarcados.

Palavras-chave: Vocoder. Reconhecimento automatico de locutor. Mascaramento em frequéncia.



ABSTRACT

Digital processing of speech signals (DPSS) is one of the most important areas of digital signal
processing. Voice coding and automatic speaker recognition (ASR) are relevant DPSS sub-fields.
This dissertation introduces a new vocoder scheme, which is based on full frequency masking
per octave (FFMO), jointly with a new spectral stuffing technique through the beta probability
distribution. The FFMO method consists of simplifying the magnitude of the voice spectrum. It
retains just one spectral sample per octave. This approach offers a tradeoff between the bit rate
(e.g., 2.7 kbits/s), complexity, intelligibility and voice quality. A new file format, termed voz,
was proposed. A novel and low-complexity ASR technique, based one of the key-properties of
the human hearing perception - the auditory frequency masking - is also presented. The feature
vectors of voice frames are represented by the average amplitude of the largest spectral samples
within each octave. Both text-dependent and text-independent speaker recognition is investigated.
Results support a tradeoff between recognition efficiency (typically 85%) and complexity of this

kind of vocoder-based systems, being thereby attractive for embedded systems.

Keywords: Vocoder. Speaker automatic recognition. Frequency masking.
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1 INTRODUCAO

Nos dias atuais, os frequentes avancos na eletronica e na informética estao causando um
explosivo crescimento no uso de maquinas para o processamento de informagcdo. Em meio a
toda essa evolucgdo, faz-se necessdrio uma forma eficiente de transferéncia de informacao entre
homem e maquina, em ambos os sentidos. A possibilidade de realizar essa comunicacao através
da voz torna essa interac@o mais 4gil e produtiva, uma vez que, além de ser a forma mais simples,
natural e universal de comunicag@o do ser humano, permite ao usudrio uma maior liberdade para
a realizacdo de outras tarefas, oferecendo intimeras vantagens, como velocidade de transmissao,
mobilidade e acesso remoto a informacdo (RABINER; SCHAFER, 1978).

O interesse pela interacio homem-mdaquina a partir da fala tem aumentado
consideravelmente, dando origem a uma demanda muito grande por sistemas capazes de
representar a voz de uma maneira eficiente, reconhecer o que estd sendo dito ou quem se
estd falando, ou ainda responder ao que estd sendo solicitado (MINKER; BENNACEF, 2004).

Historicamente, pode-se considerar que a barreira da distdncia na comunicacao falada foi
quebrada em 1876, quando da invengdo do telefone por Alexander Graham Bell (SCHROEDER,
1981). Desde entdo, a importincia da comunicacdo a distancia na sociedade ndo tem parado
de crescer, sendo essencial para difusdo de informacao entre pessoas e paises. A introdugdo da
comunicagdo digital na década de 70 iniciou uma nova era na comunicacao, tendo a representacao
eficiente de sinais de voz tornado-se uma drea de grande importancia. Devido a existéncia de
varias questdes que ainda ndo foram solucionadas, muito estudo ainda vem sendo realizado
na drea de Processamento Digital de Sinais de Voz (PDSV). Muitos deles sao feitos visando
a reducgdo da taxa de bits, sendo esse um pardmetro muito importante na defini¢do da largura
de banda do canal de transmissao. A necessidade desta redu¢do permanece mesmo com o
aumento da largura de banda desses canais de transmissdo, possibilitando a transmissao de
um numero maior de sinais no mesmo canal ou permitindo a utilizacdo em canais ruidosos
(SPANIAS; PAINTER; ATTI, 2007). Da mesma forma, o advento das tecnologias multimidia
e a necessidade de armazenamento de grandes quantidades de informacgdo para utilizagao
posterior, exige reducdo da taxa de bits, jd que esta determina o espaco requerido na unidade de
armazenamento (MIRANDA, 2002).

Codificagdo pode ser entendido como a representacdo eficiente do sinal com vista a
sua transmissao ou armazenamento, mas mantendo uma qualidade aceitavel, exigida pelas
eventuais aplicagdes. Os sistemas responsdveis por realizar compressoes em sinais de voz sao os
codificadores de voz ou vocoders. Os mais eficientes, ao se aproveitar de algumas propriedades
psicoacusticas do ouvido humano e de caracteristicas redundantes do sinal de voz, conseguem
trabalhar com taxa de 2 kbits/s (MIRANDA, 1996).
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Outras areas de PDSV também sao bastante investigadas. Uma bastante relevante, cujo
estudo foi inaugurado ha mais de 30 anos e que ganhou for¢a com a inclusdo dos modelos ocultos
de Markov (HMM, do inglé€s Hidden Markov Models), € o Reconhecimento Automatico de
Locutor (RAL) (PARANAGUA, 1997). Este sistema consiste de uma técnica fundamental para
0s mecanismos de segurancga, que podem analisar um segmento de voz e reconhecer a pessoa
que o produziu. O RAL € dividido em Verificacdo Automatica de Locutor (VAL) e Identificacdo
Automatica de Locutor (IAL) (CAMPBELL, 1997). A VAL € o processo de aceitar ou rejeitar a
identidade pretensa de um locutor teste. A IAL objetiva identificar o autor de uma dada elocugdo
teste baseado em um conjunto de possiveis locutores previamente treinados. O RAL € uma érea
da Inteligéncia Artificial em que o desempenho da maquina pode superar o desempenho de seres
humanos: usando curtas locugdes testes e um grande nimero de locutores, a precisdo da VAL ou
da IAL, frequentemente, excede aquela dos seres humanos. Verifica-se isto, especialmente, para
locutores nao familiares, cujo “tempo de treinamento” requerido para assimilagao de uma nova

voz € maior quando comparado ao tempo necessitado pela maquina.

Para efetuar o reconhecimento em si, os principais métodos utilizados sdo os baseados
em HMMs (TISHBY, 1991), Modelos de Mistura Gaussiana (GMMs) (REYNOLDS; ROSE,
1995), Dynamic Time Warping (DTW) (CAMPBELL, 1997) e Redes Neurais Artificiais
(RNAs) (FARRELL; MAMMONE; ASSALEH, 1994). Nas que utilizam HMMs, a precisao do
reconhecimento pode chegar a quase 99%, mas essa taxa € conseguida sob altas complexidade e
demanda computacionais (PEACOCKE; GRAF, 1990).

Algumas pesquisas na drea de reconhecimento de locutor visam reduzir a complexidade
computacional de métodos ja existentes e que, invariavelmente, requerem grande carga
computacional para o processamento. O trabalho publicado em (DAN et al., 2008), baseado no
LS-SVM (Least Square Support Vector Machine), transforma um problema de programagao
quadrética, do convencional Support Vector Machine (SVM), num problema de programacgao
linear, reduzindo assim a complexidade computacional. Outras publica¢cdes procuram aprimorar
o desempenho dos métodos de reconhecimento em ambientes ruidosos, como em (WANG et al.,
2007) (SHAO; WANG, 2006).

Neste trabalho, os interesses sao nas dreas de codificacao de voz, sugerindo um novo tipo
de vocoder e introduzindo um inovador formato bindrio de armazenamento de sinais de voz, e

no RAL, apresentando uma nova técnica para as identificagdes dos locutores.

1.1 Objetivos

Esta dissertacdo possui dois objetivos principais. O primeiro é o desenvolvimento de um
novo sistema de codificagdo de voz (vocoder) que seja ttil para economizar largura de banda
em aplicacdes requerendo inteligibilidade, bem como para o monitoramento de conversas de

voz de longa duracdo, decorrentes de espionagem autorizada. Este sistema utiliza uma técnica
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definida por Mascaramento Pleno em Frequéncia por Oitava (MPFO), em adicdo a um método
de preenchimento espectral via distribui¢ao beta de probabilidade. Tal abordagem permitiu a
criacdo de um novo formato de codificacdo para sinais de voz: o formato binario voz. O segundo
objetivo € apresentar uma nova abordagem para o RAL, motivado a partir da sintese do vocoder
proposto e que herda parte da sua teoria. O sistema oferece um compromisso entre complexidade
computacional e taxa de identificacdes corretas, podendo ser atrativo para aplicacdes em sistemas

embarcados.

1.2 Estrutura

A dissertagdo estd dividida em oito capitulos. O Capitulo 1, Introdugcdo, contextualiza a
pesquisa e apresenta seus objetivos. O Capitulo 2, O Som e sua Percepgdo pelos Seres Humanos,
aborda caracteristicas relacionadas ao som e as formas pelas quais o sistema auditivo humano
percebe a sua presenca. O Capitulo 3, A Voz, apresenta uma descri¢do do sinal de voz, desde
sua geracdo em forma de ar pelos pulmdes até sua saida, de diversas maneiras, pela boca.
Exibe, também, um modelamento matemadtico para o sistema de producdo da voz. Os Capitulos
4 e 5 sdo pertinentes ao sistema de codificagdo de voz proposto na dissertacdo. O Capitulo
4, Codifica¢do Digital da Voz, apresenta o processo de digitalizacdo da voz, introduzindo a
codificacdo paramétrica e especificando alguns codificadores existentes. Também sao expostas
algumas técnicas de codificacdo da voz. O Capitulo 5, Um Novo Padrdo de Codificacdo de
Voz, diz respeito ao desenvolvimento do sistema de codificagdo proposto pela dissertacao,
introduzindo as técnicas utilizadas para sua implementacao e apresentando resultados de testes
realizados. Os Capitulo 6 e 7 sdo referentes ao sistema de RAL proposto no trabalho. O Capitulo
6, Reconhecimento Automdtico de Locutor, descreve o funcionamento dos sistemas de RAL e
detalha alguns de seus tipos. Cita, também, algumas possiveis aplicacdes para eles. O Capitulo
7, Sistema de RAL Proposto, detalha o sistema de RAL desenvolvido e exibe resultado de
simulacOes envolvendo procedimentos padrao. O Capitulo 8, Discussoes e Conclusdes, apresenta
as conclusdes gerais deste trabalho e algumas sugestdes para trabalhos futuros. A dissertacao,
também, é composta de um apéndice e quatro anexos. O Apéndice A, Artigos Publicados, lista
os dois artigos publicados temas desta dissertacdo, juntamente com a cépia de cada um deles. O
Anexo A, Codigos Fonte (vocoder), € o Anexo B, Cédigos Fonte (RAL), exibe os codigos fonte,
em MATLAB®, dos algoritmos utilizados na implementacdo dos sistemas propostos no trabalho.
O Anexo C, Manual para Geragdo do Padrdo de Voz, contém procedimentos necessarios para
obtenc¢do dos padrdes de voz dos locutores a partir de um nimero de elocugdes de treinamento

definido pelo usudrio do sistema. O Anexo D inclui um CD contendo os seguintes itens:

* Versdo em pdf desta dissertacio;

* Algoritmos do vocoder proposto;
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* Algoritmos do RAL proposto;

* Arquivos de voz utilizados nos testes.
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2 O SOM E SUA PERCEPCAO PELOS
SERES HUMANOS

2.1 Definicao de Som

O som é definido como um fendmeno acistico. E uma vibracdo propagante em um meio
na frequéncia de 20 Hz a 20 kHz. Essas vibracdes geram mudangas na pressao, resultando
numa série de compressoes e rarefacdes longitudinais do meio, criando regides mais densas e
outras menos densas, que, ao atingirem o ouvido dos seres vivos, fazem vibrar os seus timpa-
nos (RUMSEY; MCCORMICK, 2006). Nervos que ligam o timpano ao cérebro interpretam
essas vibragdes e o resultado € a sensacdo auditiva (BRANCO NETO, 2000). Fontes sonoras
simples, como colunas de ar, cordas, membranas, etc podem gerar essas vibragdes. A Figura

1 ilustra a onda longitudinal criada pela sucessdo de compressdes e rarefagdes das particulas de ar.

Figura 1 — Imagem da onda longitudinal criada com as sucessdes de rarefagdes e compressoes
das particulas de ar.

Compressoes

i
Dire¢ao do movimento

da particula de ar Dire¢ao aparente da viagem da onda

Fonte: Adaptado de Rumsey e McCormick (2006).

Como uma onda mecénica, o som necessita de um meio (elastico, viscoso) dotado de
forcas internas para se propagar — impossibilitando a propagacio no vdcuo — e sua velocidade
de propagacdo depende desse meio. No ar (fluido de baixa viscosidade) o som se propaga com
uma velocidade de aproximadamente 340 m/s (BARBOSA, 2008).

2.2 Caracteristicas do Som

As principais caracteristicas do som sdo:

* Frequéncia

e Altura ou Pitch
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¢ Volume

¢ Timbre

2.2.1 Frequéncia

A taxa na qual a fonte sonora produz vibragdo em um meio de propagacado, num dado
intervalo de tempo, € referida como a frequéncia da onda sonora. Ela ¢ medida em hertz (Hz)
em homenagem ao fisico alemao Heinrich Rudolf Hertz (1857-1894) (BARBOSA, 2008). A
frequéncia estd diretamente ligada a altura do som. Quanto maior for a frequéncia de uma onda,
maior serd a sua altura e, consequentemente, mais aguda serd a sua sonoridade (BRANCO
NETO, 2000).

2.2.2 Altura

Altura € a sensacdo auditiva que cada pessoa possui em relacao as frequéncias de um
determinado som, sendo restrita 2 interpretacio individual de cada uma. E o que determina se o
som € alto ou baixo. Esta percepcao auditiva em relacio a frequéncia da componente fundamental
de um som é referida como pitch, termo também utilizado para se referir a prépria frequéncia
fundamental da onda sonora (SMITH, 2003).

Um som com um alto pitch corresponde a um som com uma alta frequéncia fundamental,
consequentemente a um som mais agudo (mais alto). Em contrapartida, um som com um baixo
pitch corresponde a um som com uma baixa frequéncia fundamental e, por conseguinte, a um
som mais grave (mais baixo). As frequéncias multiplas da frequéncia fundamental sdo nomeadas

harmoOnicos do sinal.

E comum se confundir altura com intensidade. Por exemplo, apds se tocar uma corda
no violdo, suavemente, ouve-se um som; ao tocd-la, novamente, com uma for¢a maior, ndo sera
ouvido um som mais alto, serd ouvido um som mais forte, intenso. Para se ouvir um som mais
alto, basta tocar uma corda que soe em uma frequéncia maior, independente da for¢a aplicada a
ela.

2.2.3 \Volume

O volume é uma medida da intensidade de um som (SMITH, 2003). Est4 relacionado
com a quantidade de compressdo e rarefacdo do ar que resulta da vibragdo da onda sonora
(RUMSEY; MCCORMICK, 2006). E medido em unidade de fons. Um fon corresponde a 1 dB
do nivel de pressao sonora acima do limiar de audicao nominal (o nivel de pressao sonora de
20 pPa).
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2.2.4 Timbre

O timbre € determinado pelo conteddo harmonico do sinal (SMITH, 2003) — a relagcdo
entre o nivel da fundamental, os niveis dos harmonicos e suas evolugdes no tempo — que surge
da conformacio da onda. E uma caracteristica importante por diferenciar a voz das pessoas
e o som de diferentes tipos de instrumentos. Esta caracteristica deve-se ao fato de que uma
onda sonora, em geral, nao é produzida por apenas uma frequéncia fundamental, mas por uma

composi¢ao da frequéncia fundamental associada com os seus harmonicos.

Uma mesma nota musical tocada por dois instrumentos distintos apresenta um mesmo
pitch. Entretanto, as notas ndo soam identicamente porque seus conteidos harmdnicos sao
diferentes (as amplitudes dos seus harmonicos sdo diferentes). Esses sons produzidos tem,
portanto, timbres diferentes. Em geral, uma dada forma de onda particular possui apenas um
Unico timbre, mas um timbre particular pode ser produzido por um niimero infinito de possiveis

formas de onda.

2.3 Percepcao Humana do Som

A percepcao humana do som € um problema complexo. O sistema auditivo humano
ndo capta, ndo interpreta, nem ‘“sente” todos os sons da mesma maneira (COOK, 2002). A
psicoactstica, um ramo da psicofisica, busca compreender todo este processo, estudando a
relacdo entre as medidas fisicas dos sons e as formas com que sdo interpretadas pelo cérebro
humano (BRANCO NETO, 2000).

Vérios métodos de processamento de sinais de 4udio utilizam-se de modelos da
psicoacustica e da sensitividade da audi¢ao humana (VASEGHI, 2007) para projetar sistemas
com taxas de codificacdo mais eficientes, todavia, sem sacrificar, significativamente, a qualidade
do som (BHARIKTAR; KYRIAKAKIS, 2006). Algumas propriedades da percep¢ao auditiva
humana (e.g., seletividade em frequéncias, insensitividade a fase e mascaramento em tempo e
frequéncia) sdo exploradas para projetar sistemas mais eficientes. Algumas delas foram relevantes
para a implementacdo desse trabalho, em especial o mascaramento psicoacustico auditivo

humano.

A fim de se entender algumas propriedades psicoacusticas sentidas pelos seres humanos,
as quais serdao detalhadas mais adiante, faz-se necessdrio conhecer a estrutura fisiologica do

ouvido humano e compreender o seu processo de audi¢do.

2.3.1 A Anatomia do Ouvido Humano

O ouvido € o 6rgdo usado para detectar as ondas sonoras. Ele funciona basicamente como
um transdutor, convertendo as variagdes de pressdo do ar, que chega ao timpano, em impulsos

elétricos transmitidos para o cérebro e interpretados como som (VASEGHI, 2007) .



Capitulo 2. O Som e sua Percepgdo pelos Seres Humanos 26

A Figura 2 ilustra a anatomia do ouvido humano, compreendendo suas trés partes basicas:

1. ouvido externo: responsdvel por captar as vibragdes do ar e direciond-las ao timpano.

2. ouvido médio: responsavel por converter as vibragcdes de ar, que se chocam ao timpano,
em vibracdes mecanicas dos ossiculos, as quais irdo colidir com a regido mais interna do

ouvido.

3. ouvido interno: responsdvel por transformar as vibragcdes mecanicas do ouvido médio em

vibracdes hidrdulicas dos tubos cheios de fluido da cdclea.

Figura 2 — Imagem da anatomia do ouvido humano.

Ouvido Externo Ouvido Médio Ouvido Interno

i Ossiculos ! /

/ Nervo Auditivo

Orelha

Timpano

Canal Auditivo Trompa de Eustaquio

Fonte: Adaptado de Watkinson (2001).

2.3.1.1 OQuvido Externo

O ouvido externo € constituido pelo pavilhao auditivo ou orelha, pelo canal auditivo —
um tubo de cerca de 0,5 cm de didmetro que se estende por cerca de 2,5 cm para dentro do ouvido
— e pela camada exterior ao timpano. A orelha, a estrutura visivel do ouvido, € a responsavel por
distinguir a dire¢do da fonte sonora, uma vez que ao possuir uma estrutura refletiva, consegue
amortecer determinadas componentes do som e amplificar outras, em funcdo da localizacao da
mesma. Por outro lado, a mesma nao desempenha qualquer fun¢ao no reconhecimento do som
no plano horizontal (PENHA, 1996).

A presencga de um ouvido em cada lado da cabecga permite a audi¢do estereofbnica e a
habilidade de encontrar a dire¢do de chegada do som pela anélise da intensidade relativa e fase

(atraso) das ondas sonoras que alcangam cada ouvido (VASEGHI, 2007).
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Pelo canal auditivo penetra o som vindo do exterior, o qual é conduzido até 8 membrana
timpanica ou timpano, que possui uma ressonancia natural de aproximadamente 3400 Hz. Esta

estimativa € encontrada pela seguinte expressao:

f=£ ()

em que c € a velocidade de propagacdo e L é o comportamento do canal (PENHA, 1996). Neste

caso, pode-se adotar c=340m/se L =2,5 cm.

2.3.1.2 Ouvido Médio

Estrutura do ouvido que serve, basicamente, como um casador de impedancia e como
um amplificador (VASEGHI, 2007). E constituido de trés pequenos ossos interconectados que
ligam a membrana timpanica ao ouvido interno por meio da janela oval (uma outra membrana).
Os sons que chegam ao timpano induzem-o a vibrar e essas vibragdes sdo transmitidas através do
ouvido médio pelos trés ossiculos (martelo, bigorna e estribo) para o ouvido interno. O timpano

age como um transdutor actustico-mecanico.

Aos ossiculos estdo acoplados musculos tensores, que podem atenuar a transmissao
de vibragdes, especialmente em baixas frequéncias, em que a atenuagio pode atingir 30 dB.
Estes musculos proporcionam uma compressdo da faixa dindmica da percepgdo sonora, além
de agirem como prote¢do reflexa contra sons de alta intensidade. A presenca desses ossiculos
melhora a propagacao do som, reduzindo a quantidade de reflexdes por meio do principio do
casamento de impedancia. A maior parte desse processo de conversdo de impedancia resulta da
diferenca, em 4rea, entre o timpano, cuja drea € de cerca de 60 mm?, e a janela oval, cuja drea é
de aproximadamente 4 mm?. Uma vez que a pressdo é inversamente proporcional 2 drea, hd um

aumento da pressdo da onda sonora por quase 15 vezes (SMITH, 2003).

Uma outra estrutura importante da regidao intermedidria do ouvido € o tubo de Eustiquio,
que conecta o ouvido médio a nasofaringe da garganta. Esse tubo se abre com o ato de engolir
ou de tossir para equalizar a pressdo entre o ouvido médio e a pressdo ambiente estabelecida na
garganta (VASEGHI, 2007).

2.3.1.3 OQuvido Interno

O ouvido interno é o principal 6rgio da audigo. E nele que se encontram as estruturas
que permitem ao seres humanos identificarem e caracterizarem os sons € suas caracteristicas
fundamentais: frequéncia, intensidade e timbre. Tem como fun¢do transformar as vibragdes
mecanicas dos ossiculos do ouvido médio em um padrdo de ondas viajantes, que atingem
a membrana basilar e produzem descargas neurais nas células capilares do 6rgao de Corti
(VASEGHLI, 2007).
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O ouvido interno € constituido pela céclea, por canais semicirculares e pelo nervo
auditivo. A céclea é um 6rgdo em forma de caramujo, que, se esticado, teria comprimento de
2 a 3 cm. Além de estar preenchida de fluido, a superficie interna da céclea, conhecida como
membrana basilar, € recoberta por cerca de 20.000 células nervosas, que se sensibilizam de
forma diferente, dependendo da intensidade e da frequéncia do som. Tal fato nos faz perceber,

de forma diferente, dois sons de igual intensidade, mas de frequéncias distintas e vice-versa.

A medida que uma onda de compressio se move da interface entre o ouvido médio ao
ouvido interno através da cdclea, as células nervosas, em forma de cilios, sdo empurradas e
entram em movimento. Cada uma destas células possui uma sensibilidade natural para uma dada
frequéncia de vibracdo. Quando a frequéncia da onda de compressdo casa com a frequéncia
natural da célula nervosa, a célula ressoa com uma grande amplitude de vibracdo. Esta vibragdo
ressonante induz a célula a liberar um impulso elétrico, que passa ao longo do nervo auditivo
para dentro do cérebro. A céclea opera, entdo, como um analisador de espectro ou como um
banco de filtros seletivos distribuidos (VASEGHI, 2007).

O ouvido normal €, assim, capaz de distinguir sons com frequéncias entre 20 Hz e 20 kHz,
embora a resposta para altas frequéncias diminua acentuadamente com a idade (50% das pessoas

nao ouvem acima de 15 kHz).

2.3.2 Largura de Banda, Sensitividade e Faixa Dinamica da Audi¢ao

O ouvido apresenta resposta perceptual aproximadamente logaritmica, tanto na distingdo
de frequéncias como na de intensidade sonora. E conveniente, entdo, medir o nivel de pressao
sonora em escala logaritmica, sendo definida a unidade “dB SPL” (do inglés “Sound Pressure

Level’”) como:

SPL220. 1ogp£ (dB SPL), )
0

em que pg € o limiar inferior de audibilidade para um ouvido normal. A quantidade € associada a
uma amplitude de pressdo sonora de 20 pPa r.m.s. (2.107° N/m?) na frequéncia de 1 kHz, com p,
=20 pPa. O limiar de desconforto, aquele em que o som passa a ser doloroso e, potencialmente,
prejudicial a satide é atingido com pressdes sonoras 1.000.000 de vezes maiores. A titulo de

exemplo, a Tabela 1 lista as intensidades sonoras de alguns tipos de sons.
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Tabela 1 — Exemplos de situacdes sonoras.

dB SPL dB SPL
Avido a jato 155 Restaurante 60
Limiar de dor 140 Residéncia urbana 40
Limiar de desconforto 120 = 1W/m? Casa de campo 30
Orquestra fortissimo 110 Orquestra pianissimo 30
Rebitadeira 100 Estidio de gravacao 20
Fébrica 78 Folhagens na brisa 10

Trafego pesado 68 Limiar de audi¢io 0 = 1pW/m?
Escritério ruidoso 65 Ruido térmico do ar -10 dB

Fonte: Produzido pelo autor.

O ouvido € sensivel a uma faixa de frequéncias audivel entre 20 Hz e 20 kHz. Dentro
deste intervalo, sua resposta em frequéncia varia acentuadamente devido as formas e proprieda-
des fisicas do canal do ouvido e do ouvido médio. O ouvido € menos sensivel a vibracoes de
pressao sonora abaixo de 100 Hz e acima de 10 kHz, e € mais sensivel a vibracdes do som nas
frequéncias entre 500 Hz e 5 kHz, com sensibilidade méxima em torno de 3 kHz (VASEGHI,
2007).

Figura 3 — Curvas de igual sonoridade: padrao ISO 226:2003.
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Fonte: Adaptado de Watkinson (2001).
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Na Figura 3, € possivel observar o comportamento da sensibilidade do ouvido humano,
que € representado em curvas de nivel de igual sonoridade. Ao longo de cada uma dessas
curvas, as diferentes frequéncias tem mesma sonoridade percebida que a frequéncia de referéncia
de 1 kHz. Essas curvas foram, primeiramente, desenvolvidas por Fletcher Munson em 1933
(VASEGHLI, 2007). Novas curvas foram, posteriormente, obtidas por Robinson e Dadson em
1956, sendo consideradas mais precisas do que as antecedentes. Elas tornaram-se a base para o
padrao ISO 226 até 2003. Desde entdo, o novo padrao revisado ISO 226:2003 € adotado.

A curva pontilhada inferior da Figura 3 representa o contorno do campo audivel minimo
e retrata, na média (entre os ouvintes), o limite inferior absoluto da audicdo humana em
varias frequéncias (BHARIKTAR; KYRIAKAKIS, 2006). Este nivel foi escolhido, ja que é,
aproximadamente, igual ao limiar médio de audic¢do para o ser humano com percepg¢do auditiva
normal em 1 kHz (frequéncia em que o ouvido humano € significativamente sensivel (HOLMES;
HOLMES, 2002)). Qualquer som que se encontra nesse limiar de audi¢do (apenas perceptivel) é
dito ter uma sonoridade de O fons. Todos os pontos ao longo de umas das curvas da Figura 3
terdo sonoridades iguais, embora claramente um maior “nivel de pressdo sonoro” seja necessario
nos extremos do espectro (RUMSEY; MCCORMICK, 2006). As ondulacdes na sensibilidade
auditiva ocorridas na faixa de 1 a 10 kHz sdo causadas pela onda estaciondria ressonante no
canal auditivo (VASEGHI, 2007). A curva pontilhada superior corresponde ao limiar de dor. Se
um som encontra-se neste limiar, terd uma sonoridade de aproximadamente 120 fons (RUMSEY;
MCCORMICK, 2006). Note que o limiar de audi¢@o € cerca de 70 dB SPL em 10 Hz, 0 dB SPL

em 1 kHz — frequéncia de referéncia —, e cerca de -10 dB SPL em torno de 3 kHz.

Chama-se de faixa dindmica da audi¢do a diferenca entre o limiar de audicao (0 dB SPL)
e o limiar da dor (120 dB SPL). Dessa forma, a diferenca entre o som mais alto e o som mais
fraco que os humanos podem ouvir € cerca de 120 dB SPL, que corresponde a uma variacao de
um milh@o na amplitude. As pessoas podem detectar mudangas na amplitude do sinal quando ele
¢ alterado por cerca de 1 dB SPL (12% na amplitude), existindo portando 120 niveis que podem

ser percebidos de um mais fraco murmurio para um mais barulhento trovao (SMITH, 2003).

Experimentalmente, determinou-se que as regides confortiveis para audicdo de musica

ou voz abrangem faixas dinamicas, respectivamente, de 70 dB SPL e 30 dB SPL.

2.3.2.1 Limiar Absoluto da Audicao

O limiar absoluto da audi¢do (LAA) caracteriza a quantidade de energia necessaria para

que um tom puro possa ser detectado por um ouvinte em um ambiente sem ruido.

A Figura 4 ilustra uma curva tipica do limiar absoluto, na qual o eixo horizontal indica a
frequéncia em Hz, enquanto que o eixo vertical representa o limiar absoluto em dB SPL, que
¢ associado a uma intensidade de referéncia de 107! W/m? (uma quantidade padrio para a
medida da intensidade do som) (SMITH, 2003).
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Figura 4 — Gréfico do limiar de audigao.
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Fonte: Produzido pelo autor.

A curva do limiar de audi¢do pode ser bem aproximada pela funcao ndo linear (VASEGHI,
2007)

LAA(f) = 3.64(f/1000)°% — 6.5¢0-60//1000-33)* | 10=3(£/1000)*  (dB SPL), (3)

a qual é representativa de uma pessoa jovem com uma audi¢do apurada, mas que reflete apenas um
comportamento médio. A forma atual varia de pessoa para pessoa e € medida experimentalmente
soando um tom de uma certa frequéncia e variando sua intensidade até a pessoa ja ndo perceber o
seu efeito. Ao repetir-se as medidas para um grande nimero de valores de frequéncia, obtém-se
a curva do limiar de audi¢do da Figura 4 (CHU, 2003). Note que a médxima sensitividade da
audi¢do (o minimo valor de LAA) ocorre em torno de 3 e 4 kHz e € cerca de -5 dB SPL. Os
niveis de pressdo somente detectdveis na frequéncia de maxima sensitividade da audi¢cao ndo s@o

detectdveis em outras frequéncias.

Considerando estas propriedades, pode-se tirar vantagem da curva de limiar absoluto no

projeto de codificadores de voz, pois:

* Nao hd necessidade de se considerar quaisquer sinais com uma intensidade inferior ao
limiar absoluto, uma vez que eles niao tem qualquer impacto sobre a qualidade final do

codificador.

* Mais recursos devem ser alocados para a representacdo dos sinais dentro da faixa de
frequéncia mais sensivel, em linhas gerais de 1 a 4 kHz, ja que distor¢des nesta faixa sio
mais perceptiveis (CHU, 2003).
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2.3.3 Bandas Criticas da Audicao

Anatomicamente, as bandas criticas (BC) da audi¢do sdo segmentos da cdclea de
cerca de 1.3 mm de comprimento, que agem como filtros passa-banda (VASEGHI, 2007).
Sao representagdes para um modelo matematico do ouvido humano, que divide o espectro
audivel em bandas de largura nao-uniformes, dentro das quais as caracteristicas auditivas podem

ser consideradas constantes.

O conceito de banda critica é importante no entendimento da audi¢do, porque ele ajuda a
explicar como alguns sinais sdo “mascarados’ na presenca de outro (RUMSEY; MCCORMICK,
2006). Este conceito foi baseado em observacdes experimentais da percep¢ao de sinais de dudio
ao longo da membrana basilar da céclea, lugar onde acontecem as transformagdes espago-
frequéncia. Alguns experimentos mostraram que, em qualquer frequéncia ao longo da céclea, o
ouvido comporta-se como uma série de filtros passa-banda conhecidos como bandas criticas. As
larguras de bandas criticas sdo ndo-uniformes (dependentes de frequéncias) (VASEGHI, 2007) e
suas respostas em magnitude sdo assimétricas e ndo-lineares. Por apresentar essas caracteristicas,
o efeito de dois ou mais tons presentes em uma mesma banda critica € diferente do efeito deles

em diferentes bandas criticas.

O termo largura de banda critica (LBC) foi introduzido por Fletcher em 1940, que
também usou a expressdo BC para referir-se ao conceito de filtro auditivo (HOLMES; HOLMES,
2002). Desde que ele introduziu esse conceito, uma série de experimentos foram realizados
para investigar o fendomeno de BC e estimar sua largura. Baseado em alguns experimentos
preliminares, Zwicker, em 1961, classificou a LBC como fun¢do de uma frequéncia central.
Esses valores sdo mostrados graficamente na Figura 5, os quais sdo modelados matematicamente

pela seguinte equagao:

2 0,69
BC(f) =25+ 75 (1 +1,4 (1%3) ) (Hz). 4)

Embora a fun¢do BC(f) seja continua, é 4til, para a construcéo de sistemas praticos,
tratar o ouvido como um conjunto discreto de filtros conforme a Equacgdo (4). Pela Figura 5,
nota-se que a LBC tende a permanecer constante (cerca de 100 Hz) até 500 Hz e cresce para

aproximadamente 20% da frequéncia central acima de 500 Hz.

Como dito anteriormente, Zwicker classificou a LBC como fun¢do de uma frequéncia
central. Ele prop0s a escala Bark para essa finalidade, segundo o qual a diferenca de 1 bark
representa a largura de uma BC sobre uma inteira faixa de frequéncia (HOLMES; HOLMES,
2002).
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Figura 5 — Gréfico do modelo da banda critica obtido da Equacao (4).
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Fonte: Adaptado de Spanias, Painter e Atti (2007).

Figura 6 — Gréfico da relacdo entre a frequéncia (Hz) e a banda critica na escala Bark.

25
)
s 20t
a
N;
< 151
ﬁ 15 x - frequéncias centrais da BC
8
= I
S 10
3
S
g
g O
=
RS 1

%0 5k 10k 15k 20k

Frequéncia (Hz)

Fonte: Adaptado de Spanias, Painter e Atti (2007).

O mapeamento da escala linear de frequéncia, em Hertz, para a escala Bark, Z.(f),

ilustrado na Figura 6, é dado pela equacao abaixo:

2
4 f
Zc(f) = 13, 0 arctan(?, 6 x 10 ) + 3, o arctan <m) (B(l?”k) (5)

A Tabela 2 apresenta um banco de filtros idealizado que corresponde aos pontos discretos nume-

rados nas curvas das Figuras 5 e 6.
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Tabela 2 — Banco de filtros idealizado.

Indice da Banda Frequéncia Central(Hz) Largura de Banda (Hz)
1 20 —100
5 450 400 - 510
10 1175 1080 — 1270
15 2500 2320 — 2700
19 4800 4400 — 5300
21 7000 6400 — 7700
22 8500 7700 — 9500
24 13.500 12000 — 15500
25 19.500 15500 —
Fonte: Produzido pelo autor.

Correspondentes as frequéncias centrais da Tabela 2, os pontos numerados nas Figuras 5

e 6 ilustram que o espacamento, em Hertz, ndo-uniforme dos banco de filtros (Figura 7) é, na
pratica, uniforme na escala Bark (SPANIAS; PAINTER; ATTI, 2007). Dessa forma, uma LBC

engloba um bark.
Figura 7 — Esquema do banco de filtros de banda critica idealizado.
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Fonte: Adaptado de Spanias, Painter e Atti (2007).

Muitas das mais recentes estimativas da largura de banda critica sdo baseados em experi-

éncias de mascaramento para determinar a forma do filtro auditivo e estimar a largura de banda
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equivalente retangular (ERB, do inglés “Equivalent Rectangular Bandwidth”). Tais experiéncias
sdo motivadas pelo fato dos filtros auditivos ndo terem uma resposta retangular no dominio
da frequéncia e nao serem completamente especificados pelas suas larguras de bandas criticas
(HOLMES; HOLMES, 2002). A ERB ¢ definida como a largura de banda de um filtro passa-
banda retangular ideal que permite passar uma mesma poténcia que uma BC (WATKINSON,
2001).

2.3.4 Mascaramento

A faixa dinamica de 120 dB do ouvido humano representa a relagao entre os niveis de
audibilidade e de desconforto para sons individuais. No entanto, quando dois sons de intensidades
e frequéncias diferentes sdo combinados simultaneamente, ocorre o fendmeno do mascaramento,
que pode ser descrito como um deslocamento relativo do limiar de audibilidade, provocado pela

presenca de tons de maior intensidade.

O mascaramento refere-se, em linhas gerais, ao processo no qual um som € interpretado
como inaudivel devido a presenca de outro som (CHU, 2003), tornando-se, desta forma,
irrelevante para a percepgio auditiva humana. E esta caracteristica que permite, aos diversos
sistemas de codificacdo de dudio, conseguirem uma maior compressao de dados ao eliminar
sons mascarados. Outras aplicacdes praticas em Engenharia de Audio também aproveitam-se
deste conceito, como em sistemas de redugdo de ruido. Projetistas destes sistemas podem, por
exemplo, supor que um baixo nivel de ruido que exista associado a um sinal de musica de alta
intensidade serd efetivamente mascarado pelo sinal de musica, estando os dois presentes na
mesma banda de frequéncia. Este fato possibilita que eles utilizem uma menor resolu¢do em
bandas de frequéncia, pois o ruido serd mascarado, de maneira efetiva, pelo sinal propriamente
dito (RUMSEY; MCCORMICK, 2006).

A seguir, sdo descritos os dois principais tipos de mascaramento: 0 mascaramento em
frequéncia (também chamado de mascaramento simultdneo) e 0 mascaramento no tempo (ou

mascaramento nao-simultineo).

2.3.4.1 Mascaramento em Frequéncia

O mascaramento em frequéncia estd relacionado ao conceito de bandas criticas da audi¢ao
(VASEGHLI, 2007). E um fendmeno pelo qual um sinal de baixa amplitude (sinal mascarado)
se torna inaudivel na presencga simultanea de um sinal com uma amplitude muito maior (sinal
mascarador). De uma forma simplificada, a presenca de um ruido forte ou de um tom mascarador
cria uma excita¢do de forca suficiente sobre a membrana basilar, para bloquear, de forma eficaz,
a detec¢do de um sinal mais fraco (SPANIAS; PAINTER; ATTI, 2007).
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Os efeitos do mascaramento simultaneo nio estdo exclusivamente concentrados aos
limites de uma unica banda critica. O mascaramento entre bandas também ocorre, permitindo
que um tom mascarador centrado em uma banda tenha algum efeito previsivel no limiar de
deteccdo de outras bandas criticas. Este efeito, também conhecido como espalhamento do
mascaramento (do inglés “spread of masking”), é muitas vezes modelado em aplicacOes de
codificagcdo por uma fun¢do de espalhamento (do inglé€s “spread function”) aproximadamente
triangular, que tem inclinagdes de 25 e —10 dB por bark (SPANIAS; PAINTER; ATTI, 2007).

Sua forma, SF'(z), pode ser obtida através da seguinte expressao:

SF(x) = 15,81 + 7,5(z 4 0,474) — 17.5y/1 + (z + 0,474)2, (dB) (6)
em que x estd em unidades de bark.
No contexto de codificacio de dudio, no¢des de largura de banda critica e mascaramento

simultaneo ddo origem a algumas terminologias convenientes, como as ilustradas na Figura 8.

Figura 8 — Ilustragdo dos efeitos de mascaramento de um tom.
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Fonte: Adaptado de Vaseghi (2007).

Nela, considera-se o caso de um utnico tom de mascaramento ocorrendo no centro de
uma banda critica. Supondo-se que este tom de mascaramento hipotético ocorre em algum nivel
de mascaramento, € gerada uma excitacdo ao longo da membrana basilar que € modelada por
uma fun¢do de espalhamento e um limiar de mascaramento correspondente. Assumindo-se que
o sinal mascarador é quantizado através de um quantizador escalar uniforme de m bits, algum
ruido pode ser introduzido no nivel de pressdo sonora m. As relagdes sinal-mascarador (SMR) e
ruido-mascarador (NMR) indicam as distancias logaritmicas a partir do limiar de mascaramento
minimo para os niveis de mascaramento e ruido, respectivamente (SPANIAS; PAINTER; ATTI,
2007).
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A faixa de frequéncias mascarada por um tom depende principalmente da area da
membrana basilar colocada em movimento pelo tom, sendo o padrdo de movimento desta
membrana mais alargado nas altas do que nas baixas frequéncias. Se o sinal requerido produz
mais movimento na membrana do que o tom de mascaramento, entdo ele ird ser percebido
(RUMSEY; MCCORMICK, 2006).

A assimetria do mascaramento em frequéncia pode ser explicada pelo padrdo de vibracio
da membrana basilar (Figura 9); devido a sua assimetria, tons de baixa frequéncia ( f1) mascaram,
mais fortemente, os de alta frequéncia (f2) do que o inverso (caso (a)). No caso (b), o tom f1 de
maior amplitude mascara, completamente, o tom f2. Ja no caso (c¢), um som de frequéncia f2,

mesmo de maior amplitude, ndo consegue encobrir o som f1.

Figura 9 — Imagem da resposta da membrana basilar para dois tons senoidais.
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Fonte: Adaptado de Rumsey e McCormick (2006).

2.3.4.2 Mascaramento no Dominio do Tempo

O segundo principal efeito do mascaramento € o mascaramento no dominio do tempo ou
mascaramento nao-simultaneo. Como mostrado na Figura 10, o efeito do mascaramento de um
sinal se estende a janelas temporais imediatamente anteriores (pré-mascaramento) ou posteriores
(p6s-mascaramento) ao instante de inicio do sinal mascarador (KAHRS; BRANDENBURG,
2002).

O pré-mascaramento ocorre antes do principio de acdo do mascarador e dura somente
poucos milisegundos. O pés-mascaramento pode persistir por mais que 100 ms apds a retirada
de acdo do mascarador, dependendo de sua intensidade e duragdo (SPANIAS; PAINTER; ATTI,
2007).
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Figura 10 — Iustrac¢do das propriedades do mascaramento temporal do ouvido humano.
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Essencialmente, os limiares absolutos de audibilidade sao artificialmente aumentados
antes, durante e depois da ocorréncia do sinal mascarador (SPANIAS; PAINTER; ATTI, 2007).
Esse efeito torna possivel o uso de sistemas de andlise/sintese com um limitado tempo de
resolucdo (e.g., banco de filtros de alta resolucdo) para a codificacdo de dudio em alta qualidade
(KAHRS; BRANDENBURG, 2002).

Ao observar a Figura 10 € possivel notar que, enquanto o pré-mascaramento tende a
durar apenas 1-2 ms, o pés-mascaramento tende a se entender de 50 até 300 ms, a depender da
intensidade e dura¢do do sinal mascarador (SPANIAS; PAINTER; ATTI, 2007).
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3 AVOZ

No capitulo anterior foi descrito o fendmeno acustico “som”, relatando suas
caracteristicas principais e as peculiaridades que o sistema auditivo humano apresenta ao
interpretd-lo. Neste capitulo, o estudo € direcionado ao sinal de voz, foco das aplicagdes
propostas por esta dissertagdo. Inicialmente € introduzido o seu mecanismo de producdo, desde a
geracao a partir do fluxo de ar nos pulmoes até a saida em forma de som pelas narinas e boca.
Adicionalmente, sdo apresentados os tipos de sinais produzidos pelo sistema fonador humano,
enfatizando suas diferencas mais relevantes. O capitulo é concluido com um modelamento

matemadtico, de tempo discreto, para o sistema de producdo da voz.

3.1 Mecanismo de Producao da Voz

Os sinais de voz sd@o compostos de uma sequéncia de sons que servem como uma
representacdo simbdlica da mensagem produzida pelo locutor para o ouvinte (RABINER;
SCHAFER, 1978). Essa sequéncia de sons é originada de movimentos controlados da estrutura
anatdmica que compde o sistema fonador humano, e envolve trés processos: fonte de geracgao,
articulacdo e radiacao (CHU, 2003). Uma visdo simplificada deste sistema € apresentada na
Figura 11, em que sdo mostrados os principais 6rgaos responsaveis pela geracdo da voz: pulmdes,
traqueia, laringe, faringe, cavidades nasal e oral. Todos eles interconectados formam o complexo
6rgao vocal humano (FURUI, 2000).

Figura 11 — Imagem da anatomia do sistema fonador humano.
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E esse combinado mecanismo que origina uma variedade de vibragdes e composi¢des espectral-

temporal e que forma os diferentes tipos de som (VASEGHLI, 2007).

Uma importante estrutura do sistema vocal, composta pela faringe (a conex@o do eso6fago
para a boca) e boca (ou cavidade oral), é chamada de trato vocal (RABINER; JUANG, 1993). Essa
estrutura, andloga a um sistema acustico de transmissao, pode assumir diversas conformacgdes
dependendo dos movimentos da mandibula, lingua, 1dbios e outras partes internas (FURUI,
2000). Na média masculina, o comprimento do trato vocal € de cerca de 17 cm (RABINER;
JUANG, 1993). O trato nasal, outra estrutura importante e que € responsavel pela producdo dos
sons nasais, comeca na tdvula ou véu palatino e termina nas narinas (RABINER; SCHAFER,
1978).

O processo de producdo da voz tem inicio quando o ar penetra nos pulmdes via o
mecanismo de respiragio. A medida que o ar é expelido dos pulmdes por meio da traqueia, as
cordas vocais situadas nas laringes, na altura do pomo-de-Adao (saliéncia em frente a garganta
de muitos adultos do sexo masculino), sdo induzidas a vibrarem em frequéncias entre 50 e 100
Hz (SMITH, 2003) pelo fluxo de ar (RABINER; JUANG, 1993). O efeito dessas vibrac¢des induz
a glote, pequeno orificio compreendido entre as cordas vocais — normalmente aberto durante
a respiracao — a se fechar e se abrir rapidamente (BARBOSA, 2008), enviando pulsos quase
periddicos de ar pressurizados, os quais sao modulados em frequéncia e passam pela faringe,

cavidade da boca e, possivelmente, pela cavidade nasal.

As cordas vocais podem ser contraidas ou relaxadas para modificar a taxa de vibragao
ou ainda serem desativadas, permitindo a passagem de ar, sem obstru¢do, durante a respiracao
(PELTON, 1993). A velocidade com que elas se abrem e se fecham € unica para cada individuo

e define a caracteristica e individualidade de uma voz particular (CHU, 2003).

Dependendo da posi¢do dos articuladores (mandibula, lingua, uvula, 1dbios), diferentes
formas da cavidade oral sdo criadas e diferentes sons sdo produzidos (RABINER; JUANG,
1993).

A natureza da onda sonora irradiada pelos ldbios depende das diferentes configuracdes
da cavidade oral, das caracteristicas de absorc¢do e reflexdo acustica dos diversos materiais que
a compoe, como também da fisiologia individual de cada pessoa (BARBOSA, 2008). Devido
a essas distintas conformacdes da cavidade oral, o ar expelido pelos pulmdes se choca com
varios obstdculos durante seu percurso em direcdo aos labios e/ou narinas, perdendo parte de sua
energia. Grande parte dela € refletida, também, nas cavidades, combinando-se com outras frentes
de onda. Alguma dessas ondas ressoam no trato vocal, que tem dimensdes de alguns centimetros,
reforcando a energia das ondas ressonantes ou atenuando a energia das ondas ndo-ressonantes,
dando a voz caracteristicas de timbre, altura (pitch) e intensidade. Essas frequéncias ressonantes
aparecem no espectro de voz como maximos locais e sdo chamados de formantes (BARBOSA,
2008).
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Uma forma de onda vocal contém muitos formantes, mas somente os trés primeiros
sdo importantes para a andlise de sinais (os demais, no geral, sdo agrupados como um so).
Normalmente, o primeiro formante, o de frequéncia mais baixa, ocorre numa faixa de 200 a 1200
Hz. O segundo cai numa faixa de transicdo entre 500 Hz e 3 kHz (PELTON, 1993). E possivel
modificar a amplitude e frequéncia dos formantes ao alterar a posicao relativa entre lingua e

labios.

3.2 Classificacao dos Sons Produzidos pelo Sistema de
Fonador Humano

Em termos gerais, os sinais produzidos pelo sistema fonador humano podem ser
classificados como vocais ou ndo-vocais (BARBOSA, 2008). Sons vocais sido gerados quando as
cordas vocais vibram de tal maneira que o fluxo de ar dos pulmdes € interrompido periodicamente,

criando uma sequéncia de pulsos que excitam o trato vocal. Vogais sao exemplos de sons vocais.

Os fonemas /i/ e /u/, algumas vezes, nao sao vogais. Eles aparecem apoiados em uma
vogal, formando com ela uma s6 emissao de voz (uma silaba). Nesse caso, sdo chamados de

fonemas semi-vocais ou semi-vogais.

Com as cordas vocais estaciondrias, a turbuléncia criada pelo fluxo de ar passando através
de uma constricao do trato vocal produzida pela lingua, dentes ou ldbios, gera os sons ndo-vocais.
Quando esses sons sdo resultantes de uma grande turbuléncia do trato vocal, possuindo grande
conteudo nas altas frequéncias, sdo referidos como fricativos. Sons nao-vocais incluem /s/, //,

/sh/, /z/, Iv/, entre outras consoantes ou jun¢ao delas.

No dominio do tempo, um som vocal € caracterizado por uma forte presencga periddica
do sinal, tendo uma frequéncia fundamental referida como frequéncia de pitch. A frequéncia de
pitch esta situada tipicamente na faixa 50—200 Hz para adultos do sexo masculino e cerca de
uma oitava acima para adultos do sexo feminino (HOLMES; HOLMES, 2002). Sons ndo-vocais,
por outro lado, ndo exibem periodicidade e, essencialmente, apresentam um natureza aleatdria
(CHU, 2003).

A Figura 12 mostra um exemplo de uma onda de voz pronunciada por um individuo
do sexo feminino, em que os sinais vocais e nio-vocais estio presentes. E possivel apreciar
deste exemplo a caracteristica ndo-estaciondria dos sinais de voz, em que as estatisticas do
sinal mudam constantemente com o tempo. Vé-se que, no trecho vocal do sinal, hd uma clara
periodicidade no dominio do tempo, na qual o sinal repete-se num padrao quase-periddico; e
também, no dominio da frequéncia, onde uma estrutura harmodnica é observada. No espectro,

pode-se notar facilmente o comportamento dos formantes (picos da Figura 12 (e)).
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Para os sinais ndo-vocais a caracteristica € essencialmente aleatéria, com baixas amplitu-
des e predominancia de altas frequéncias. E essa composicado de sinais vocais e ndo vocais, com

diferentes timbres e amplitudes que possibilita a distingao de diversos tipos de vozes.

Figura 12 — (a): Pronincia da palavra “sino”, (b): Ampliacdo do segmento ndo-vocal da palavra
“sino”, (c¢): Ampliacdo do segmento vocal da palavra “sino”, (d): espectro em
frequéncia para o item (b), (e): espectro em frequéncia para o item (c).
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Fonte: Produzido pelo autor.
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3.3 Modelamento do Sistema de Producao da Voz

Esta secdo estabelece um link entre a fisiologia do sistema de produgdo da voz e as
funcdes dos 6rgaos estudados na se¢do 3.1 e um modelo linear de producio da voz. Em termos
gerais, um modelo € uma representacao simplificada do mundo real (CHU, 2003). O sistema de
produc¢do da voz humana pode ser modelado através de um sistema de tempo discreto, conhecido
como modelo fonte-filtro de producdo da voz. O diagrama de blocos simplificado deste modelo
€ ilustrado na Figura 13. Ele sugere a separacdo do sistema articulatério em dois subsistemas
independentes (GREENBERG et al., 2004): (i) um gerador de excitacdo (fonte aleatéria), que
simula os diferentes modos de geracdo do som no trato vocal e (ii) um filtro linear variante
no tempo que simula a modelagem frequencial do trato vocal (RABINER; SCHAFER, 2007).

Amostras do sinal de voz sdo assumidas como sendo a saida do sistema linear variante no tempo.

Figura 13 — Ilustracdo do modelo fonte filtro para o processo de geragcdo de voz.

Periodo do Pitch

Fonte NN Modelo Glotal M‘M"WLV Modelo do W

- —p- (pitch) P |trato vocal ——#>
aleatéria| Excitagio P(z) H(z) voz

Fonte: Adaptado de Vaseghi (2007).

Na representacdo do modelo de producgdo da voz, a fonte aleatéria cria uma excitagao
apropriada para o tipo de som a ser produzido, sendo geralmente constituida de duas componentes.
A primeira é formada por uma sequéncia quase-periddica de pulsos discretos (glotais), que é
responsavel, principalmente, por produzir os sons vocais, incluindo as vogais e os sons semi-
vocais. E também parcialmente responsédvel pela producio das consoantes vocais (fricativas,
nasais e oclusivas). A localizagdo dessa fonte quase-periddica € a glote (GREENBERG et al.,
2004). A outra componente, caracterizada por um gerador de nimero aleatério, produz um
sinal de ruido de tempo discreto com um espectro plano e é responsavel por produzir os sons
nao-vocais (RABINER; SCHAFER, 2007). A a¢do, em conjunto, da fonte de excitacdo (que
comuta de vocal para ndo-vocal) e da resposta em frequéncia do filtro (aplicada sobre o espectro

do sinal) ird produzir o sinal de voz na saida.

Para produzir um sinal caracterizado como a voz, o tipo de excitacdo e as propriedades
ressonantes do sistema linear devem variar no tempo. Na forma de onda ilustrada na Figura 12
é possivel observar que as propriedades do sinal de voz mudam lentamente com o tempo. E
razodvel assumir, para sinais desse tipo, que as propriedades gerais de excitacao e do trato vocal
permanecem fixas para periodos de 10-20 ms (RABINER; JUANG, 1993). Assim, ¢ comum

caracterizar o filtro linear da Figura 13 por uma fungdo de transferéncia, H(z), com N pélos e
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M zeros da forma:
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em que a; e b; sdo os coeficientes do filtro (pardmetros do trato vocal da Figura 13), que
mudam a uma taxa da ordem de 50 a 100 vezes/s). Alguns dos p6los (c;) da fungdo transferéncia
situam-se proximos ao circulo unitdrio e criam ressonancias para modelar as frequéncias for-
mantes. Os zeros d; sdo empregados no modelo detalhado de produgdo da voz para modelar os
sons nasais e fricativos (RABINER; SCHAFER, 2007). Muitas aplica¢cdes do modelo fonte-filtro
(e.g., modelo de predi¢do linear) simplificam a andlise requerida para estimar os parametros do

sinal de voz, considerando apenas os pélos no modelo.

O modelo fonte-filtro, capaz de representar um sinal de voz como a saida de um filtro
digital variando suavemente no tempo, em adi¢do a uma excita¢ao que capta a natureza vocal/nao-
vocal da voz € a base para muitos sistemas que representam o sinal de voz por um conjunto
de parametros do modelo, em oposi¢cdo a sua forma de onda amostrada. Ao assumir que as
propriedades do sinal (e do modelo) sdo constantes sob curtos intervalos de tempo, € possivel
estimar esses parametros através da andlise de curtos segmentos de amostras do sinal de voz
(RABINER; SCHAFER, 2007), permitindo, assim, representd-lo em um formato digital.

Um dos métodos que utiliza o modelo tedérico fonte-filtro como meio de andlise de voz
(codificagdo, reconhecimento e aprimoramento) € o método por predicao linear ou andlise LPC
(do inglés “Linear Predictive Coding”), como € frequentemente intitulado. Ele € utilizado para
estimar os parametros basicos da voz — frequéncia fundamental (pitch), formantes, espectro e
funcdo area do trato vocal — e para representd-la em uma baixa taxa de bits na transmissao ou

armazenamento (COSTA FILHO, 2005). Na proxima se¢do tal modelo é apresentado.

3.4 Modelamento Preditivo Linear para Sinais de Voz

A forma particular do modelo de tempo discreto, adaptada para a andlise LPC, € repre-
sentada na Figura 14. Nela, o sinal de excitacdo é modelado como um trem de impulsos para
sinais vocais e como um gerador de ruido aleatdrio para os sons ndo-vocais. A composi¢do dos
efeitos da radiacao dos ldbios, trato vocal e excitacao glotal € representada pelo filtro digital
variante no tempo (KONDOZ, 2004), referido, neste modelo, como o filtro de sintese de predi¢ao
linear (LP) (SPANIAS; PAINTER; ATTI, 2007).
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Figura 14 — Ilustragdo do modelo preditivo linear para o processo de geragao da voz.

Periodo do Pitch
Coeficientes LPC

Gerador
de Trem Chaveamento
de impulsos Vocal /nao-Vocal

Filtro Digital s(n)

u(n) r(n)
O —— ™ Variante [——®
T no Tempo

Gerador
de Ruido
Aleatorio

G

Fonte: Adaptado de Kondoz (2004).

Viu-se que no modelo fonte-filtro a funcdo de transferéncia do filtro digital € composta de
polos e zeros. Se a inten¢do € representar sons nasais e fricativos, os zeros devem ser mantidos na
andlise. Porém, se a ordem do denominador for suficientemente alta, H (z) pode ser aproximado
por uma funcdo apenas com pélos (Equacdo (2)), fornecendo uma boa representacdo para quase
todos os sons do aparelho vocal (COSTA FILHO, 2005).

S(2) G e
H(z) = 22 = - 2
REUCRENE e ®
Jj=1 ’
em que
p

A(z) =1—- Zajz_j 3)

Jj=1

¢ o filtro de andlise LP. S(z) e U(z) representam as transformadas Z do sinal de voz, s(n), e do
sinal de excitac@o, u(n), respectivamente. Os outros pardmetros do modelo so: classificagdo
vocal/ndo-vocal, periodo de pitch para sinais vocais, pardmetro de ganho G (ajustado para
controlar a intensidade da excitag@o), coeficientes a; de predi¢do linear (coeficientes LPC) e
ordem p do filtro de predi¢do. A maior vantagem desse modelo € que o ganho G e os coeficientes
a; podem ser estimados de maneira direta e computacionalmente eficiente pelo método de
predicao linear (RABINER; SCHAFER, 2007).

A resposta em frequéncia associada com o filtro de sintese LP representa, através do
espectro LPC, a estrutura dos formantes em um sinal de voz (SPANIAS; PAINTER; ATTI, 2007).
A Figura 15 ilustra esta propriedade em um sinal com quatro formantes (F1, F2, F3, F4).
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Figura 15 — Grafico dos espectros LPC e FFT para um sinal de voz.
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Fonte: Adaptado de Spanias, Painter e Atti (2007).

No modelo preditivo linear da Figura 14, as amostras de voz s(n) sdo relacionadas a

excitacdo pela seguinte equacao:

s(n) = Zajs(n — ) + Gu(n). 4)

j=1

Ela expressa a ideia bdsica do modelo LPC: as amostras de saida s(n) podem ser determinadas
a partir de uma combinagao linear de amostras passadas (RABINER; JUANG, 1993). Uma

ilustracdo dessa ideia € mostrada na Figura 16.

Figura 16 — Ilustra¢do da predi¢do de uma amostra x(m) a partir de P amostras passadas.

x(m)?

VN /.
N A

x(m-P) & xz(m-1) amostras

sdo usadas para a predicdo de z(m)
L J

Fonte: Adaptado de Vaseghi (2007).

O problema bésico da anélise de predicao linear é determinar o conjunto de coeficientes
preditores a;, de maneira a obter uma boa estimativa das propriedades espectrais do sinal de
voz. Devido a natureza nao-estacionaria do sinal de voz, os coeficientes devem ser calculados

em curtos intervalos de tempo. Deve-se, também, minimizar o erro médio quadrético sob curtos
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segmentos de voz. Os pardmetros resultante sdo assumidos como os pardmetros de H(z) no
modelo de producdo da voz (KONDOZ, 2004).

Um preditor linear com coeficientes de predigdo linear, o, € definido como um sistema
cuja saida (RABINER; SCHAFER, 2007) é

5(n) = Z a;s(n —j). 5)

Se os coeficientes a’;s representam uma estimativa para os a’;s, o erro de predigdo e(n), definido

como a diferenca entre o valor atual s(n) e o valor predito §(n), é dado por

e(n) = s(n) —3(n) = s(n) - Z%S(n —J)- (6)

Da Equacdo (6), pode ser visto que o erro de predicdo € a saida de um sistema linear

p )
cuja fungdo do sistema é A(z) =1 — > a;2 77, a mesma expressao do filtro de andlise LP de
j=1
(3). Também pode ser observado, comparando-se as Equacdes (4) e (6), que, se o sinal de voz
obedece o modelo de (4), e se «; = a;, entdo e(n) = Gu(n). Assim, o filtro do erro de predicao,

A(z), serd um filtro inverso para o sistema, H(z), de (2), i.e. (RABINER; SCHAFER, 2007),

H(z) = : (7)

3.4.1 Minimizacéo do Erro

A ideia bésica da andlise preditiva € a determinagdo dos coeficientes a; do preditor que
minimizem o erro médio quadrdtico sobre um curto segmento de voz. Uma das justificativas para
0 uso do erro médio quadratico minimo como estimativa para os parametros do modelo € que
essa abordagem leva a uma representacdo extremamente Gtil e precisa do sinal de voz, que pode
ser obtido por uma solucdo eficaz de um conjunto de equacdes lineares (RABINER; SCHAFER,
2007). O erro médio quadratico € dado por

e=FEle*(n)]=FE (s(n) - Zajs(n — j)) , 0<p<Ll (8)

Os valores de ; que minimizam € podem ser obtidos pelas derivadas parciais de € com

respeito aos coeficientes do preditor, que sdo posteriormente igualadas a zero, isto €:
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v = e { [ =S| [ (Sestu-an) | -

- 2E{ s(n) =Y ays(n =) [—s(n—m}:

= F {—s(n)s(n —i)+ Zajs(n — 7)s(n — z)} =0, 1<i<np. 9)

j=1

Finalmente, temos que
p
> a;E{s(n—j)s(n—i)} = E{s(n)s(n —i)}. (10)
j=1

Se nds definirmos

On(i, 7) = E{s(n —i)s(n—j)}, (11)

entdo a Equacgdo (10) pode ser escrita de uma forma mais compacta como

p
> aida(ing) = 6a(i,0),  i=1,...,p. (12)
j=1

Na deduc¢do da Equacao (12), uma hipétese importante € que o sinal do modelo seja
estaciondrio. Para segmentos de voz, de longa duragao, esta condi¢@o ndo se verifica. Entretanto,
para curtos segmentos de voz, a suposicao é admissivel. Portanto, pode-se substituir as esperancas

na equacao (11) por somatorios finitos sobre amostras de voz de curta duragdo, i.e.,

On(i,j) = E{s(n—i)s(n—j)}
= an(m—i)sn(m—j), i=1,...,p, j=0,...,p. (13)

m

A Equacdo (12) descreve um sistema com p equagdes € p incdgnitas, que podem ser
resolvidas para os coeficientes do preditor {«;, 1 < j < p } que minimizem € na Equagao (8).
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Os métodos mais usados para resolvé-las sao (CAVALCANTI, 2009):

I Método da Autocorrelagdo -

e Vantagem: Utiliza um algoritmo eficiente, com complexidade computacional O(n?);
* Desvantagem: Nao representa adequadamente o espectro do sinal de excitacao caso
0 mesmo esteja no estado estaciondrio.

II Método da Covaridncia -

* Vantagem: representa o sinal adequadamente estando este no estado estaciondrio;

¢ Desvantagem: Possui um algoritmo pouco eficiente O(p?).

3.4.2 Meétodo da Autocorrelacéao

Para o0 método da autocorrelagdo (AM, do inglés “Autocorrelation Method”), o segmento
do sinal de voz é assumido como sendo nulo fora do intervalo 0 < m < N — 1, em que
N € o comprimento da sequéncia amostrada. Isto pode ser obtido através de um processo de
janelamento, o qual consiste em multiplicar o segmento de voz s(n) por uma janela w(n) de

comprimento /N obtendo um sinal definido por

(m) s(n)w(n), 0<m< N -1 (14)
Sp(m) = 4
0, caso contrdrio.

Uma vez que o segmento de andlise é definido, pelo janelamento, para ser nulo fora do
intervalo 0 < m < N — 1, segue-se que a sequéncia do erro de predicdo pode ser nao nula

somente no intervalo N < m < N 4 p. Portanto, os limites da Equacdo (13) podem ser expressos

como
N=1-|(i—jl)

Sulif) = > sa(m)su(m+li—j]), i=1...p  j=0...,p. (15
m=0

Esta equacdo pode ser reduzida a fun¢do de autocorrelac@o de curta duragdo, a qual é dada por

On(i, J) = Ra(li — j]), i=1,....p,  J=0,....p, (16)

em que

Ra(j) = Sn(m)sn(m + 7). (17
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Usando o método da autocorrelacio, a Equagdo (12) pode ser expressa como
p
> aR.(li—j])=Ra(i), 1<i<p (18)
j=1

O conjunto de equacdes dadas por (18) pode ser reescrito em forma matricial como

R, (0) R.(1) ... R,(p—1) ap R,(1)
R.(1)  Ru(0) ... Rip—2) || a R.(2)

R,(1) ... R.(p—3) as | = | R.(3) |. (19)

i R.(p—1) Ry(p—2) R, (0) 1 L% | | i
Esta matriz p X p, cujos elementos sdo valores de autocorrelagdo, tem as seguinte propriedades:
€ simétrica e tem todos os elementos, em cada diagonal com inclinagdo negativa, iguais,
sendo portanto uma matriz de Toeplitz (RABINER; SCHAFER, 2007). Estas caracteristicas
apresentadas por matrizes de Toeplitz sd@o exploradas por procedimentos recursivos eficientes,
objetivando facilitar o processo de inversao da matriz e a obten¢ao dos coeficientes LPC. O
procedimento mais largamente utilizado é o algoritmo de Durbin (KONDOZ, 2004), cujo

diagrama € ilustrado na Figura 17 e que € um processo recursivo, a saber:

E® = R,(0); (20)
ki = |Ra(i) =) ai ' Ryli — ) / E{™, 1<i<p; 1)
j=1
ol = ks (22)
(i) (i-1) (i-1) e 1.
a; a; — k?z‘Oéi,j , 1<5<1—-1; (23)
EY (1 —kHEIY. (24)
Ap6s o algoritmo resolver as cinco equagdes acima recursivamente parat = 1,2, ... p, a solucio
final é dada por
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Figura 17 — Fluxograma do algoritmo de Durbin.

saida

Fonte: Produzido pelo autor.
Considere um exemplo em que p = 2,

(26)

Entdo, parai = 1,
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EQ = R,(0); 27)
R,(1)
ki = : 2
1 R, (0) (28)
R,(1)
(1) — n 2
O‘/l Rn(o)a ( 9)
Ry(1)
EL = 1_—=n 30
R:(0) — R2(1)
— n n 1
E parai = 2,
R,.(2)R,(0) — R2(1
= R - o R ()0 = SO, @
of? = ke (33)
@ _ O 1) _ Ba(1)R(0) — Ra(1)Rn(2)
a” = oy — ke’ = R2(0) = R2(1) (34)
E, dessa forma
o) = ozf) e Qg = ozg). (35)

3.4.3 Meétodo da Covariancia

O Método da Covariancia (CM, do inglés “Covariance Method”) utiliza uma abordagem

oposta ao AM (KONDOZ, 2004). Nele o intervalo sobre
calculado é fixo, i.e,

E

Z e (m).

N-—1
m=0

Tal procedimento, permite escrever a Equacdo (13) como

[y

Gn(i,j) = an(m—i)sn(m—j), i=1,...

=0

0 qual o erro médio quadratico é

(36)

0 J=0,..p (37)
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Alterando-se o indice do somatdrio tem-se:

N—i—1

Gn(i,f) = Y sa(m)su(m+i—j), i=1,...,p, j=0,...,p.  (38)

m=—i

Esta expressdo € levemente diferente da descrita em (15) usada no AM, que requer o uso
das amostras no intervalo —p < m < N — 1. Na verdade a Equagdo (37) ndo é exatamente
uma func¢do de autocorrelagdo, mas, sim, uma correlacdo cruzada entre duas sequéncias de
comprimento finito muito semelhantes, mas nao idénticas (KONDQOZ, 2004). Fazendo-se uso

dela, a Equacgdo (12) pode ser expressa como

p
> aibn(i,g) = 6a(i,0),  i=1,...,p, (39)
j=1

ou, em sua forma matricial,

¢n(171) ¢n(172) ¢n(1ap> aq ¢n(170)

¢n(27 1) ¢n(2v 2) ce ¢n(2ap) Q2 ¢n(2v O)

P (3, 1) gbn(?’v 2) ... ¢n(3ap) as | = §Z5n(3, 0) |. (40)
i ¢n(p> 1) Cbn(pv 2) ¢n(pap) 1L Qp ] L Cbn(pv O) ]

A solucdo de (39) ndo € tao simples como a equivalente solu¢cao do AM. Isto se deve
ao fato da matriz de covarilncia ndo ser uma matriz de Toeplitz, apesar de ¢, (i, j) = ¢, (J, 7).
Entretanto, solucdes eficientes de inversao de matrizes tais como a decomposi¢ao de Cholesky

podem ser aplicadas, sendo ¢ expresso como (KONDOZ, 2004):
¢=VDVT, (41)

em que V' € uma matriz triangular inferior, cujos elementos da diagonal principal sdo unitarios e
D € uma matriz diagonal. Os elementos das matrizes V' e D sdo obtidos a partir da Equagdo (41)

por

J
On(i,5) =Y VimnVim, — 1<j<i—1, (42)

m=1
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ou de forma equivalente,

Jj—1
Vid; = 6n(i,5) = > VimlVim, 1< j <i—1, (43)
m=1

e para os elementos da diagonal de D,

Dnli,i) = Z Vil Vi, (44)
m=1
ou,
di = ¢n(i, 1) — X_j Vi, 1>2 (45)
m=1
e finalmente,
di = ¢n(1,1). (46)

Desta forma, os coeficientes «y, do preditor, que minimizam o erro médio quadratico, podem ser
obtidos.
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4 CODIFICACAO DIGITAL DA VOZ

Nos sistemas de comunicacao digital, na qual se inclui a codificacdo de sinais de voz,
€ necessario que, antes de ser processado pelos diferentes estdgios da rede, o sinal de entrada

esteja no formato digital.

4.1 Digitalizacao da Voz

O processo de digitalizacao (conversao analdgica-digital) consiste basicamente em
dois processos: amostragem e quantizacdo. A amostragem € o processo de extrair valores
instantaneos de um sinal analdgico em intervalos regulares de tempo (periodo de amostragem).
J4 a quantizacdo envolve o processo de converter cada valor da amplitude do sinal, que varia no
continuum, em um nimero finito de valores discretos, sendo estes representados por palavras
codigo. O processo de amostragem, quando realizado segundo o teorema de Shannon-Nyquist,
possibilita a recuperacdo do sinal original sem perda de informacdo (OPPENHEIM; SCHAFER;
BUCK, 1999). Em contrapartida, a quantizacdo é um processo irreversivelmente com perdas.
Uma vez quantizado, o valor original da amplitude do sinal ndo mais pode ser recuperado

(KONDOZ, 2004). Nas duas proximas secOes essas duas técnicas sdo descritas.

4.1.1 Amostragem do Sinal

O primeiro estdgio do processo de digitalizacdo do sinal € a amostragem. Neste estagio,
um sinal anal6gico x.(t) é convertido em um sequéncia de amostras x[n] de acordo com a rela¢do
(OPPENHEIM; SCHAFER; BUCK, 1999):

x[n] = z.(nT), —00 < n < 00, (1)

em que T é o periodo de amostragem, sendo f;, = 1/T a frequéncia de amostragem em

amostras/s, que também pode ser expressa em rad/s como 2, = 27/T.

O teorema da amostragem diz que, se um sinal z.(¢) tem uma transformada de Fourier

dada por

Xe(j9) = / we(t)e 7D dt, Qz% )

—00

tal que X (j2) = 0 para |Q2] > Qy, entdo pode ser reconstruido de sua versdo amostrada
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x[n] = xc(nT), n = 0, :I:l7 :|:27 ..., 8¢
QS =—2 2QN7 3
T ( )

em que a frequéncia )y € a chamada frequéncia de Nyquist. O valor que deve ser excedido pela
taxa de amostragem, 2(), é chamado de taxa de Nyquist (OPPENHEIM; SCHAFER; BUCK,
1999).

Figura 18 — Ilustragdo do efeito, no dominio da frequéncia, da amostragem no dominio do tempo.
(a) Espectro do sinal original. (b) Espectro do sinal amostrado quando €2, > 2Q .
(c) Espectro do sinal amostrado quando €2, < 2Qy.

1A X(iQ)

(a)

1T A X(e™)
) /\ /\ / \

-Q, Q, Q 20, Q

A

el

(c) ' ' '

-, O, Q0 20, Q
Fonte: Adaptado de Kondoz (2004).

O efeito da amostragem ¢ ilustrado na Figura 18, em que € possivel observar a
representagdo da transformada de Fourier banda limitada, X.(j(2), duplicada em todo multiplo
da frequéncia de amostragem. Isto ocorre devido a transformada de Fourier do sinal amostrado

ser avaliada nos multiplos desta frequéncia, ou seja

o)

D X - kQ)). “4)

k=—oc0

; 1
X(@JQT) = ?

Esta expressao pode ser interpretada observando-se o processo de amostragem no dominio do
tempo, em que o sinal de entrada é regularmente (em cada intervalo de amostragem) multiplicado
pela fungdo delta (0[n]). Quando convertido para o dominio da frequéncia, a multiplicagdo
torna-se uma convolucdo e o espectro € reproduzido em multiplos da frequéncia de amostragem
(KONDOZ, 2004).
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Em outra andlise da Figura 18 é possivel notar que nao ha sobreposi¢do no espectro
ao se obedecer a relagdo imposta pelo teorema de Nyquist e, consequentemente, o sinal x.(t)
pode ser recuperado, de sua versao repetida, com um filtro passa-baixas ideal. Visto de uma
perspectiva no dominio do tempo, o filtro age como um interpolador ideal. Em contrapartida,
nao obedecida a relagdo, as copias de X.(j€2) irdo se sobrepor e o sinal original ndo podera
ser recuperado. A distor¢cao causada devido a uma faxa de Nyquist insuficientemente alta é

irreversivel e é conhecida como aliasing.

O sinal de voz possui componentes espectrais até uma frequéncia de aproximadamente
12 kHz, no entanto, uma grande parcela dessas componentes nao contribuem de forma essencial
para a formacdo do sinal de voz. A maior parcela da energia encontra-se na faixa de frequéncias
inferiores a 4 kHz. Portanto, em aplicagdes de telefonia, por exemplo, o sinal de voz € filtrado
em 300-3,3 kHz e amostrado a uma taxa de 8.000 amostras por segundo (de acordo com o
teorema de Shannon-Nyquist). Deste modo, tem-se nao s6 um sinal inteligivel, mas também a
possibilidade de reconhecimento do interlocutor (BARBOSA, 2008).

4.1.2 Quantizacao

A quantizacdo converte um sinal de amplitude continua em um sinal de amplitude
discreta, que difere-se do primeiro por um erro de quantiza¢do ou ruido (KONDOZ, 2004). Este
deve ser mantido dentro de limites aceitaveis, segundo um determinado critério. Um dos mais
utilizados € o da relacdo sinal-ruido (SNR) de quantizacdo, que devera ser o maior possivel. O

processo de quantizagdo pode ser representado pela operacio

[n] = Q(x[n]), (5)

em que x[n] representa as amostras do sinal de entrada, Z[n] as amostras quantizadas e ()(.) a
funcdo de quantizacio ou quantizador. Existem outras técnicas de quantizagado (e.g., adaptativa
e vetorial) (BARBOSA, 2008) (KONDOZ, 2004) mas apenas as quantizacdes uniforme e nado-

uniformes serdo descritas nesse trabalho.

4.1.2.1 Quantizacao Uniforme

Um dos métodos mais comuns de quantizagdo € a quantiza¢do uniforme, na qual a
méxima excursao do sinal é dividida em m intervalos de mesmo comprimento, sendo cada
um deles representado por uma tnica palavra-cédigo (BARBOSA, 2008). A Figura 19 exibe a

caracteristica de um tipico quantizador uniforme com 8 niveis.
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Figura 19 — Gréfico das caracteristicas de entrada-saida de um quantizador uniforme.

T = Q(z)
/
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08 T7A -5A 3A Al [A 34 5A 7A 4
2 2 2 2 211 2 2 2 2
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max

Fonte: Adaptado de Rabiner e Schafer (2007).

Pela figura, nota-se que o quantizador € apropriado para sinais cujas amostras sao ambas
positivas e negativas (bipolar). Para sinais que possuem apenas amostras de entrada positivas
(ou negativas), uma reconfiguragdo apropriada dos niveis deve ser realizada (OPPENHEIM;
SCHAFER; BUCK, 1999).

z

Para simplificar a codificacdo bindria, ¢ comum utilizar-se um nimero de niveis
coincidente com uma poténcia de 2, de modo a otimizar o nimero de bits n de codificagao por
amostra. Nestas condi¢des, a diferenca entre niveis de quantizagcdo adjacentes, i.e., 0 passo de

quantizacdo, normalmente representado por A, é dado por

A= = ; (6)
considerando [— X4z, Xmaz] @ faixa de variacao do sinal de entrada a ser quantizado.

A diferenca entre o valor real da amostra z[n| e o seu valor quantizado (n) produz um

erro nao-linear, conhecido por ruido de quantizacdo e dado pela expressao
eln| = z[n| — z[n]. (7

Assumindo que o erro de quantizag@o € um processo aleatério com média zero e uma distribuicao

de probabilidade uniforme, i.e, % <e[n] < %, pode-se expressar a poténcia do ruido como:
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AJ2 AJ2
Ele*[n]] = / ple[n])e?[n]de[n] = % / e*[n]de[n]
A2 A2
AQ inaw
T 12 3x o ®)
em que
1 A

plela) =%, para eln]| < 5, 9)

¢ a funcao densidade de probabilidade do ruido.

Usando-se a Equagdo (8), pode-se definir a relacdo sinal ruido de quantizagdo (SQNR)

por

SQNR = 10logy, (%) = 101ogy (%)

max
2

X
= 10log,y3 — 10log;, (Pmax> + 10logy, 92n

sinal

= 4.77 — a+6,02n, (10)

em que Pk, € a poténcia média do sinal, n € o nimero de bits do quantizador e « € a relacao

(em dB) entre a poténcia de pico do sinal, X >

max’

e Psinq- Para uma onda senoidal, tem-se que «
= 3 dB. Pode ser visto da Equacao (10) que para cada bit adicional, uma melhoria de 6 dB na

relacdo sinal ruido de quantizagdo é observada (VASEGHI, 2007).

4.1.2.2 Quantizacdo Nao-uniforme

Uma das desvantagens da utilizacdo da quantizacao uniforme € a grande dependéncia
da relacdo sinal-ruido com a poténcia do sinal de entrada (ver Equacgdo (10)), sendo pior para
sinais de baixa amplitude e melhor para sinais com grande amplitude (BARBOSA, 2008).
A utilizagdo de intervalos com dimensdes diferentes, i.e., quantizacdo ndo-uniforme, pode
minimizar este problema. Diferentemente do quantizador uniforme, o tamanho do passo do

quantizador nao-uniforme cresce para os valores mais altos do sinal de entrada.

Um quantizador ndo-uniforme consegue, para o mesmo nimero de bits, relagdes sinal-
ruido de quantiza¢ao maiores, sendo ttil, por exemplo, para sinais de voz com predominancia

de pequenas amplitudes. Em geral, a quantizacdo ndo-uniforme é obtida, primeiramente,
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distorcendo-se o sinal original com uma caracteristica de compressao logaritmica (Figura 20)

seguido de uma quantizagdo uniforme. A compressao logaritmica € efetuada de acordo com

y[n] = h + klog(x[n]), (1D

em que h e k sdo constantes positivas. Tal expressdo € valida apenas para valores positivos de

x[n], sendo necessaria uma aproximacao linear para abranger os valores nulos ou negativos.

Figura 20 — Grafico da funcao de compressio de um quantizador ndo-uniforme tipico. A, Ay e
Aj sdo os diferentes passos de quantizacio.

Fonte: Adaptado de Spanias, Painter e Atti (2007).

Um processo inverso € requerido no receptor, de modo a ndo distorcer o sinal quantificado
e possibilitar a recuperacdo em seu formato original. A operagdo, denominada de expansao,
€ conseguida através da funcdo exponencial. O ciclo completo € geralmente chamado de
companding, termo formado a partir da juncao das palavras do inglés para compressio e expansao
(compressing e expanding) (BARBOSA, 2008).

Duas leis de compressdo sao definidas pelo ITU (International Telecommunication
Union). Sdo elas a lei-y, que é adotada nos Estados Unidos, e a lei-A, que € utilizada na Europa.

A lei-p € dada pela relacdo

In(1+ M)

w.sign(x[n]), (12)

y[n] = Xmax-
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em que

sign(z[n])

1, >0
RS

Para a codificagdo de voz, o valor de p = 255 foi adotado como padrdo nos Estados
Unidos e Canada. Este valor reduz em 24 dB a relacdo sinal-ruido de quantizagao em compara-
¢do a quantizacao uniforme. Desta forma, um quantizador de 8 bits, usado em conjunto ao um
compressor logaritmico com p = 255 , produz a mesma qualidade de voz que um quantizador
uniforme de 12 bits. Um valor de 1 = 0 corresponde a quantizagdo uniforme. A lei-A de

compressao € dada pela expressao

Alzn)| ]
m&gn(w[n]), se 0 < [z[n]] < .,
y[n] = .
1+ Alz[n]| 1

m.&zgn(a@[n]), se

em que A € o parimetro de compressdao com valores tipicos de 86 para codificagio PCM
(Pulse Code Modulation) com 7 bits (nos EUA) e de 87, 56 para a codificagio PCM com 8 bits
(na Europa), ambos relacionados a sinais de voz (KONDOZ, 2004).

4.2 Codificacdo Paramétrica da Voz

O propdsito da compressdao de voz é obter uma concisa representacdo digital que
possibilite a otimizacdo de métodos de transmissdo e armazenamento de dados de voz (HUANG
et al., 2008). Com um processamento adequado, um sinal de voz pode ser analisado, codificado
a uma baixa taxa de dados e, em seguida, ressintetizado. Em muitas aplicac¢des, a codificacao
digital da voz € necessdria para permitir a utilizacdo de algoritmos de criptografia (por questdao de
seguranca) ou de técnicas de corre¢do de erros (para compensar o ruido do canal de transmissao).
Utilizando-se de alguns métodos de codificacdo, pode-se conseguir alta qualidade de voz, mas ao
custo de taxas de bits elevadas. Tais codificadores sdo chamados de codificadores de forma onda.
Esses codificadores tentam reproduzir amostra por amostra o sinal original e sdo projetados para
serem independentes do tipo de sinal. Desta forma, podem ser utilizados para codificar um ampla
variedade deles (COSTA FILHO, 2005).
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A largura de banda disponivel para a transmissdo de voz digitalizada é estreita, da
ordem de 4 kHz (POPE; SOLBERG; BRODERSEN, 1987). Em tais condicdes, € necessdria
a utilizacao de sistemas de codificacao que reduzam a taxa de bits, a fim de que a informagao
possa ser transmitida apropriadamente. Esses sistemas, no entanto, ndo conseguem reproduzir
a forma de onda da voz em seu formato original. Ao invés disso, um conjunto de parametros
variaveis sdo extraidos da voz, transmitidos e usados para gerar uma nova forma de onda no
receptor. Essa forma de onda recriada poderd nao aproximar necessariamente a forma de onda
original em aparéncia, mas devera ser perceptualmente similar (HOLMES; HOLMES, 2002).
Este tipo de codificador, nomeado de vocoder (da contracio VOice CODER), termo também
usado largamente para referir-se a codificadores de andlise/sintese em geral, ird utilizar-se de
caracteristicas perceptualmente importantes dos sinais de voz para representi-los de maneira
mais eficiente e sem comprometer, significativamente, a sua qualidade (HOLMES; HOLMES,
2002).

O vocoder foi descrito, primeiramente, por Homer Dudley do Laboratério de Telefonia
da Bell em 1939 e consistia de um sintetizador de voz operado manualmente (PELTON, 1993). A
partir dai, iniciou-se uma moderna investigacao sobre codifica¢io de sinais de voz. Os vocoders
baseiam-se no fato de que o trato vocal muda lentamente e seu estado e configuracdo podem ser
representados por um conjunto de pardmetros. Tipicamente, esses parametros sao extraidos do
espectro do sinal de voz e atualizados a cada 10-25 ms. Em geral, dada a sua complexidade no
processo de geracdo da voz sintetizada, as modelagens, simplificacdes e aproximacdes utilizadas
pelos vocoders introduzem perdas e distor¢des que acabam por tornar a qualidade de voz obtida
inferior aquela obtida pelos codificadores de onda (BARBOSA, 2008).

Duas propriedades da comunicagdo de voz sdo extensivamente exploradas pelos vocoders.
A primeira é a capacidade de restri¢do do sistema auditivo humano, que torna os ouvintes
insensiveis a varias imperfei¢des no processo de reproducio da voz. A segunda diz respeito a
fisiologia do processo de geracdo da voz, que coloca fortes restricdes sobre o tipo de sinal que
pode ocorrer. Este fato pode ser explorado para modelar alguns aspectos da produgao da voz
(HOLMES; HOLMES, 2002).

Nos critérios de escolha de um codificador de voz para determinada aplicagdo, existem
alguns atributos que sdo decisivos, enquanto outros sdo menos significativos. Assim, um
compromisso pode ser levado em consideracdo. Na secdo seguinte, € descrito, de modo sucinto,

cada um destes atributos, sendo abordados os principais compromissos envolvidos.

4.3 Atributos dos Codificadores de Voz

Alguns critérios sd@o importantes na escolha de um codificador de voz para uma

determinada aplicacio. Sdo eles:
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1. Taxa de bits;

2. Qualidade do sinal de saida;

3. Complexidade dos algoritmos e quantidade de memoria necessaria;
4. Atraso;

5. Sensibilidade a erros de canal.

Aplicagdes diferentes requerem que os codificadores sejam otimizados para diferentes
caracteristicas ou algum balanco entre elas. Para um grande niimero de aplicacdes, o principal
objetivo € assegurar a similaridade entre o sinal original e o reconstruido e, em alguns casos, como
nos sistemas em que a seguranga € o principal objetivo, que os arquivos de voz reconstruidos
sejam inteligiveis (COSTA FILHO, 2005).

4.3.1 Taxa de Bits

A primeira motivacao da codificacdo da voz € a redugdo da taxa de bits, com vista a
transmitir ou armazenar dados de maneira mais eficiente. Pode-se imaginar que a reducado da
informacdo a ser transmitida estd, necessariamente, atrelada a uma reducao da qualidade do sinal
original. Entretanto, codificadores de voz de alta qualidade podem conseguir reduzir a taxa de
bits por um fator de 13 ou mais com nenhuma perda perceptivel na qualidade ou inteligibilidade
(SPANIAS; PAINTER; ATTI, 2007).

Em sistemas que utilizam a largura de banda telefonica, a taxa padrdo utilizada é de
8.000 amostras/s. Para que um sinal amostrado a essa taxa seja dito de alta qualidade, sendo
considerado uma referéncia, ele deve apresentar uma resolucao de 16 bits por amostra, com
quantizagio uniforme (PCM), resultando numa taxa de bits de 128 kbits/s. E um sinal com essa
configuracio que serd processado de modo a gerar um conjunto de bits com uma menor taxa,
sendo posteriormente transmitido ou armazenado. No receptor, esse conjunto de bits (servindo
como entrada) serd reconstruido numa aproximacao original (em PCM), que posteriormente o
converterd num sinal actistico (BARBOSA, 2008).

Habitualmente, os codificadores produzem taxa de bits fixas, que sdo ideais para
utilizacdo em canais de transmissdo nao partilhados, os que ndo levam em conta critérios
para definir, em cada instante, qual a taxa de bits atribuida. Entretanto, hoje em dia ja se € capaz
de utilizar taxas de bits varidveis (VBR, Variable Bit Rate), uma vez que as redes de comunicagdo
utilizam protocolos flexiveis, (CAVALCANTI, 2009).

4.3.2 Qualidade do Sinal de Saida

Uma das maiores dificuldades no projeto e teste dos codificadores é a medicdo da

qualidade do sinal reconstruido. A complexidade estéd na falta de uma medida objetiva para a
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qualidade da voz que represente a percep¢ao entre o sinal original e o sinal reconstruido em
forma de uma funcdo erro (COSTA FILHO, 2005).

Os métodos de andlise da qualidade dos codificadores podem ser divididos em dois tipos:
objetivos e subjetivos (SPANIAS; PAINTER; ATTI, 2007). Nos métodos objetivos, comparam-se
caracteristicas matematicas do sinal transmitido com as do sinal recebido. Medidas subjetivas
envolvem seres humanos, que sao solicitados a atribuir classificagdes para alguns didlogos em
tempo real ou gravados (CAVALCANTI, 2009). Ao utilizar-se de seres humanos, as medidas

subjetivas sdo frequentemente mais precisas e uteis para avaliacdo de um sistema de telefonia.

4.3.2.1 Métodos Objetivos

O desempenho dos codificadores de forma de onda, tais como o PCM, pode simples-
mente ser medido pela relagdo sinal-ruido, SNR. Sendo z[n| o sinal original de voz e y[n| a

versdo sintética dele, tem-se:

2w ln]
> (z[n] —yln])? |

n

SNR = 10 - logy,, (15)

com o indice n variando no intervalo de medigao.

Um método mais refinado de medida objetiva, no que diz respeito a SNR convencional,
€ a relacdo sinal ruido-de-segmentacdo (SSNR). Este método, definido pela Equagdo (16), foi

criado para lidar com a natureza dindmica de sinais ndo estaciondrios como a voz.
LN
SNRR = — mzl SNR,,. (16)

Da Equagdo (16), vé-se que a SNRR é uma média dos valores da SNR de quadros
isolados. A vantagem de sua utilizacdo, em vez da SNR convencional, € que, calculando-se a
média sobre os valores de SNR no dominio logaritmico, ocorre uma melhor ponderagao para os
segmentos nao-vocais da voz com baixa energia. Por essa razdo, a SSNR correlaciona melhor a
qualidade perceptiva do que a SNR (COSTA FILHO, 2005).

As medidas de SNR e SSNR sio significativas apenas para os codificadores de forma de
onda. Ambas sdo extremamente sensiveis a distor¢des de forma de onda e a distor¢des de fase,
que nem sempre sdo perceptualmente relevantes. Por outro lado, muitos codificadores de baixa

taxa nao preservam a forma de onda original e, portanto, a SNR e a SSNR sdo insignificantes
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para a avaliacdo destes codificadores. As técnicas de medidas subjetivas sdo feitas para superar
essas limitagdes de abordagem simples da SNR (CHU, 2003).

4.3.2.2 Meétodos Subijetivos

Em testes subjetivos, sdo executadas amostras de voz a um determinado grupo de ouvintes,
que sdo convidados a classificar a qualidade dos sinais ouvidos. Essas classificagdes sdo reunidas
e € calculada a média para produzir o resultado final. Os testes sdo feitos, normalmente, para uma
grande variedade de condi¢des (naturalidade, inteligibilidade, facilidade de reconhecimento do
locutor, etc) de modo a obter uma avaliacdo do desempenho geral de um determinado codificador

(CHU, 2003). Alguns testes (os mais populares) sdo descritos a seguir.

4.3.2.2.1 ACR (Absolute Category Rating)

Nesse teste, um dos mais destacados, ouvintes sdo convidados a classificar uma frase ou
trecho de voz produzido pelo codificador em teste. Os ouvintes atribuem um grau de 1 (ruim)
a 5 (excelente). A partir dos graus obtidos, € calculado o valor médio (MOS, do inglés “Mean
Opinion Score”) e gerada uma classificagdo final, em termos perceptuais, a partir da Tabela 3.
Normalmente, sdo escolhidos individuos leigos, ndo treinados para o teste, mas pode-se utilizar
um nimero menor de individuos treinados capazes de distinguir a fonte e o tipo de degradacao.
Ambos os conjuntos possuem sua relevancia, mas o de individuos leigos € mais adequado, pois
se aproxima mais da média da populagao (CAVALCANTI, 2009).

Tabela 3 — Escala MOS.

Avaliagdo Qualidade da Voz Nivel de Distor¢ado
5 Excelente Imperceptivel
4 Boa Apenas perceptivel, mas nao irritante
3 Satisfatéria Perceptivel e levemente irritante
2 Razoavel Irritante, mas nao desagraddvel
1 Ruim Muito irritante e desagradavel

Fonte: Produzido pelo autor.

4.3.2.2.2 DCR (Degradation Category Rating)

Nesse teste, € solicitado aos ouvintes que seja feita uma comparacio entre o sinal original,
tomado como referéncia, e o sinal sintetizado. De acordo com a quantidade de degradacao
percebida, eles irdo classificar de 1 (degradagao muito audivel) a 5 (degradacao pouco audivel).
A média dos votos, o resultado final, é conhecida como DMOS (do inglés “Degradation Mean

Opinion Score”).



Capitulo 4. Codificagdo Digital da Voz 66

A confiabilidade dos resultados dos testes subjetivos depende do nimero de ouvintes.
Na maioria dos testes o nimero minimo é de 16, com os ouvintes sendo escolhidos entre a
populacdo em geral, de modo a refletir melhor as condi¢des em que o sistema eventualmente serd
implantado. Pela logistica necessdria para sua realizacdo, os testes subjetivos tornam-se caros e
bastante demorados. Portanto, os esforcos de pesquisa atuais estdo sendo direcionados para o
desenvolvimento de procedimentos e avaliacdo de testes automaticos e de medidas objetivas que
sejam capazes de predizer a qualidade subjetiva da voz. Os algoritmos mais conhecidos para a
avaliacdo objetiva da qualidade da voz baseada no modelo de percepcao psicoactstica dos sons
sdo: BSD (do inglés “Bark Spectral Distance”) (WANG; SEKEY; GERSHO, 1992), PSQM
(do inglés “Perceptual Speech Quality Measure”) - recomendagdo P.861 da ITU-T (ITU-T,
1998), e PESQ (do inglés “Perceptual Evaluation of Speech Quality”) - recomendacgdo P.862 da
ITU-T (RIX et al., 2001).

Por ser um método ja bem estabelecido e bastante utilizado em aplica¢des envolvendo
classificacdo da qualidade de voz com alto grau de consisténcia, o sistema de codificagdo proposto

faz uso do método subjetivo ACR para medicao da qualidade dos sinais de voz gerados.

4.3.3 Complexidade dos Algoritmos e Quantidade de Memoria
Necesséria

Quanto mais complexidade apresentar um algoritmo de codificagdo e maior for a
quantidade de memoria requerida para seu processamento, mais seus sistemas serdo dispendiosos
e volumosos, requerendo um maior consumo de energia. A complexidade é normalmente
aferida pela quantidade de instrucdes requeridas para processar os algoritmos de codificacao.
Usualmente é mensurada em MIPS (milhdes de instru¢des por segundo) ou em MFLOPS
(milhdes de operagdes em ponto flutuante por segundo), enquanto que a memdoria necessaria é

mensurada em niimero de bytes.

Uma técnica usada por codificadores para economizar o consumo de energia e também
para melhorar a eficiéncia do canal € a interpolacdo digital da voz (DSI, do inglés “Digital
Speech Interpolation”) (KONDOZ, 2004). A DSI explora o fato de que somente cerca de metade
da conversacdo € realmente ativa. Em periodos de inatividade, o canal pode ser utilizado para
outras finalidades, incluindo a limitacdo da atividade do transmissor, permitindo uma maior
economia de energia. Um subsistema importante da DSI € o detector de atividade de voz (VAD,
do inglés “Voice Activity Detection”), que deve funcionar de forma eficiente e confidvel para
garantir que a voz original ndo seja confundida com o siléncio e vice-versa (KONDOZ, 2004).
Utiliza-se o VAD, também, antes do estdgio de pré-processamento do sinal em sistemas de
reconhecimento de voz e locutor. No sistema de RAL proposto nessa dissertacdo, o VAD ¢é

empregado para economizar tempo de processamento.
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4.3.4 Atraso

No contexto de codificagcdo de voz, atraso refere-se ao tempo necessdrio para o
processamento da codificagdo do sinal, ou seja, o tempo que separa o instante em que uma
amostra € apresentada ao emissor, e que a correspondente amostra € gerada pelo receptor. Este
tempo € medido em milisegundos, estando o receptor em conexdo direta ao emissor. Nao se
considera, na medicao, a contribuicdo dos equipamentos de emissdo e recep¢do € o tempo de
propagacao do sinal, mas sim o tempo de transmissao de cada bit. Geralmente, quanto maior a
taxa de bits menor o atraso, visto que taxas de bits maiores representam algoritmos de codificagdo
com menor compactagdo (SOUZA et al., 2007).

Embora ndo seja importante em aplicacdes de armazenamento, como no sistema de
codificacdo de voz proposto nesse trabalho, em aplicacdes de conversagdo, como na rede
telefonica, o atraso pode se tornar inconveniente, tedioso, vindo a afetar a naturalidade da
conversacdo. Limites maximos permissiveis para esse atraso podem chegar a 400 ms (BARBOSA,
2008). Em redes de comunica¢do que ndo incluem canceladores de eco, essa restricio pode
se tornar mais severa, visto que os proprios interlocutores podem chegar a notar suas préprias

elocugdes.

4.3.5 Sensibilidade ao Erro

Na transmissdo em canais de comunicagdo, o sinal codificado fica sujeito a erros
que sdo introduzidos pelos canais. Esses erros normalmente sao de dois tipos: (i) erros
aleatdrios, causados pelo ruido estaciondrio, e (ii) erros em surto, introduzidos por interferéncias
eletromagnéticas nas imediacOes do canal (BARBOSA, 2008). Para que ambos os tipos de erros
afetem, minimamente, a qualidade dos sinais de saida, os codificadores devem possuir técnicas
que empreguem codigos capazes de detectar e corrigir esses erros. Entretanto, a introdugao
desses codigos demanda uma maior taxa de bits (SPANIAS; PAINTER; ATTI, 2007).

4.4 Teécnicas de Codificacao de Voz

De maneira geral, a diferencga bdsica entre codificacdo em formato de onda e codificacio
paramétrica estd ligada a filosofia de como o sinal é codificado. Codificadores de forma
de onda transmitem o sinal em seu formato original ou como uma variante do mesmo.
Codificadores paramétricos, por outro lado, transmitem apenas parametros resultantes de
tratamentos matemadticos realizados sobre propriedades extraidas do sinal. A seguir, algumas

técnicas de codificagdo sdo descritas.
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441 G.711-PCM

O padrao G.711, desenvolvido pelo ITU-T em 1972, define um codificador de forma de
onda que utiliza modulacdo por cédigo de pulso (PCM, do inglés “Pulse Code Modulation”)
com quantiza¢do nao-uniforme (ITU-T, Geneva, 1993), cujas caracteristicas de compressao
e expansdo do quantizador s@o aproximacdes lineares por partes para as leis-y e A, com u
=255 e A = 87,56. Essas caracteristicas ndo-lineares, ou mapeamentos de entrada-saida, sdo

explicitamente expressas na forma de uma tabela, onde as entradas sdo amostras PCM uniformes
de 13 ou 14-bits (CHU, 2003).

Em concordancia com o teorema de Shannon-Nyquist e, levando em conta que o espectro
de voz utilizado em telefonia possui uma banda de 4 kHz, foi adotada, pelo padrdao, uma taxa
de amostragem de 8.000 amostras/s com 256 niveis de quantizacdo, resultando uma taxa de
transmissdo de 64 kbits/s (CHU, 2003). Por ser o primeiro sistema digital de telefonia, o padrdao
G.711 foi implantado em véria redes comutadas de telefonia publica (PSTNs, do inglés “Public
Switched Telephone Network”) (KONDOZ, 2004).

442 G.722 - SB-ADPCM

Em 1976, o ITU-T definiu o padrdo G.722, essencialmente um codificador sub-banda cujo
sinal de entrada é dividido em regides de baixas e altas frequéncias, posteriormente codificadas
separadamente utilizando-se a técnica de modulacdo por cédigo de pulso diferencial adaptativo
(ADPCM, do inglés “Adaptive Differential Pulse Code Modulation”) (CHU, 2003). Foi proposto
para aplicacdes de dudio de alta qualidade, codificando a voz no espectro de 50 Hz a 7 kHz
(BARBOSA, 2008), operando a uma taxa de transmissao de 64 kbits/s, com codificacdo de 14
bits e frequéncia de amostragem de 16 kHz (CAVALCANTI, 2009).

No seu funcionamento, o sinal de entrada amostrado € dividido em duas sub-bandas de
iguais larguras, usando-se bancos de filtro de quadratura (QMF, do inglés “Quadrature Mirror
Filter”). Os filtros de sub-bandas hyu,, (1) € hpign(n) satisfazem (SPANIAS; PAINTER; ATTI,
2007):

hhigh(n) = (=1)"hiow(n) e [Hiow(2)* + [Hpign(2)]* = 1. (17)

A sub-banda de baixa frequéncia é tipicamente quantizada em 48 kbits/s, enquanto a sub-
banda de alta frequéncia € codificada em 16 kbits/s (SPANIAS; PAINTER; ATTI, 2007). O G.722
inclui um esquema adaptativo de alocacdo de bits e possui trés modos de operacao, possiveis
gracas a variacdo dos bits usados para representar o sinal de banda mais baixa (SPANIAS;
PAINTER; ATTI, 2007): 64, 56 e 48 kbits/s, sendo necessario, para os dois dltimos, um canal
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secunddrio auxiliar, que opera a taxas de 8 e 16 kbits/s, totalizando 64 kbits/s (CAVALCANTI,
2009). O padrao G.722 é comumente usado como referéncia para comparagdo com outros
codificadores (CHU, 2003).

443 G.726 - ADPCM

A recomendagdo G.726 do ITU-T, lancada em 1990, fornece um padrio que visa ser uma
evolugdo do padrao G.711, convertendo um canal PCM, de lei-i ou lei-A, que opera a 64 kbits/s,
para um canal a 40, 32, 24 ou 16 kbits/s. A conversdo é feita usando-se a técnica ADPCM (ITU-T,
1996). O G.726 incorpora trés caracteristicas em relacdo ao PCM do G.711: predicao linear,
quantizacao adaptativa e codificacao diferencial. No algoritmo do G.726 também € incorporado
um quantizador adaptativo e um preditor adaptativo com 2 pélos e 6 zeros. Os coeficientes do
preditor sdo adaptados baseados no sinal de entrada (GOLDBERG; RIEK, 2000), levando-se em

conta as caracteristicas estatisticas, variantes no tempo, da voz (BARBOSA, 2008).

No codificador, o sinal de entrada PCM, de lei-p ou lei-A, é convertido em um sinal
PCM uniforme, subtraido de um sinal estimado, quantizado em uma resolucdao menor de bits
e encaminhado para transmissao. Um quantizador inverso produz o sinal diferenga novamente.
Nele, o sinal estimado € adicionado ao sinal diferenca para produzir a versdo reconstruida do sinal
de entrada. O sinal reconstruido e o sinal diferenca sdo operados sobre um preditor adaptativo,

produzindo o sinal de entrada estimado e completando o lago de realimentacao.

No processo de decodificacio, o sinal amostrado € reconstruido a partir da soma do
sinal diferengca com o sinal estimado pelo preditor adaptativo. Assim, apds reduzir-se a taxa
de transmissdo com o uso do ADPCM, o sinal € novamente transformado em PCM na taxa de
64 kbits/s (padrao G.711).

O G.726 possui uma qualidade praticamente idéntica ao G.711, porém consumindo
menos banda. Sua utilizacdo perdeu espaco durante os anos 90, devido a sua incapacidade de
trabalhar com sinais de modem e de fax com taxas maiores que 12 kbits/s. No entanto, por exigir
pouco processamento, ainda desperta o interesse de quem implementa sistemas de telefonia e
transmissio de voz (CHU, 2003).

44.4 G.728 - LD-CELP

O G.728, recomendacdo lancada em 1992 pelo ITU-T, estabelece um padrio de
codificagdo de voz a 16 kbits/s, que utiliza um codificador de baixo atraso com predi¢do linear
excitada a codigo LD-CELP (do inglés “Low-Delay Code-Excited Linear Prediction”) (ITU-T,
1992). Neste padrio, a esséncia das técnicas de codificacdo CELP, andlise por sintese e busca em
um diciondrio € mantida, no entanto uma adaptacdo de preditores € requerida para se conseguir
um atraso de 0,625 ms. O G.728 € largamente utilizado para aplicagdes que requerem um
algoritmo de baixo atraso (ITU-T, 1992).
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Na codificacdo, apés a conversdo de PCM de lei-i. ou lei-A para PCM uniforme, o
sinal de entrada € segmentado em blocos de cinco amostras consecutivas. Para cada bloco,
o codificador analisa cada um dos 1024 vetores quantizados contidos no diciondrio, sendo
previamente tratados pelos blocos de ganho e filtro de sintese, com o intuito de encontrar aquele
que minimize o erro médio quadrético. Realizado esses procedimentos, o sistema transmite
o indice da palavra c6digo escolhida, contendo 10 bits de informacao. Essa palavra é, entdo,
processada pela unidade de escalonamento e pelo filtro de sintese para estabelecer os novos
parametros a serem utilizados na codificacdo do préximo bloco. Os coeficientes dos blocos de
filtro de sintese e ganho sdo ajustados periodicamente de forma retroalimentada, baseados no
sinal quantizado e no ganho do bloco anterior (CAVALCANTTI, 2009). O padrdao G.726, talvez,

seja o codificador de baixo-atraso de maior sucesso disponivel (CHU, 2003).

4.45 G.729 - CS-ACELP

Padronizado pelo ITU-T em 1996, o padrao G.729 € um codificador paramétrico ou
vocoder (BARBOSA, 2008). Ele utiliza uma forma de codificacdo algébrica de estrutura
conjugada com predigado linear CS-ACELP (do inglés “Conjugate Structure-Algebraic Code
Excited Linear Prediction”) e codifica os sinais de dudio em quadros de 10 ms cada, com um
atraso de 15 ms, exigindo cerca de 20 MIPS para codificagdo e 3 MIPS para decodificacdo, com
uma qualidade de 8 kbits/s (SALAMI et al., 1997).

Baseado no codificador CELP, o modelo opera com quadros de 10 ms, que correspondem
a 80 amostras das 8.000 do PCM. Cada um dos quadros do sinal de voz € analisado para retirada
dos parametros do modelo CELP. Estes parametros sdo codificados e transmitidos ao meio,
totalizando 80 bits por quadro amostrado. O sistema utiliza o método da autocorrelacio para
calcular os coeficientes dos filtros, empregando janelas assimétricas deslizantes de 240 amostras
de comprimento, deslocadas a cada 80 amostras (10 ms) (CHU, 2003). As janela assimétricas

sdo definidas por

0,54 — 0,46 cos (25), n=0,...,199, 8
win] = COS<M>, n = 200,...,239. (18)

159

O padrao G.729 foi concebido para transmitir sinais de voz com qualidade em
ambientes onde baixas taxas de codificacdo sao de extrema importancia, como em aplicagcdes
de comunicagdo sem fio e circuitos transoceanicos. Apesar desse padrdo ser extremamente
eficiente em termos de taxa de codificacdo, seus requisitos computacionais sdo extremamente
elevados. Dessa maneira, em maio de 1996 foi lancado o Anexo A da recomendacdo, mantendo a

operabilidade com o G.729 original e reduzindo a sua complexidade computacional. Em outubro
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desse mesmo ano, foi homologado o Anexo B do padrdo. Tal anexo descreve o gerador de ruido
de conforto e o detector de voz VAD, utilizados na implementacdo da compressao de siléncio
nos padroes G.729 e G.729A.

4.5 Sumario dos Codificadores

Nesta secdo, busca-se fazer um resumo dos codificadores apresentados na secao anterior.
Como referéncia, a Tabela 4 resume as principais caracteristicas de cada um desses codificadores.
Deve ser observado que a coluna MOS denota uma pontuacao subjetiva atribuida aos codificado-
res de voz, que pode variar de 1 a 5. Uma pontuagdo superior a 3 indica que o codificador é de
boa qualidade.

Tabela 4 — Taxa de bits e pontuagdo MOS dos codificadores apresentados.

Codificador  Taxa de bits MOS

G.711 64 4,4
G.722 64 4,5
G.726 40,32,24el16 43
G.728 16 4,2
G.729 8 3,9

Fonte: Produzido pelo autor.
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5 UM NOVO PADRAO DE CODIFICA-
CAO DE VOZ

5.1 Introducao

Este capitulo é reservado ao sistema de codificacdo (vocoder) desenvolvido neste trabalho,
cuja proposta € reunir simplicidade de implementacdo, baixa complexidade computacional, taxa
de bits inferior aos tradicionais vocoders existentes e qualidade aceitdvel dos sinais de voz
produzidos. Este novo padrdo de codificacdo de voz € baseado no Mascaramento Pleno em
Frequéncia por Oitava (MPFO), técnica publicada em (SOTERO FILHO; DE OLIVEIRA, 2009)
e (SOTERO FILHO; DE OLIVEIRA; CAMPELLO DE SOUZA, 2014), e que é fundamentada
no mascaramento auditivo em frequéncia, fendmeno psicoacustico ja discutido no Capitulo 2. O
MPFO atua no espectro de magnitude em frequéncia de um sinal de voz, descartando amostras
potencialmente mascaradas por outras vizinhas de maior amplitude. A técnica é mais detalhada

durante a Secdo 5.4

Neste capitulo, também, apresenta-se um método de preenchimento espectral via
distribuicdo beta de probabilidade, desenvolvido com o intuito de aperfeicoar o estagio de sintese
do vocoder proposto. Este procedimento adiciona informacao ao espectro simplificado pelo
MPFO, numa tentativa de aproximé-lo ao seu formato original e, dessa forma, obter melhorias
na inteligibilidade e no aspecto metalizado dos sinais de voz sintetizados.

Adicionalmente, introduz-se um inédito formato bindrio para armazenamento de sinais
de voz, o qual é representado pela extensdo voz. Deve-se a esta nova representagdo a eficiente

compactacgdo dos sinais fornecidos pelo sistema.

Ainda, sdo apresentados resultados de simulacdes para o vocoder proposto e exibidas
classificagOes, a partir de teste subjetivo ACR, da qualidade de alguns sinais de voz por ele

gerados.

5.2 Visao Geral do Sistema

Em geral, um sistema de codificacdo de voz € constituido por 3 estdgios principais: pré-
processamento, andlise e sintese do sinal de voz. Estes estdgios compdem os seus 2 subsistemas

principais: codificador e decodificador.

No estdgio de pré-processamento, o sinal de entrada € submetido a etapas de pré-
tratamento, a fim de permitir uma representacdo adequada para o estdgio de andlise. Estas

operacoes incluem a divisdo do sinal, no dominio do tempo, em segmentos menores (segmenta-
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¢d0) e a suavizagdo destes através de um janelamento. O estdgio de andlise descreve as operacdes
sofridas pelo sinal, a fim de alcancar um resultado final: uma representacdo no dominio da
frequéncia do sinal ao longo do tempo. O ultimo estidgio do vocoder € a sintese (ou, mais
precisamente, a ressintese) do sinal de voz no dominio do tempo. A sintese descreve o processo
envolvido na criacdo de um novo sinal, no dominio do tempo, a partir dos segmentos, no dominio

da frequéncia, obtidos durante a fase de anélise.

Figura 21 — Diagrama de blocos simplificado do vocoder proposto.
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Fonte: Produzido pelo autor.

No sistema de codifica¢iao proposto, tanto o codificador quanto o decodificador contém
técnicas inovadoras desenvolvidas no Departamento de Eletronica e Sistemas da UFPE. A Figura
21 apresenta um diagrama de blocos simplificado desse sistema. A descri¢do detalhada é dada

nas proximas secoes.

5.2.1 Implementacao do Sistema

O sistema de codificagdo de voz proposto neste trabalho foi desenvolvido através de
programas elaborados no MATLAB®. A escolha por essa linguagem de implementacdo foi

influenciada pelos seguintes fatores:
1. bastante difundida no meio académico;
i1. ferramenta matemaética completa disponivel em qualquer plataforma de computacdo;
iii. sua sintaxe baseada em vetores esconde a maioria das complexidades ndo-importantes.
Os algoritmos implementados para o sistema tiveram a intencao de mesclar interatividade
com o usudrio, através da interface grifica do MATLAB®, e facilidade para simulacdes e testes de

suas rotinas. A Tabela 5 exibe uma listagem dos algoritmos utilizados para a implementacao do

vocoder e suas respectivas funcdes. Os codigos fonte deles estdo disponibilizados no Anexo A.



Capitulo 5. Um Novo Padrdo de Codificagcdo de Voz 74

Tabela 5 — Algoritmos do sistema de codificacao de voz.

Algoritmo Fungao
VocCod Codificador (wav — voz)
VYocDec Decodificador (voz — wav)
SpecStuffing Preenchimento Espectral via Distribuicdo Beta

SpecStuffWindow Preenchimento Espectral com Janelamento Extra

Fonte: Produzido pelo autor.

Como visto da tabela, o sistema é composto de dois algoritmos principais, um para o
codificador (andlise), VocCod, e outro para o decodificador (sintese), VocDec; e dois algorit-
mos secunddrios, SpecStuffing e SpecStuffWindow, que sao chamadas pelo decodificador. O
software de analise foi projetado para trabalhar com arquivos de voz do tipo wav, extensao
padrio para arquivos de dudio do Windows®. Na sua interface grafica, Figura 22, o usudrio pode
selecionar quaisquer arquivos wav que deseja codificar, ficando a cargo das rotinas internas do
programa a conversao das taxas de amostragem e bits de resolu¢do desses arquivos para 8 kHz e
16 bits respectivamente, atributos necessarios para o seu adequado funcionamento. Nele também
estdo contidas as rotinas internas de pré-processamento (segmentagdo de 20 ms e janelamento de

Hamming sem superposi¢do).

Figura 22 — Imagem da interface grafica do codificador.
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Na rotina principal do VocCod, os arquivos wav sdo processados pelo método do MPFO,
produzindo vetores representativos do sinal, que sdo quantizados e codificados para o novo
padrao bindrio de codificacdo voz, detalhado durante a subsecdo 5.4.4. Este procedimento €
realizado através da interface grafica do programa ao se pressionar o botdo “processar”. O usudrio
pode, também, salvar o arquivo voz com o nome que desejar. As etapas realizadas pelo VocCod

sao dadas abaixo:

1. leitura dos arquivos de entrada wav;
il. conversdo das taxas de amostragem e bits de resolugdo para 8khz e 16bits, respectivamente;

iii. aplicagdo da FFT para quadros janelados de 20 ms com a janela de Hamming sem

superposicao;
iv. processamento pela técnica do MPFO;

v. quantizacdo e codificacdo das amostras de mascaramento e suas posi¢cdes de ocorréncia no

espectro;

vi. reunido das informacdes extraidas do sinal pelo estdgio (iv), codificagdo e armazenamento

no formato bindrio voz.

Na sintese do sinal, o software de decodificagdao VocDec, que aceita como entrada apenas
arquivos com extensao bindria voz produzidos pelo software de codificagdo VocCod, extrai as
informacdes codificadas e, através de suas rotinas especificas, remonta o espectro simplificado
para cada um dos quadros de voz segmentados na andlise. O estdgio, também, faz uso de
uma técnica de preenchimento espectral baseada na distribui¢do beta de probabilidade, que €
introduzida no decodificador através de dois algoritmos: SpecStuffing, para o preenchimento
espectral e SpecStuffWindow, para o preenchimento espectral com um janelamento de

Hamming extra.

A interface gréfica do software de decodificagdao VocDec € exibida na Figura 23. Nela,
0 usudrio pode inserir os arquivos voz gerados pelo codificador e escolher entre 4 tipos de
recomposi¢do do sinal: (i) utilizando apenas o MPFO, (ii) MPFO acrescido da técnica de
preenchimento espectral, (iii) utilizando uma composi¢@o dos sinais em (i) e (ii), e (iv) utilizando
sinais de (i1) com um janelamento de Hamming extra. Estes procedimentos oferecem ao usudrio

a possibilidade de avaliar a qualidade dos 4 sinais gerados e optar por aquele que mais o agradou.

Ap6s escolher o tipo de recomposicao, o usudrio deve clicar o botdo “processar” para
que o software inicie a decodificacdo do arquivo de entrada. Os quadros s@o concatenados e
reconvertidos para o formato wav, estando aptos a serem reproduzidos. Ao finaliza-la, é aberta

uma janela para que o usudrio salve o arquivo wav com o nome que desejar.
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Figura 23 — Imagem da interface grafica do decodificador.
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DGS @ (1) MPFO apenas
") (2) MPFO + Preenchimento espectral gera arquivo (wav)
. para reprodugdo
DEPARTAMENTO DE ELETRONICA E SISTENAS ) Composicao de (1) com (2)
UFPE 2017 ") MPFO + Preenchimento espectral + Janelamento extra

Fonte: Produzido pelo autor.

As etapas realizadas pelo algoritmo de sintese sdo dadas abaixo:

i. leitura dos arquivo de entrada voz;

ii. remontagem dos espectros do sinal sintetizado a partir das informacdes bindrias de entrada;

b

iii. introdu¢do do preenchimento espectral para cada quadro de espectro da voz (dependendo

da opcao escolhida para o processamento);
iv. aplicacdo da IFFT para cada um desses quadros;
v. concatenagao dos quadros de voz;

vi. reconversdo do sinal para o formato wav, para fins de reproducao.

As proximas secoes trazem a descricao detalhada do sistema proposto.
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5.3 Pré-Processamento do Sinal

O primeiro estdgio do vocoder proposto consiste em um pré-processamento do sinal
lido de um arquivo wav. Este procedimento € necessario em processamento de voz, visto que as

caracteristicas desses sinais t€m algumas peculiaridades que precisam ser previamente tratadas.

Como o sistema desenvolvido € exclusivo para sinais de voz, que possuem a maior parte
de sua energia concentrada numa faixa limitada de frequéncias, faz-se necessario utilizar uma
taxa de amostragem que leve em considerag@o essa caracteristica. Além disso, deve-se respeitar a
condi¢@o imposta pelo teorema da amostragem (DE OLIVEIRA, 2007) para que ndo haja perda
de informacao: a frequéncia de amostragem deve ser maior que o dobro da maior frequéncia
contida no sinal a ser amostrado. A partir desses requisitos, e considerando a mdxima frequéncia

do sinal de voz igual a 4 kHz, adota-se 8 kHz como taxa de amostragem para o sistema.

5.3.1 Segmentacgao da Voz

A segmentacdo consiste em particionar o sinal de voz em blocos de duracdo definida, cujo
tamanho é escolhido dentro dos limites de estacionariedade do sinal (RABINER; SCHAFER,
1978). Um sinal € dito estaciondrio quando suas caracteristicas estatisticas ndo variam com o
tempo (LATHI, 1989). Uma vez que a voz é um sinal de natureza aleatéria e sabendo-se que
o trato vocal muda muito lentamente na voz continua, muitas partes da onda acustica podem
ser assumidas como estaciondrias num intervalo de curtissima duracao (entre 10 e 40 ms)
(OPPENHEIM; SCHAFER; BUCK, 1999). No trabalho, sdo utilizados segmentos de 20 ms,

valor usualmente utilizado para processamento de sinais de voz.

A segmentacdo €, portanto, a operagao de multiplicar intervalos sucessivos do sinal de
voz no dominio do tempo, por um pulso retangular contendo um niimero definido de amostras e
que pode ser referido como uma janela retangular. Uma vez que a multiplicagdo no dominio do
tempo equivale a convolu¢do no dominio da frequéncia, a janela retangular produz uma distor¢ao
do sinal, no dominio da frequéncia, que deve estar dentro dos limites tolerdveis da aplicacao.
Assim, para suavizar a sobreposi¢do e evitar efeitos de distor¢do intolerdveis, sdo utilizados

janelas especiais para realizar a segmentacao, tais como as que serdo descritas a seguir.

5.3.2 Janelamento

A utilizagdo do janelamento é uma forma de se conseguir aumentar as informacdes
espectrais de um sinal amostrado (SILVA, 2006). Esse “aumento” de informacao € decorrente da
minimizacao das margens de transi¢do em forma de ondas truncadas e de uma melhor separagdo
do sinal de pequena amplitude de um sinal de grande amplitude, com frequéncias muito préximas
umas das outras. Algumas janelas comumente utilizadas sdo descritas em seguida. Todas elas

estdo, também, disponiveis em fungdes internas do MATLAB®.
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* Janela Retangular: Essa janela apenas particiona o sinal em blocos consecutivos de mesmo

tamanho. Sua formulac¢do € dada por

1, 0<n< M,
w(n] = . (1)
0, caso contrario,

em que M + 1 é o tamanho da janela.

* Janela de Hamming: Proporciona a manutencao das caracteristicas espectrais do centro
do quadro e a eliminacao das transi¢des abruptas das extremidades (SILVA, 2006). Esta
janela € representada por

9
0,54 —0,46¢os [ =), 0<n< M,
M 2)

wln] =
0, caso contrdrio.

* Janela de Hanning: Apresenta caracteristicas parecidas com a janela de Hamming, en-
tretanto ela gera um refor¢co maior nas amostras centrais € uma suavizacao maior nas

amostras das extremidades. Esta janela é formulada por

2
0,5—0,5co0s (L”) 0<n<M,
M 3)

wln] =
0, caso contrario.

« Janela de Kaiser - E uma janela mais flexivel que as demais. Através do ajuste do paré-
metro (3, sua forma pode ser modificada. Dessa forma, dependendo da aplicacdo, pode-se

modificar a forma da janela para controlar a perda espectral. Sua equagdo € expressa por

“4)
0<n<M
I()(/B) 7 — n — 7

0, caso contrario,
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em que « = M/2, e Iy(-) representa a fun¢do de Bessel modificada de ordem zero
de primeiro tipo (OPPENHEIM; SCHAFER; BUCK, 1999).

As janelas definidas anteriormente sdo comumente usadas para andlise espectral e tam-
bém para projeto de filtros de resposta ao impulso finita (FIR) (OPPENHEIM; SCHAFER;
BUCK, 1999). As formas no dominio do tempo e no dominio da frequéncia dessas janelas sdo

mostradas, respectivamente, nas Figuras 24 e 25.

Figura 24 — Ilustrac@o da forma das janelas citadas.

1 I Hammig
Hanning ||
! ! ' Kaiser
0.8 booooee NN Retangular)|
06 F-------------~ff-f---------a----m-- XN -
£
3 I | i
()07 I Y S — b o 0\ W
02 oo S AN
0 M4 M/2 3M/4 M

n

Fonte: Produzido pelo autor.

Dois efeitos ocorrem como resultado da aplicagdo das janelas no sinal: resolucdo em
frequéncia reduzida e escoamento espectral (leakage). A resolucao é influenciada pela largura
do lobo principal, enquanto que o grau de escoamento depende do quociente entre a amplitude
maxima do lobo principal e a amplitude maxima do primeiro lobo lateral. Uma boa resolugao
temporal requer uma janela de curta duragdo. Em contrapartida, uma boa resolu¢do em frequéncia
requer uma janela de longa duragdo, com um lobo principal mais estreito. Uma vez que a
atenuacao da janela € essencialmente independente da duracdo da janela, aumentando-se o valor
de M, diminui-se a largura de seu lobo principal (KONDOZ, 2004).
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Figura 25 — Gréfico da resposta em frequéncia das func¢des janela descritas: (a) Retangular, (b)
Hamming, (c) Hanning, (d) Kaiser g = 7.8.
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Fonte: Adaptado de Kondoz (2004).

Como se pode observar da Figura 25, o lobo principal da janela retangular € quase que
metade do lobo principal das janelas de Hamming e Hanning. Entretanto, os lobos laterais dessas
dltimas sdo bem menores que os da retangular. O primeiro lobo lateral da janela de Hanning é
aproximadamente 20 dB maior do que o da de Hamming, mas os lobos seguintes diminuem mais

rapidamente do que os da janela de Hamming (SILVA, 2006).

O alto escoamento espectral produzido pelos largos lobos laterais faz o janelamento
através da janela retangular parecer mais ruidoso para a voz, dificultando a discriminagao de
componentes de baixa amplitude. Essa indesejavel caracteristica entre harmonicos adjacentes
tende a minimizar os beneficios de uma resposta no dominio do tempo plana (maior resolugdo em
frequéncia) para a janela retangular. Ja nas janelas de Hamming e Hanning, os lobos secundarios
menores permitem uma melhor deteccdo desses componentes (KONDOZ, 2004). A janela de
Kaiser, por possuir um parametro de ajuste, permite quantificar o compromisso entre a largura

do lobo principal e a atenuagdo do lobo lateral.

Uma forma de se aumentar a correlacdo entre janelas sucessivas € através da superposicao
de janelas, evitando variagdes bruscas entre as caracteristicas extraidas de janelas adjacentes
(RABINER; SCHAFER, 1978). Entretanto, esta superposicdo requer um maior complexidade de

implementac¢do, ndao sendo possivel sua implementagdo para esse trabalho.
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Diante de todos esses fatos, a escolha da janela a ser utilizada €, entdo, uma questao de
avaliacdo da relacao custo-beneficio entre um lobo principal estreito e lobos laterais pequenos.
No trabalho proposto, o janelamento de Hamming (com janelas de 20 ms), sem superposi¢do, €
o escolhido por apresentar caracteristicas espectrais interessantes e suavidade nas bordas (CHU,
2003) (OPPENHEIM; SCHAFER; BUCK, 1999).

Terminado o pré-processamento do sinal, passa-se ao estdgio de andlise dos sinais de

voz através da técnica do MPFO. O procedimento é abordado a seguir.

5.4 Andlise da Voz pela Técnica do MPFO

O estagio de andlise € o responsavel por introduzir a técnica do MPFO sobre o sinal de
voz, a fim de se obter um espectro simplificado do sinal e reduzir a taxa de bits necessdria para o
codificagdo. A priori, o sistema identifica casos de mascaramento em cada uma das oitavas. O
estdgio descarta sinais que “nao seriam audiveis” devido a este fendmeno auditivo e despreza,
por completo, a fase do sinal. A escolha pelo particionamento do espectro em oitavas tem haver
com as bandas criticas da audi¢do, que também possuem larguras de banda nao-uniformes. O
intuito foi investigar o efeito das amostras de mascaramento sobre as mascaradas dentro de uma

oitava. A Figura 26 exibe o diagrama detalhado do codificador do vocoder proposto.

Figura 26 — Diagrama de blocos detalhado do codificador proposto.
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Fonte: Produzido pelo autor.
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5.4.1 Caracteristicas Psicoacusticas do Sistema Auditivo Humano

Como na maioria dos sistemas de codificacdo de voz eficientes, os vocoders aproveitam-
se de certas propriedades auditivas do sistema auditivo humano para reduzir as taxas de bits. A
técnica aqui proposta, além de tomar como base para sua implementagdo o mascaramento em
frequéncia, aproveitou-se também da insensibilidade do ouvido humano em relagdo a fase do

Soml.

5.4.1.1 Insensibilidade a Fase do Som

O ouvido humano apresenta mais uma caracteristica peculiar em relacio a sua percep¢ao
auditiva: praticamente ndo consegue distinguir diferencas em relagdo a fase de um sinal sonoro.
O processo pode ser explicado examinando-se como um som se propaga por um ambiente.
Qualquer som que se propaga e que chega aos nossos ouvidos atravessa diversos obstdculos
e percorre caminhos distintos. Parte do som chega defasada das demais, mas tal diferenca é
minimamente sentida pelos ouvidos (OPPENHEIM; SCHAFER; BUCK, 1999). A informacgdo na
voz humana € principalmente concentrada nas amplitudes das frequéncias. Desta forma, diversos
codificadores de voz desconsideram a fase do sinal no estdgio de andlise, considerando esta
percepcao como desprezivel. Baseado nesse fato, o vocoder proposto descartaré as caracteristicas

de fase do espectro, considerando apenas a amplitude das amostras.

5.4.2 Simplificagdo do Espectro Via MPFO

De posse dos sinais pré-processados, pode-se iniciar a etapa da andlise propriamente dita

do sinal. O procedimento € descrito a seguir.

Para cada segmento do sinal de voz janelado, aplica-se uma FFT de comprimento 160
(nimero de amostras contidas em um quadro de 20 ms de voz), obtendo-se sua representagao no
dominio frequencial. A partir dai, divide-se a regido do espectro da magnitude do sinal em zonas
de influéncia (oitavas). Devido a frequéncia minima dos sinais de voz ser acima dos 300 Hz, a
faixa de frequéncias entre 32 e 256 Hz ndo é considerada na andlise, jd que nao possui informagao
pratica. A primeira oitava utilizada corresponderd a faixa de frequéncias de 256 Hz—512 Hz,
a segunda cobrindo a banda de 512 Hz—1024 Hz, e assim por diante. A quarta (ultima oitava)
ird corresponder a faixa de 2048 Hz—4000 Hz (notando-se que em 4 kHz o espectro simétrico,

produzido pela FFT, comeca a se repetir). A Tabela 6 exibe essa divisao.

Como se estd fazendo uso de uma taxa de amostragem de 8 kHz, cada amostra da
magnitude do espectro corresponderd a uma amostra espectral multipla de 50 Hz, sendo que
a primeira amostra ird representar a componente DC de cada quadro de voz [6]. Como essa
amostra tem pouca informacao util, ja que representa apenas um offset do sinal, serd prontamente
desconsiderada da andlise. J4 que as raias espectrais caminham a passos de 50 Hz, a primeira
oitava (de 256 Hz a 512 Hz), serd representada pela amostras espectrais de 300, 350, 400, 450 e
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Tabela 6 — Numero de frequéncias estimadas pela DFT de comprimento 160 em cada oitava do
espectro vocal.

Oitavas (Hz) # amostras
espectrais/oitava
256 - 512 5
512-1024 10
1024 - 2048 20
2048 - 4096 39
total 74

Fonte: Produzido pelo autor.

500 Hz, a segunda oitava (512 Hz a 1024 Hz) pelas amostras de 550 Hz, 600, 650, 700,..., 1000
Hz, seguindo-se o mesmo raciocinio para as demais. Terminado esse procedimento inicial de
divisao do espectro em oitavas e de descarte de amostras espectrais sem relevancia, passa-se
agora a buscar em cada oitava, em todas as quatro sub-bandas do sinal de voz, o ponto da FFT
de maior magnitude, i.e., aquele que ird (potencialmente) mascarar os demais. Essa amostra
espectral passard a ser o Unico representante dentro de cada oitava (por opg¢ao, para reduzir a
complexidade). As demais serdo desconsideradas, assumindo valor espectral nulo. O algoritmo
guarda em que posicdo no espectro de frequéncias o tom de mascaramento ocorreu, procedimento
util para a correta remontagem do espectro pelo sintetizador. O total de 79 frequéncias oriundas
da estimativa da DFT € reduzido para 4 sobreviventes em adicdo as suas 4 respectivas posi¢oes
de ocorréncia (retendo pouco mais do que 10% das componentes espectrais). Para cada quadro
de voz, as amostras sobreviventes e as posi¢coes de ocorréncia serdo quantizadas e codificadas
separadamente, sendo salvas no formato bindrio voz, cuja composicdo serd explicada mais

adiante. Os procedimentos de quantizagdo e codificagdo serdo vistos em seguida.

5.4.3 Quantizacéo e Codificacdo dos Sinais de Voz

Na quantizacdo dos quadros de voz utilizou-se o método mais comum de quantizacdo, a
quantizac¢do uniforme. Para simplificar a codificag@o bindria, fez-se uso de um nimero de niveis
coincidente com uma poténcia de 2, de modo a otimizar o nimero n de bits de codificagdo por
amostra. A maxima excursao do sinal (no caso o tom de maior magnitude do espectro completo
do sinal de voz) foi assim dividida em 256 intervalos de mesmo comprimento, sendo cada um
deles representado por uma tnica palavra-codigo de 8 bits. Como ndo ha amostras negativas a
serem quantizadas, ja que a magnitude do espectro ndo apresenta valores negativos, o quantizador
utilizado ndo pode ser bipolar, sendo necessario uma reconfiguracao apropriada dos niveis. Uma
rotina do software de andlise VocCod foi especificamente projetada para esse fim. A quantizagdo

das posi¢des ndo foi necessdria, visto que elas sdo numeros inteiros.

Com a finalidade de se reduzir o nimero de bits necessario a codificacdo dos quadros
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de voz, o algoritmo de alocagdo dos bits levou em considera¢io o comprimento da oitava. A
medida que se diminui o nimero da oitava, reduz-se pela metade a faixa de frequéncias que
ela cobre e, dessa forma, um menor nimero de bits € necessario para a adequada codificacao
das posi¢des em que as amostras espectrais de mascaramento ocorreram. Essas posi¢des, em
oitavas sucessivas (caminhando no espectro em relacdo as altas frequéncias), necessitam de mais
um bit pra a sua correta representacio. Por exemplo, um tom de mascaramento que acorra na
primeira oitava (256512 Hz), tem 5 possiveis posi¢des de ocorréncia (posi¢ao 7 a posi¢ao 11),
todas elas podendo ser completamente representadas por uma palavra-cédigo de 4 bits. Ja na
oitava seguinte (512-1024 Hz) a posicao maxima em que o tom de mascaramento pode ocorrer
(21% — que corresponde a frequéncia de 1 kHz) pode ser codificada por um palavra-cédigo de 5
bits. Nas duas oitavas subsequentes, as posi¢des miximas sdo as posi¢cdes 41 (descrita por uma
palavra de 6 bits) e 80 (representada por uma palavra de 7 bits), respectivamente. Para os valores
maximos das amplitudes das amostras espectrais de mascaramento sao reservados 8 bits (1 byte)
para a sua representacao, ja que foram escolhidos 256 niveis de quantizacdo. O nimero de bits
alocados para cada um desses parametros € mostrado na Tabela 7. Como j4 discutido antes, a

fase do sinal nao € considerada.

Tabela 7 — Alocacao dos bits para um quadro de voz de 20 ms.

Oitava Parametro bits
1 amostra espectral de mascaramento 8
posicdo da amostra de mascaramento 4
2 amostra espectral de mascaramento 8
posicdo da amostra de mascaramento 5
3 amostra espectral de mascaramento 8
posicdo da amostra de mascaramento 6
4 amostra espectral de mascaramento 8
posicdo da amostra de mascaramento 7

total 54

Fonte: Produzido pelo autor.

Vé-se que para cada quadro de voz de 20 ms, sdo necessdrio apenas 54 bits (22 para as

posicdes e 32 para os valores dos tons de mascaramento), levando a uma taxa de
ou 2,7 kbits/s.

W bits/s
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5.4.4 Formato Binario voz

A alocagdo dos bits para cada quadro de voz, sumarizada na Tabela 7, sugere que se
pense numa representacdo bindria de armazenamento. Foi entdo proposto o formato voz, que é
constituido pela concatenacao de todos os quadros codificados. O conceito de um quadro deste

formato € apresentado na Figura 27.

Figura 27 — Ilustracdo da configura¢do de um quadro de 20 ms do formato binério voz

Oitava 1 Oitava 2 Oitava 3 Oitava 4
1 byte 4 bits 1 byte 5 bits 1 byte 6 bits 1 byte 7 bits -+ - Repete
amostra posicao amostra posicao amostra posi¢ao amostra posicao
espectral de de espectral de de espectral de de espectral de de
mascaramento ocorréncia mascaramento ocorréncia mascaramento ocorréncia mascaramento ocorréncia

Fonte: Produzido pelo autor.

Vé-se que os 54 bits sdo distribuidos em 4 sub-blocos (um para cada oitava utilizada)
compostos pelo valor da amostra de mascaramento associada a sua respectiva posicao no espectro.
A concatenacgdo de varios desses quadros forma o formato bindrio voz. Os arquivos de voz de
entrada, antes no formato wav, sdo todos convertidos para esse novo padrao através do software

de codificagdao VocCod.

O software de decodificacdo VocDec, que possui uma rotina de recomposicao do espectro
sintetizado projetada para reconhecer inicio e término de um novo quadro de 20 ms, consegue
recuperar o sinal de voz sintetizado, transformando-o novamente para o formato wav. A se¢ao

seguinte aborda este processo.

5.5 Sintese da Voz

O objetivo do estdgio de sintese € reconstruir os sinais de voz codificados pelo estagio
de andlise. Para que isso seja possivel, € necessario que os dados alimentados ao sintetizador
estejam codificados no formato bindrio voz. O algoritmo, entdo, processa esses dados, identifica
o inicio e o final de cada quadro de voz e, a partir dai, reconstréi o espectro sintetizado através

dos valores de suas amostras espectrais e de suas respectivas posicdes de ocorréncia no espectro.

No estdgio de andlise emprega-se o MPFO para simplificar o espectro de cada quadro
de voz. Tal procedimento, apesar de conseguir manter uma voz inteligivel na recuperagao do
sinal, resulta numa configuracdo de amostras muito isoladas e espacadas no espectro. Visando
aprimorar essa representacao, melhorando a inteligibilidade e a caracteristica metalizada da voz
gerada, e suavizando a abrupta transi¢do entre amostras em oitavas adjacentes, atribuiu-se ao

sintetizador a técnica do preenchimento espectral via distribuicao beta. Cada oitava possui uma
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distribuicao beta particular, que sao atualizadas a cada novo quadro de voz. O pico (ou a moda) -
descrita mais adiante - de cada uma dessas distribuicdes € definido como sendo igual ao valor
da amostra sobrevivente da simplificacdo pelo MPFO. A Figura 28 exibe o diagrama de blocos

detalhado do estdgio de sintese (decodificador) do vocoder proposto.

Figura 28 — Diagrama de blocos detalhado do estagio de sintese (decodificador).
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Fonte: Produzido pelo autor.

5.5.1 Preenchimento Espectral via Distribuicao Beta

A distribui¢do beta € uma distribuicdo de probabilidade continua definida no intervalo
0 <z < 1, sendo caracterizada por um par de parimetros « e 3 , de acordo com a equacao
(ANDRADE, 2007):

P(z) = @xalu —z)f 1, l1<a, f < o0, 5)

C(a)T(B)
I'(a+p)

funcdo Beta. A Figura 29 ilustra esta distribuicdo para alguns valores de « e [3.

¢ um fator de normalizacdo, I'(-) é a fungdo gama e B(-,-) é a

em que B(a, ) =
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Figura 29 — Ilustragdo da curva de distribui¢ao Beta para alguns valores de a e 5.
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Fonte: Produzido pelo autor.

O ponto da curva onde ocorre a mixima distribuicdo de probabilidade € chamado de

moda, e o seu valor é obtido pela seguinte expressao:

a—1
da= —— 6
moda ot B2 (6)

5.5.1.1 Metodologia Empregada

Para correta implementacdo do método do preenchimento espectral, faz-se necessério
manipular a expressao original da distribuicao beta de forma que o seu intervalo de representacao,
que € definido apenas para o intervalo [0,1], passe a conter o limite de transi¢do entre uma oitava
e sua vizinha. E necessdrio, também, adotar o valor da moda da distribuicao como sendo o valor

da amostra sobrevivente por oitava.

Partindo-se da expressdo original da distribuicdo beta dada pela Equagdo (5), faz-se uma
expansao da curva de tal maneira que o limite superior seja correspondente a diferenga entre as
frequéncias de corte normalizadas superior ( f3;) e inferior (f,,,) de cada oitava, isto &, fy; — fi..
Essas frequéncias de corte precisam ser normalizadas, uma vez que o limite de frequéncias das
oitavas (256512 Hz, 512—-1024 Hz, etc) ndo sao multiplos de 50 Hz, que € o valor de passo do
espectro para a taxa de amostragem utilizada (8 kHz). Posteriormente, desloca-se a curva de
um valor f,,, de forma que os limites inferior e superior sejam f,, € fys, respectivamente. Ao

realizar-se esses procedimentos, € necessdrio também ajustar o valor da moda, que passa a ser
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represen&ukipor

-1
novamoda = #5_2( far = fn) + fn (7)

O novo valor da moda deve corresponder ao valor da amostra predominante normalizada

resultante das oitavas (f.), ou seja:

a—1

m(fM_fm)+fm:fc' (8)

novamoda =

A partir dessa expressdo e apds algumas manipulagdes, obtém-se uma relacdo entre « e 3

expressa pela Equacgado (9) e que sera util na representacdo da nova expressao da distribuicdo.

B—-1=(a—1)0Q, 9)

jh4'_.ﬁﬂ
emque () = ——.
ﬁ:_’fm
A expressao final, aquela utilizada no algoritmo de preenchimento espectral em cada

quadro, € dada por

1

a+pB-2
m) (2 — fo)* M far — )1 (10)

P(x) = (

O valor de «, na expressao, ¢ um parametro de expansao ou compressao da curva. Quanto maior
o seu valor mais estreita ela se torna. Os valores de o usados foram variados de oitava para oitava,
adequando-os para uma melhor qualidade da voz sintética. A partir de testes, os valores de a que
mais se adequaram foram: o = 4 para a primeira e segunda oitava, o« = 7 para a terceira e quarta

oitava.

Dada a simetria dos espectros gerados pela FFT, faz-se necessario preencher as metades
espelhadas dos espectros para a correta recomposi¢ao dos sinais; ou um espelhamento para
reduzir a complexidade do algoritmo. Se qualquer um desses procedimentos ndo forem realizados,

sinais temporais de natureza complexa sdo gerados incorretamente.

A Figura 30 ilustra a magnitude do espectro de um quadro de sinal de voz teste,
representada antes (a) e depois (b) do processo de simplificagdo pelo MPFO; por ultimo,

representada com o preenchimento espectral via distribui¢ao beta (c).
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Figura 30 — Representacao do espectro obtido pela FFT de um quadro teste de voz, para trés
situagOes distintas: (a) Espectro do sinal original, (b) Espectro simplificado pelo
MPFO, (c) Espectro anterior preenchido via distribui¢do beta.
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Fonte: Produzido pelo autor.

Apos realizar-se o preenchimento espectral em cada quadro de voz (Figura 30 (c)),
passa-se a uma das ultimas fases do processo de recomposi¢ao do sinal de voz: a transformacgao
do dominio frequencial para o dominio temporal. Tal transformacgdo é conseguida através da
transformada rdpida inversa de Fourier (IFFT) de mesmo comprimento dos quadros (20 ms). Os
quadros transformados para o dominio do tempo s@o concatenados um a um (sem superposi¢ao)
para formar um Unico bloco. Em seguida, sdo convertidos para um arquivo com extensao wav,
com 16 bits por amostra e frequéncia de amostragem de 8 kHz, para que possa ser reproduzido.

Dessa forma, estard completo o processo de recuperagao do sinal.
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5.6 Simulacoes e Classificagcoes da Qualidade de Voz

Para as simulagdes, foram utilizados diversos arquivos de voz, muitas deles sendo
aproveitados do banco de vozes do sistema de RAL proposto nessa dissertacdo e que serd
descrito no capitulo 7. Foi interessante usar algumas dessas frases (“‘amanha ligo de novo” e o
“prazo ta terminando”) para diversos locutores diferentes (com ambos os sexos, variadas idades
e etc), por elas apresentarem tanto fonemas nasalados como vocalizados, dando assim uma
visdo geral da qualidade dos sinais gerados. Os resultados das simula¢des foram focados na

inteligibilidade e qualidade de voz versus taxa de bits.

De inicio, as simulagdes foram realizadas sem considerar a técnica do preenchimento
espectral via distribui¢do beta na andlise. A intenc@o foi comparar o efeito deste método na
qualidade do sinal de voz sintetizado. Por descartar grande parte das amostras espectrais, 0s
sinais gerados apresentaram uma reducao na qualidade em comparagdo aos sinais originais,
tendo como caracteristica principal um som metalico tipico dos vocoders. Entretanto, mesmo
contendo essa caracteristica, a maioria dos sinais de voz recuperados foram inteligiveis, inclusive
em simulagdes com sinais de voz feminina que, em geral, apresentam mais componentes de alta

frequéncia (susceptivelmente mais afetadas pelos ruidos).

Em relagdo as simulacdes efetuadas com a utilizacdo do preenchimento espectral,
observou-se uma melhora no carater metédlico da voz, elevando sua qualidade e inteligibilidade,
mas, em contrapartida, notou-se a presenca de ruidos mais fortes nos sinais gerados em
comparacao aos gerados sem a sua utilizacdo. Acredita-se que este fato esteja associado ao nao
emprego do janelamento com superposi¢cdo no processo de recuperacio do sinal, que por questao
de complexidade nao foi implementado. Talvez, a suavizacao proposta no dominio frequencial
tenha causado, no dominio temporal, descontinuidades mais acentuadas entre quadros adjacentes,

sendo essa, possivelmente, uma das causas do ruido mais acentuado.

A inviabilidade da utilizacdo, nesta primeira versao do sistema, da superposi¢do de
janelas, tentando reduzir o ruido causado pelo preenchimento espectral, sugeriu que fossem
tentados outros procedimentos de mais facil implementagdo para elimind-lo ou reduzi-lo. Um
deles foi gerar um novo sinal, a partir da soma ponderada dos sinais produzidos sem e com
a utilizagcdo da técnica de preenchimento espectral, tentando balancear os efeitos positivos e
negativos de cada abordagem. Os sinais gerados sem preenchimento apresentaram menos ruido,
mas, em compensagao, soaram mais metélicos do que os sinais gerados com o preenchimento.
Essa composi¢cdo ganhou em naturalidade, mas em compensacgdo introduziu ainda ruido. Nos
testes de classificacdo de voz, realizados com algumas pessoas, foi observado que umas optaram
pelos arquivos gerados com essa composi¢do e outras optaram pelos sem a composi¢ao,
levando-se em consideragdo o preenchimento espectral. Com a finalidade de suavizar as
transi¢des entre quadros adjacentes, foi proposto um janelamento adicional de Hamming aos
quadros ja novamente transformados para o dominio do tempo. Esse procedimento reduziu

consideravelmente o ruido, melhorando-no significativamente e tornando os sinais bem mais
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agradaveis de se ouvir.

Os testes foram realizados com um grupo de individuos leigos, ou seja, ndo treinado
para o teste. Esse conjunto € mais adequado, pois se aproxima mais da média da populacdo. A
qualidade de voz foi estimada a partir do teste subjetivo ACR. Durante esse teste, os ouvintes
foram convidados a classificar a qualidade de voz dos arquivos de saida levando em consideragdo
uma escala absoluta de 1 a 5 (muito ruim — excelente). A partir da média das respostas dadas
por eles, gerou-se um valor médio MOS para o vocoder. A principal dificuldade durante esses
testes foi que as pessoas leigas ndo estavam familiarizadas com vocoders de baixa taxa de bits e
ficaram confusas entre um som disarmonico, abafado, com zumbido, com qualidade nasal e com
ruido adicionado apds a codificacdo. Mesmo assim, os testes foram conduzidos. Foram testados

quatro tipos de sinais gerados:

1. Sinais produzidos sem o uso da técnica de preenchimento espectral;
2. Sinais produzidos com o uso da técnica de preenchimento espectral;
3. Sinais formados pela composi¢do dos dois ultimos;

4. Sinais do item 2, usando um janelamento de Hamming extra.

A Tabela 8 exibe os resultados obtidos nesses testes.

Tabela 8 — Resultado do teste ACR para as 4 variacdes do vocoder proposto.

Codificador MOS

Proposto (1) 3,0
Proposto (2) 2,5
Proposto (3) 2,8
Proposto (4) 3,0

Fonte: Produzido pelo autor.

A Tabela 9 exibe uma comparacio das taxa de bits e pontuagao MOS entre as variagdes
do vocoder proposto e os codificadores tradicionais citados no trabalho. Comparando-se com
as pontuagdes MOS obtidas pelos codificadores tradicionais, os resultados obtidos a partir das
variacdes do vocoder proposto foram validos, dada a reduzida taxa de bits (2.7 kbits/s) e a baixa
complexidade empregada em sua implementacdo. Logicamente que essa comparagao € desleal
com esses codificadores, ja que os valores MOS obtidos para eles foram muito mais criteriosos e
realizados com um vasto nimero de ouvintes, ou até mesmo utilizando métodos objetivos como
o PESQ.
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Tabela 9 — Taxa de bits e pontuagdo MOS dos vocoders propostos e dos codificadores
apresentados.

Codificador  Taxa (kbits/s) MOS

Proposto (1) 2,7 3,0
Proposto (2) 2,7 2,5
Proposto (3) 2,7 2,8
Proposto (4) 2,7 3,0
G.711 64 4.4
G.722 64 4,5
G.726 40,32,24e16 43
G.728 16 4,2
G.729 8 3,9

Fonte: Produzido pelo autor.

Pode-se observar, também, pela Tabela 9 que o ruido ainda é um fator que desagrada
muito numa avaliagao desse tipo, refletindo num menor valor MOS para os sinais mais ruidosos,

aqueles produzidos através da técnica do preenchimento espectral.
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6 RECONHECIMENTO AUTOMATICO
DE LOCUTOR

6.1 Introducao

Os seres humanos sdo capazes de distinguir pessoas meramente ouvindo-as falar.
Diferencas, ainda que sutis, de timbre, sotaque ou entonagao, possibilitam a distin¢do de uma
pessoa de outra apenas pela sua voz. Geralmente, curtos trechos de fala (2 a 3 segundos) sao

suficientes para o reconhecimento de uma voz familiar.

A area de PDSV que torna possivel o reconhecimento de pessoas pela voz por meio
de méquinas € chamada de Reconhecimento Automético de Locutor (RAL), termo genérico
que se refere a tarefa de discriminar pessoas baseando-se apenas nas caracteristicas vocais
(PARANAGUA, 1997). A identidade de uma pessoa através de sistemas de RAL tem o intuito
de incrementar a confiabilidade em diversas aplicagdes de seguranca (PETRY, 2002), dentre as

quais:

* Aplicacdes bancarias: Por meio da voz, pode-se desejar que uma senha seja associada a
um cliente para verificacao de sua identidade (e.g., consulta de saldos por telefone). Tal
procedimento poderia também ser estendido aos caixas 24 horas. A confiabilidade de tais

sistemas deve ser alta;

* Controle de acesso a areas restritas: A tecnologia de RAL pode ser titil para restringir o
numero de pessoas a locais especificos como instalagdes militares, laboratorios, presidios

etc., possibilitando o acesso de forma segura, pratica e confidvel;

* Controle de acesso em softwares: Informacdes confidencias podem estar guardadas em
alguns locais especificos em computadores. Pode ser requerido que essas informagdes
sejam apenas acessadas por algumas pessoas. Usando-se o RAL, pode ser feita uma

autenticacdo da identidade das pessoas, permitindo ou ndo o acesso delas;

» Aeroportos: Com a finalidade de se evitar fraudes em aeroportos, cartdes de embarque

podiam conter amostras de voz dos passageiros.

* Ponto eletronico: Um artificio usado em empresas para registrar a presenca de um
funciondrio, bem como para controlar a sua entrada e saida, € o chamado ponto eletronico.
Normalmente, esse controle € feito por cartdes magnéticos, que ndo contem nenhuma
informacao mais apurada do usudrio, permitindo que outras pessoas tenham a possibilidade
de fraudar esse controle. A introducdo de sistemas de RAL pode aumentar a confiabilidade

e a seguranca do processo;
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» Assinatura Eletronica: Comercializacdes a distancia poderiam ser autenticadas através
de um assinatura eletronica por voz. Por intermédio da confirmacio da identidade vocal do

usudrio, realizar-se-ia uma transa¢ao mais segura, inclusive por meio cartdes de crédito;

* Hotéis: Em hotéis, o acesso aos quartos é feito por uma chave (as vezes magnética) que é
recebida no ato do cadastro. Essa chave deve ser guardada ou deixada na recepcao toda
vez que o hdspede tem que deixar as dependéncias do hotel. Tem-se, portanto, o risco
da perda dessa chave e a possibilidade de que pessoas ndo autorizadas tenham acesso ao

quarto. A substitui¢ao por senhas vocais pode ser um meio mais eficiente desse controle.

Os sistemas que trabalham com RAL calculam, por algum critério especifico, a
similaridade entre as caracteristicas da voz do locutor que se deseja reconhecer, com as
caracteristicas de voz de um conjunto de locutores previamente armazenadas pelo sistema
de reconhecimento. As técnicas utilizadas variam de acordo com o tipo de problema que se
deseja solucionar. Os tipos de RAL, cada um para uma finalidade especifica, sdo descritos em

seguida.

6.2 Tipos de RAL

Os sistemas de RAL dividem-se em:

1. Verificacdo Automdtica de Locutor (VAL);

ii. Identificagdo Automaética de Locutor (IAL).

6.2.1 VAL

Nos sistemas de VAL, faz-se uso da maquina para verificar a identidade da voz de uma
pessoa que a reivindica (CAMPBELL, 1997). E fornecido ao sistema uma amostra de voz e uma
identificacdo correspondente ao suposto falante, cabendo ao sistema avaliar se tal amostra € (ou

nao) suficientemente similar aos padrdes de referéncia desse locutor especifico.

Independentemente do numero de locutores cadastrados, € feita apenas uma comparacao
(aceitar ou ndo aceitar) especifica ao locutor pretenso. A inclusdo de mais locutores na populagdo
teste nao indica que o tempo de processamento necessdrio para as comparagdes se alterara
significativamente em comparacdo a uma possivel nao inclusdo de locutores. Por isso, a
probabilidade de ocorréncia de erros de verificacio mantém-se a mesma para cada locutor,

mesmo depois da inclusd@o de um ou mais locutores (PETRY, 2002).
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Na VAL, pode haver erros de dois tipos: (i) a falsa aceitacdo (FA) de um locutor impostor
ou mimico, ou (ii) a falsa rejeicdo (FR) de um locutor veridico (ATAL, 1976) (ROSEMBERG,
1984). Na literatura, hd outras denominagdes para a VAL, incluindo-se: verificacdo de voz,
autenticacdo de locutor e autenticacao de voz (CAMPBELL, 1997).

6.2.2 IAL

Ao contrario da VAL, na IAL ndo hd a reivindicacdo de autenticidade. O sistema € que
deverd decidir, dentre um determinado nimero de locutores, qual o usudrio auténtico ou se
o mesmo € desconhecido dentre os possiveis locutores cadastrados (CAMPBELL, 1997). A
partir de uma amostra de voz submetida ao sistema, o mesmo dever ser capaz de compara-la
aos padrdes de referéncia dos locutores registrados, identificando entre eles o mais semelhante.
Esta identificacdo pode ser implementada com rejei¢do ou sem rejeicdo. No primeiro caso, €
estabelecido um limiar para cada usudrio. Para o locutor ser considerado auténtico, a similaridade
entre as caracteristicas de sua elocugdo teste e as caracteristicas extraidas de seu padrao devera

superar esse limiar. Em caso negativo, o locutor € considerado um impostor.

Na IAL sem rejei¢do o sistema sempre escolherd um dos locutores cadastrados a partir
da maior similaridades entre as caracteristicas extraidas e a elocucdo teste. O grau de dificuldade
associado a IAL com rejeicao é maior, visto que hd a possibilidade da elocugdo teste ndo pertencer

a nenhum dos locutores conhecidos.

Como sao feitas comparagOes com todos os locutores cadastrados, a inclusdo de mais
locutores a populagdo teste acarreta numa maior carga de processamento em relacao aos sistemas
de VAL. Pelo mesmo motivo, a probabilidade de ocorréncia de erros cresce com o incremento
do nimero de locutores a serem testados (PETRY, 2002).

Os sistemas de RAL utilizam-se de frases ou textos para a comparacao entre as elocugdes
testes e os padroes extraidos das elocucdes de treinamento. Tais frases ou textos podem ser

padronizados ou ndo. Pode-se submeter, aos algoritmos de RAL, dois tipos de testes distintos:

Teste Dependente de Texto: Nesse tipo de abordagem, sdo reservadas frases padrdo que
apresentem grande quantidade de fonemas nasalados e vocalizados. Essas frases sdo
pronunciadas por todos os locutores e sdo utilizadas para treinamento do sistema e geragao

dos padrdes de referéncia;

Teste Independente de Texto: Nesses sistemas, as comparacdes entre as elocucdes teste € 0s
padrdes gerados sao feitas a partir de qualquer amostra de voz pronunciada, pelo locutor
em teste, no momento da gravacao. O usudrio estard livre para pronunciar qualquer frase ou
texto que eventualmente queira. Toda essa flexibilidade dos sistemas de RAL independente
de texto, acarreta numa maior dificuldade de distincdo correta pelos algoritmos de

reconhecimento.
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A Figura 31 ilustra os tipos de RAL.

Figura 31 — Ilustracdo dos tipos de RAL
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COM REJEICAO SEM REJEICAO SEM REJEICAO COM REJEICAQ

Fonte: Adaptado de Campbell (1997).

Por ser de mais fécil implementacao, este trabalho é focado, exclusivamente, na IAL sem

rejeicao.

6.3 Estrutura Basica dos Sistemas de RAL

Um sistema de RAL ¢ basicamente constituido pelas etapas de treinamento e
reconhecimento. A etapa de treinamento deve ser realizada antes do reconhecimento

propriamente dito. Os passos do treinamento sdo:

1. obtencdo dos sinais de voz;
i1l. extragcdo de suas caracteristicas mais importantes;
i1i. geracdo de padrao a partir das amostras do sinal;

iv. obtencao de limiares associados aos padrdes gerados (exclusivo para o caso da VAL).
J4 os passos do reconhecimento sdo os seguintes:

i. extracdo das caracteristicas mais importantes das elocugdes testes;

ii. comparagdo com os padrdes obtidos pela etapa do treinamento, a partir das amostras do

sinal.
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Nos sistemas de VAL, a medida de distor¢do, obtida na etapa do reconhecimento, serd realizada
apenas com o padrdo do locutor pretenso. Nesse caso, o limiar indicara se a identidade foi
aceita ou ndo. Nos sistemas de IAL, o padrdo que obtiver uma menor distor¢ao em relacdo as
caracteristicas da elocucdo teste serd o selecionado e o locutor detentor desse padrdo, o escolhido.

As Figuras 32 e 33 ilustram as estruturas basicas dos sistemas de VAL e IAL, respectivamente.

Figura 32 — [lustrag@o da estrutura bdsica do sistema de VAL.
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Fonte: Adaptado de Campbell (1997).

Figura 33 — Ilustrag@o da estrutura basica do sistema de IAL.
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Fonte: Adaptado de Campbell (1997).
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6.3.1 Extracdo das Caracteristicas

A extragdo das caracteristicas consiste, basicamente, em uma compressdo de dados com
0 objetivo de diminuir a quantidade de amostras do sinal original. Normalmente essas amostram
apresentam grande quantidade de informagao redundante ou que nao se relacionam diretamente
com o locutor. Isto permite a economia de tempo de processamento por parte dos algoritmos
de reconhecimento, tornando mais simples a distin¢do entre amostras de locutores diferentes
(PETRY, 2002). Com uma base de dados mais reduzida, porém apresentando parametros mais
consistentes, viabiliza-se uma classificagdo mais confidvel e eficiente. Dessa forma, os pardmetros
precisam conter apenas informagdes relevantes da voz. Para um apropriado reconhecimento,
algumas caracteristicas desejdveis desses parametros devem ser satisfeitas, entre as quais (WOLF,
1972):

1. Eficiéncia na representacio de informagdo do locutor que a produziu;
2. Facilidades de se mensurar, reduzindo probabilidade de erros e complexidade;

3. Estdveis no tempo, mantendo sempre uma coeréncia de valores, independente das situagdes

em que forem adquiridas;
4. Ocorréncia natural e frequente, sendo representativos em qualquer amostra de voz;

5. Pouca variagdo com o ambiente, devendo ser pouco afetados pelas condi¢des em que as

amostras foram adquiridas;

6. Nao susceptivel a mimica, sendo imunes a esse tipo de procedimento.

Hoje em dia, muitas dessas exigéncias ja foram satisfeitas pelas técnicas de
reconhecimento, apesar de outros fatores ainda limitarem seu desempenho. A variabilidade das
elocucdes € o fator de mais preponderancia na limitacao desse reconhecimento. Ela apresenta-se
da seguintes forma (RABINER, 1994):

1. Variabilidade dos sons de um mesmo locutor ou de diferentes locutores;
2. Variabilidade do canal de gravacdo (e.g., microfone utilizado para as gravagdes);

3. Variabilidade devido a introdu¢do de ruido pelo ambiente;

4. Variabilidade na producao da fala (e.g, hesitacio, ruido de respiracao e estalos labiais).
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Esses fatores, normalmente, ndo podem ser eliminados, ficando a cargo da tecnologia de
reconhecimento realizar artificios para reduzir os seus efeitos, dentre os quais (RABINER,
1994):

1. Deteccdo da voz propriamente dita, suprimindo o ruido de fundo ou o siléncio presentes

em instantes de tempo anteriores € posteriores a voz ativa;

2. Reconhecer a sentenga falada baseada em reconhecimento de padrdes deterministicos ou
por métodos fonético-acusticos (PARANAGUA, 1997).

6.3.2 Parametros Extraidos do Sinal de Voz

A seguir sdo apresentados os principais parametros utilizados por métodos de RAL para
representar sinais de voz por meio de algumas de suas caracteristicas mais relevantes.
6.3.2.1 Banco de Filtros

Em geral, essa técnica consiste em aplicar filtros passa-bandas deslocados em frequéncia,
extraindo como parametro a energia na saida de cada um deles (RABINER; JUANG, 1993)
(PETRY, 2002).
6.3.2.2 Energia de Tempo Curto

Uma das formas mais simples de ser representar um sinal de voz € pela sua energia de

tempo curto. Para um sinal x[n], sua energia de tempo curto é dada por

N-1 2
E, = % (w[m]x {n— g%—m]) , (1)
m=0

em que w|m| é uma janela de N pontos, aplicada ao sinal pré-processado, z[n], e n é o indice de

amostragem (tempo discreto) do centro da janela.

6.3.2.3 Taxa de Cruzamento pelo Zero

A taxa de cruzamento pelo zero (ZCR), pode ser definida como a média ponderada
do nimero de vezes que o sinal altera sua amplitude de negativa para positiva ou vice-versa
(KONDOZ, 2004), ou seja:

2

ZCR = 3™ 0.5lsign(yln])  sign(ufn — 1. @

n=0
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em que N é o nimero de amostras do quadro de voz avaliado, y[n] é o sinal de voz pré-processado

e sign(y[n]) é a funcdo sinal definida na se¢do 4.1.2 do Capitulo 4.

6.3.2.4 Coeficientes Cepstrais

Como visto no Capitulo 4, o processo de geracdo da fala pode ser modelado por um
sistema linear variante no tempo e que possui propriedades que variam lentamente. Como a voz
apresenta caracteristicas quase estaciondrias para curtos segmentos, pode ser modelada como
tendo sido gerada por um sistema linear invariante no tempo (LIT) excitado por um trem de
impulsos quase-periédicos ou por uma fonte de ruido aleatério (PARANAGUA, 1997). Pode-se
definir entdo, que o sinal de voz, s[n], é o resultado da operagdo de convolugdo (®) do sinal de

excitacdo u[n] com a resposta ao impulso h[n] do sistema LIT, ou seja:

s[n] = uln| ® h[n). 3)

Passando-se a Equacdo (3) do dominio do tempo para o dominio da frequéncia, tem-se:

S(jw) = U(jw).H(jw), )

em que a operacdo de convolucdo da Equacdo (3) foi transformada em uma operagdo de
multiplicacdo pela transformada de Fourier. Aplicando-se a fun¢do logaritmica, a Equagao

(4) transforma-se em uma soma (ou sobreposi¢c@o) de sinais expressa como

log(S(jw)) = log(U(jw)) + log(H (jw)). (5)

Do sistema, portanto, obtém-se saidas lineares, ou seja, componentes representativas do
sinal tornam-se linearmente combinadas. Aplicando-se a transformada inversa de Fourier ao
sistema, obtém-se o cepstrum ou os coeficientes cepstrais (FCC, do inglés “Frequency Cepstral

Coefficients”) do sinal . O processo € ilustrado a seguir.

FH{log(S(jw))} = FHlog(U(jw)) + log(H (jw))}
Cs(n) = Cu(n)+ Cp(n). ()

Sabe-se que a parcela do sinal de excitacdo varia mais rapidamente do que a resposta impulsiva

do trato vocal, entdo os dois sinais poderiam ser separados no dominio cepstral.
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6.3.2.5 Coeficientes Mel-Cepstrais

Os coeficientes Mel-cepstrais (MFCC, do inglés “Mel-Frequency Cepstral Coefficients”)
surgiram devido a estudos na drea da psico-acustica, que mostraram que a percep¢cdo humana das
frequéncias de tons puros ou de sinais de voz ndo segue uma escala linear (RABINER; JUANG,
1993). A ideia é fazer um mapeamento da escala linear de frequéncia, medida em Hz, para uma
escala denominada escala mel, que corresponde a real percepgdo do sistema auditivo humano. O

mapeamento € dado pela seguinte expressao:

mel(f) = 2595.1og, (1 + %) . (7)

Os coeficientes mel-cepstrais sdo obtidos de maneira similar aos coeficientes cepstrais. A
diferenca principal estd na aplicacdo de um banco de filtros digitais triangulares (passa-banda),

espacados segundo a escala mel, previamente a introdu¢@o da funcao logaritmica (PETRY, 2002).

6.3.2.6 Coeficientes LPC

Os coeficientes da andlise LPC sao os mesmo obtidos pelo modelo preditivo linear para

sinais de voz, apresentados no Capitulo 3.

No sistema de RAL proposto por este trabalho sdo usadas, como coeficientes
representativos dos sinais de voz (vetor caracteristico), as média das amplitudes dos tons de
mascaramento predominantes em cada oitava. O procedimento para obtengdo desses coeficientes

serd mostrado no capitulo seguinte.

6.3.3 Modelamento

Ap6s a extragdo dos parametros do sinal de voz, os mesmos devem ser comparados com
os padrdes gerados e previamente armazenados, com a finalidade de quantificar as similaridades
entres as elocugdes teste e os locutores registrados no sistema de reconhecimento. Um melhor
aproveitamento da informacao contida nesses parametros € atingido quando uma comparagao
adequada é realizada. As técnicas mais conhecidas para a comparacdo dos padrdes sdo as
estatisticas e as deterministicas. Nas técnicas estatisticas, as comparagdes sao realizadas através
de medidas de verossimilhanca ou probabilidade condicional da observacao do modelo. Nesta
categoria, destacam-se as técnicas baseadas na func¢do densidade de probabilidade e no HMM
(TISHBY, 1991). Nas técnicas deterministicas, o padrdo é assumido ser uma réplica perfeita e
o processo de alinhamento faz-se necessdrio para calcular a distancia. Os principais métodos
deterministicos sdo os baseados em Dynamic Time Warping (DTW) (CAMPBELL, 1997),
Quantizacdo Vetorial (QV) (SONG et al., 1985), Redes Neurais Artificiais (RNAs) (FARRELL;
MAMMONE; ASSALEH, 1994) e Classificadores Polinomiais (ASSALEH; CAMPBELL,
1999).
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No sistema de RAL proposto por esse trabalho o padrdao gerado de cada locutor serd
comparado com as caracteristicas extraidas das elocugdes testes, substituindo os classificadores
tradicionais (e.g., HMM, DTW, QV), pela técnica simples de template matching via distancia
euclidiana entre os vetores. Nos sistemas de template matching os vetores de caracteristicas das
elocugdes de treinamento e teste sdo comparados diretamente, com a suposi¢do de qualquer
um deles é um réplica imperfeita do outro. O sistema identifica o locutor pretenso através do
célculo da menor distancia para o padrao gerado no treinamento. Apesar de sua simplicidade de
comparagdo, esses sistemas nio tem performances tdo eficientes quanto as que utilizam o HMM,

por exemplo.

6.3.4 Modelos Ocultos de Markov - HMM
6.3.4.1 Introducao

Por manipularem muito bem os aspectos estatisticos e sequéncias do sinal de voz,
os HMM’s sao largamente utilizados no reconhecimento automdtico da voz e do locutor
(OLIVEIRA, 2001). Esta popularidade deve-se a existéncia de um algoritmo eficiente e robusto

para treinamento e reconhecimento.

No treinamento do modelo, os parametros extraidos do sinal, em janelas de intervalo de
tempo curto, chamados também de sequéncia das observacgdes, sao modelados por uma sequéncia
de estados (modelo de Markov de primeira ordem) de acordo com as caracteristicas variante no
tempo do sinal de voz. No reconhecimento, a sequéncia das observagdes da elocugao teste, caso
possua alguma medida de verossimilhanca acima de um limiar previamente estipulado, é aceita
como verdadeira (PARANAGUA, 1997).

6.3.4.2 Descricao do Modelo

Um modelo de Markov é um conjunto finito de elementos formando uma maquina de
estados, cujas transicoes entre eles ndo sdo governadas por regras deterministicas, mas por
probabilidades de transicdo entre eles (ANDRADE, 1999). Apenas as transi¢des para o mesmo
estado e transi¢des esquerda direita (para o caso de VAL dependente do texto), entre estados sdo
permitidas, dada a caracteristica sequencial da voz (OLIVEIRA, 2001). Na abordagem existem
dois processos associados, um envolvendo as transi¢des entre os estados (modelando a sequéncia
temporal da voz) e outro envolvendo as observagdes de saida de cada estado (modelando as
caracteristicas acusticas do sinal de voz). A designacdo de “oculto” para o modelo di-se pelo

fato de a sequéncia de estados ndo ser observada, mas afetar a sequéncia de estados observados.

Um modelo de HMM pode, entdo, ser definido como um par de processos estocdsticos
(X,Y), onde o X representa um modelo de Markov de primeira ordem (ndo sendo diretamente
observavel) e Y representa um sequéncia de varidveis aleatérias no espaco dos parametros
actsticos (observagdes) (LIPORACE, 1982).
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Um HMM pode ser definido por um conjunto de parametros (RABINER; JUANG, 1993):

* Um conjunto N de estados S, incluindo um estado inicial .S; e um estado final S;. A

designagdo ¢; (i) indica estar no estado S; no tempo t;

* O nimero de simbolos observaveis em um alfabeto, M. Para simbolos discretos, M pode

ser inteiro e finito, para simbolos continuos, M pode ser infinito;

* Uma matriz de transi¢des A = [a;;], onde a;; representa a probabilidade de se efetuar uma

transic@o do estado ¢ para o estado j, ou seja:

aij = P(q: = j/qi-1 = 1), 1<i,j <N, (8)

q; indicando o estado atual. A matriz A deve satisfazer

a; >0, 1<ij<N, )
€
N
> a; =1, 1<i<N. (10)
j=1

* Uma matriz de probabilidades de saida B = [b;(k)], onde b;(k) define a probabilidade de

emissdo do simbolo k , ao se chegar ao estado j. Para o HMM discreto, tem-se:

bi(k)=Plx=w/¢s=3), 1<j<N, 1<k<M. (11)

v, representa o k-ésimo simbolo observado no alfabeto. Novamente a seguintes condig¢des

estocasticas devem ser satisfeitas:

bi(k)>0, 1<j<N, 1<k<M, (12)
(&
M
> bik)=1, 1<j<N. (13)



Capitulo 6. Reconhecimento Automdtico de Locutor 104

Caso a distribuicd@o seja continua, o conjunto de observagdes de cada estado é separado
em M grupos, possuindo eles um vetor média e uma matriz de covariancia associados
(PARANAGUA, 1997). Através de uma soma das M distribui¢des gaussianas N,
ponderadas por coeficientes c¢;,,, (uma mistura de gaussianas), € calculada a densidade de
probabilidade em cada estado (RABINER; JUANG, 1993), dada pela expressao

M
bi(x) = cjmN (2, ftjm, Ujm), (14)

m=1

em que, c;,, sdo os coeficientes de ponderacdo das gaussianas M, (i, S30 0s vetores
média e Uj,,, sdo as matrizes de covariancia. Os coeficientes c;,,, € a fun¢do densidade de

probabilidade da mistura devem satisfazer as definicdes

Cm 20, 1<j<N, 1<m<M, (15)
€
M
> Gm=1  1<j<N. (16)
m=1

Il = P(g: = j), 1<j<N (17

Em face a toda essas defini¢cdes, o modelo de Markov pode ser representado pela forma

compacta

A= (A, B,TI). (18)

Um simples esquema de um HMM € mostrado na Figura 34. De acordo com uma topolo-
gia pré-definida, associa-se cada frase, em uma elocu¢do, a um modelo particular de Markov
construido a partir de () estados. Para reconhecimento de voz continua, os HMM sdo construidos

pela concatenacdo de unidades elementares da fala, como o fonema (OLIVEIRA, 2001).
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Figura 34 — Modelo de um HMM com dois estados (topologia esquerda-direita).

P(ql/ql) P(q2/q2)

P(q2/ql)

P(x/ql) P(x/q2)

Fonte: Adaptado de Rabiner e Juang (1993).

6.3.4.3 Simplificacées da Teoria do HMM

Algumas suposi¢des sdo realizadas na teoria do HMM, com o objetivo de facilitar o
tratamento matematico e computacional. Sao elas (RABINER; JUANG, 1993):

* Suposicao de Markov: Assume-se que o modelo é um modelo markoviano de primeira

ordem, ou seja, o proximo estado depende somente do estado atual.

* Suposicao de Estacionaridade: Supde-se que as probabilidades de transi¢do de um estado

para o outro nao variam com o tempo.

* Suposicao das Observacoes Independentes: Assume-se que as observacdes adjacentes
ndo apresentam nenhum tipo de correlagdo. Nesse caso, é desconsiderado o efeito de

coarticulagdo.

6.3.4.4 Treinamento

Como visto anteriormente, o modelo de Markov pode ser representado pela forma
compacta A = (A, B,II). A fungdo do estdgio de treinamento é obter, através do ajuste do
modelo )\, um novo modelo \, a partir de uma sequéncia de treinamento X = [z, %o, ..., Zn],
tal que seja maxima a probabilidade P(X/\). Um procedimento iterativo é necessario para se
encontrar o melhor do modelo possivel, ja que P(X/\) é uma fun¢do ndo-linear, apresentando
muitos méaximos locais (OLIVEIRA, 2001). Normalmente os algoritmos que realizam esse
procedimento iterativo, para 0 HMM, sdo os seguintes (RABINER; JUANG, 1993): algoritmo
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Baum-Welch, algoritmo de Viterbi e algoritmo Segmental K-means para o treinamento, sendo o

segundo também usado para o reconhecimento.

Baseando-se no conceito estatistico da esperanca do nimero de transi¢cdes entre estados e
da esperanca do nimero de ocorréncias das observacdes nos estados, o algoritmo de Baum-Welch
encontra a maxima verossimilhanca dos parametros do modelo, fazendo uso de duas varidveis
auxiliares « e 3, e compondo uma terceira varidvel, ;(i) (chamada de varidvel de probabilidade
a posteriori). Essa variavel corresponde a probabilidade de estar no estado ¢, no instante ¢, sendo
associada a sequéncia de observagdes X (RABINER; JUANG, 1993), ou seja:

V(i) = Plgy = i/X, ). (19)

A partir das varidveis e dos parametros do modelo inicial A a ser ajustado, os pardmetros do novo

modelo ), discreto, sdo dados por

7; = n’ esperado de vezes do estado ¢; no instante ¢, (20)

_ n? esperado de transi¢des do estado ¢ para o estado j
Cl,l'j =

: 21)

n? esperado de transicdes do estado ¢

- n° de vezes que xj, € observado em g;
bj(wr) =

. 22
n’ esperado de transi¢des pelo estado 7 22)

Para o caso do modelo A ser continuo, o novo modelo terd os parimetros Cj,, fjm € Ujn,

ajustados por

B n’ esperado de ocorréncia da Gaussiana m no estado j
Cim = 5 — ; (23)
n° esperado de ocorréncias do estado g;

n° esperado de ocorréncia da Gaussiana m em ¢; ponderada por oy

i = ! 24
Him n° esperado de ocorrer ¢; € na mistura m ’ %)

0 n? esperado de ocorréncia de uma Gaussiana m em ¢; ponderada pela matriz de covariancia 25)
m n° esperado de estar no estado ¢; e na mistura m '

O primeiro passo do algoritmo € substituir A por A. O processo iterativo encerra-se quando ndo

hd mais melhorias significativas em P(X/\).

No algoritmo de Viterbi, em vez de valores esperados, sdo usadas as somas das transi¢oes

ocorridas e observacdes encontradas ao longo da melhor sequéncia de estados obtida para as
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observagdes fornecidas. Os pardmetros a,; sdo obtidos pela relag@o entre a contagem do niimero
de transicdes do estado ¢ para o estado j, e o nimero de transi¢Oes feitas a partir de ¢;. Para cada
estado, apds se agrupar os vetores de observagdes em M grupos através do algoritmo K-means
modificado, obtém-se os parametros média, covariancia e coeficiente de mistura. A média é
estimada de todas as observacdes pertencentes a um dos M grupos de gaussianas de cada estado.
O mesmo € feito para a covariancia. O coeficiente de misturas serd igual a relacdo entre o nimero
de observagdes classificadas no grupo e o nimero total de observagdes classificadas naquele

estado. Logo, os parametros reestimados sao dados por

N
_ I
Hjm = m ; Liy (26)
N
. 1 &
U = 57— D (1 = tgm) (% = ptjm)” 27)
Imi=1
Nim
Cim = ]\J/v ) (28)
J

em que x; € a t-ésima observacdo associada ao estado j e gaussiana m (que possui Nj,
observagoes classificadas), e /V; € o nimero de observagdes no estado j € Nj,,, 0 nlimero
de observagdes na m-ésima mistura do estado 7 (OLIVEIRA, 2001).

Como uma tentativa para solucionar os problemas de sensibilidade aos valores iniciais do
modelo A (observado nos dois algoritmos citados anteriormente), surgiu o algoritmo Segmental
K-means. O primeiro passo desse algoritmo consiste em dividir as observacdes pelos estados
(agrupamento) de maneira sequencial. Em seguida, o algoritmo de Viterbi € aplicado para a
obtenc@o do modelo \. A partir daf, o algoritmo de Baum-Welch usa o modelo para reestimar
todos os parametros. Obtidos os modelos por ambos os algoritmos, € feita uma comparagdo da
verossimilhanga entre eles. Caso o valor da verossimilhanga exceda um limiar, substituem-se os
valores anteriores pelos atuais e repete-se o treinamento. O processo encerra-se quando o modelo
converge para um valor abaixo desse limiar, e os parametros passam a estar treinados. Mais
detalhes sobre os algoritmos citados podem ser encontrados em (RABINER; JUANG, 1993).

6.3.4.5 Reconhecimento

A funcdo do estdgio de reconhecimento € decidir se uma dada elocucdo teste foi originada
por um determinado locutor. Para o caso da VAL, calcula-se a verossimilhanca da elocucédo
P(O|\) ter sido gerado pelo modelo em questdo, aceitando-se ou ndo, dependendo do limiar

calculado para esse modelo.

No caso da IAL, essa verossimilhanca € testada com todos os modelos do sistema,

sendo aceito o que obtiver a maior. O algoritmo de Viterbi é o utilizado para o célculo da
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verossimilhanga, fornecendo o caminho de maxima verossimilhanca, da elocugdo teste, em
pertencer ao modelo treinado. O valor obtido é entdo comparado a um limiar (se houver),
por algum método de decisdo. O método mais utilizado para esse fim é o método de Bayes
(PARANAGUA, 1997).
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7 SISTEMA PROPOSTO DE RAL

7.1 Introducao

Este capitulo € reservado ao sistema de RAL desenvolvido neste trabalho, cuja concepcao
foi motivada pelo vocoder proposto no Capitulo 5. Constatou-se que o MPFO, técnica utilizada
na esséncia do seu projeto, apesar de simplificar, significativamente, a quantidade de amostras
espectrais dos sinais de voz, preservava caracteristicas fundamentais que possibilitavam o
reconhecimento de maneira computacionalmente eficiente. Assim, esta nova ideologia de RAL
herda parte da teoria proposta pelo vocoder, adaptando-na ao proposito da identificacdo de
locutores. O principal objetivo é oferecer um compromisso entre complexidade e taxa de

identificacdes corretas, podendo ser atrativo para aplicacdes em sistemas embarcados.

Para representar o vetor caracteristico dos sinais de voz, o qual contém as informagcdes
relevantes dos locutores, o sistema ndo segue o padrdo dos sistemas de RAL tradicionais. Ao
invés disso, utiliza um novo procedimento que calcula a média das amplitudes dos tons de
mascaramento por oitava, resultante da simplificacdo espectral pelo MPFO. Adicionalmente,
para comparagdo do padrio extraido das caracteristicas de cada locutor com as caracteristicas
extraidas das elocugdes teste, substitui os classificadores padrio, baseados nos métodos citados
no Capitulo 6, pela técnica simples de template matching via distancia euclidiana entre os

vetores.

Ainda, sdo apresentados resultados de dois testes submetidos ao sistema de RAL proposto:
com e sem dependéncia de texto. E investigada, também, a eficiéncia do sistema na auséncia da

pré-énfase do sinal de voz.

7.2 Visao Geral do Sistema

Em geral, os sistemas de RAL sdo divididos em quatro fases principais: (i) gravacoes
das elocugdes; (ii) pré-processamento do sinal de voz; (iii) obten¢do dos padrdes dos locutores
e (1v) comparagdo dos padrdes. Nas gravacdes das elocugdes, evita-se principalmente, que a
variabilidade do canal de gravacdo (eg., microfone) e a introducio de ruido pelo ambiente
afetem a qualidade das amostras adquiridas. No pré-processamento, além dos sinais serem
segmentados e janelados, como no vocoder do Capitulo 6, serdo, também, pré-enfatizados e
submetidos a um detector de pontos extremos. Na obtencdo dos padrdes dos locutores, serdo
utilizados procedimentos desenvolvidos no Departamento de Eletronica e Sistemas da UFPE.
Na comparacao dos padrdes utiliza-se a técnica simples de menor distincia euclidiana entre o

vetor caracteristico da elocugio teste e os vetores padrao dos locutores. A Figura 35 apresenta
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um diagrama de blocos simplificado desse sistema. A descri¢dao detalhada é dada nas proximas
secoes.

Figura 35 — Diagrama de blocos simplificado do sistema de RAL proposto.

Elocucio {PRE-PROCESSAMENTO |
Teste T i
EXTRAQAQ DAS COMPARAGCAO
wav CARACTERISTICAS DOS PADROES
Template
GERACAO DOS PADROES Matching
Elocucgoes de
Treinagmento _>[ EXTRACAO DAS | Padrdo de Voz
- |caArRAcTERiSTICAS] - Locutor #1
(Locutor #1) & =L #1) ARQUIVO
tat
wWav -
PADROES
Elocucgoes de DE VOZ)
Trein;;mento | ExtrACAO DAS | [ Padrio de Voz
CARACTERISTICAS] -
(Locutor #N) | > (Locutor #N)

N
RESULTADO DAS
IDENTIFICACOES

Fonte: Produzido pelo autor.

7.2.1 Implementagéo do Sistema

Pelas mesmas razdes elencadas na implementacao do sistema de codificagdo de voz

do Capitulo 5, o sistema de RAL proposto foi, também, desenvolvido através de programas
elaborados no MATLAB® e exibidos na Tabela 10.

Tabela 10 — Algoritmos do sistema de RAL proposto.

Algoritmo Fungao
RecLoc Identificacdo do locutor pretenso entre os cadastrados
PadraoLoc Geracao de arquivo zxt com padrdes dos locutores
vetorCaract Obtencdo do vetor caracteristico de uma elocu¢do
gerPadraoSeloc Geracao do padrdo do locutor para 5 elocucdes

gerPadraoEdit Geragdo do padrdo do locutor (editdvel pelo usudrio)

Fonte: Produzido pelo autor.

O sistema é composto, basicamente, de um software principal, RecLoc, cuja interface
gréfica (Figura 36), habilitada ao se digitar RecLoc na janela de comando do MATLAB®, permite

ao usudrio o cadastro de 5 até 20 locutores, com 5 elocugdes de treinamento para geragao dos
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padrdes. O ndmero de elocugdes de treinamento foi fixado em 5 para permitir uma interface
grafica mais amigavel ao usudrio. Entretanto, para os testes houve a necessidade de se incluir
mais elocugdes de treinamento, com o objetivo de se obter uma representacdo mais precisa
dos padrdes. Em casos como esse, o usudrio deve seguir os procedimentos contidos no Anexo
C, a fim de realizar alteragdes no algoritmo gerPadraoEdit e no arquivo exemploPadrao.txt,

disponibilizados como modelo.

Figura 36 — Ilustracdo da interface gréfica do software de RAL proposto.
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Fonte: Produzido pelo autor.

O cadastro dos locutores € realizado da seguinte forma: primeiramente o usudrio
seleciona, no painel “GERACAO DOS PADROES”, o nimero desejado de locutores e a
quantidade de elocu¢des de treinamento para cada locutor Posteriormente, pressiona o botao
“abrir” para que se habilite a interface gréfica de geracao dos padrdes dos locutores, PadraoLoc
(Figura 38). Nela, o usudrio pode carregar, nos campos correspondentes, todas as 5 elocucdes de
treinamento para cada locutor. Essas elocucdes devem estar no formato de reproduciao wav e
podem ser obtidas, por exemplo, através do gravador de som disponivel no Windows® (Figura
37).

O sistema, também, é composto dos algoritmos secunddrios vetorCaract e gerPa-
draoSeloc, que sdo utilizados pelos algoritmos principais para geragcao do vetor caracteristico
(treinamento e teste) e obtencdo do padrdo de cada locutor a partir de 5 elocugdes de treina-
mento, respectivamente. Apds o carregamento de todas as elocugdes de treinamento, 0 usuario
deve pressionar o botao “gerar” para que o sistema processe os dados alimentados e gere um
arquivo fxt, com nome salvo pelo usudrio, contendo os padrdes de voz de todos os locutores

escolhidos. E este arquivo que o usudrio deve carregar no RecLoc para finalizar o processo
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Figura 37 — Imagem do gravador de som do Windows®.
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Fonte: Produzido pelo autor.

de armazenamento dos locutores no sistema. Ao se realizar isso, o programa exibira no painel

“Usudrios Cadastrados” todos os locutores disponiveis para o reconhecimento, estando pronto

para a etapa das identificacOes. Para se completar o processo de reconhecimento, o usudrio

seleciona a elocugao teste e pressiona o botdo “processar’. O sistema, entdo, calcula distancias

entre o vetor caracteristico da elocugao teste e todos os padrdes dos locutores cadastrados, e exibe

na tela os nomes dos locutores ordenados pelos de menores distancias. O locutor que encabeca

a lista é apontado pelo sistema como sendo o detentor da elocugdo teste, e tem, também, o
nome exibido em destaque no painel “RESULTADO DAS IDENTIFICACOES”. Essa ordenacio

em locutores mais provaveis pode ser utilizada para reduzir a base de dados para um nimero

pré-estabelecido de locutores potenciais.

Figura 38 — [lustracao da interface gréifica do gerador de padrdes de voz.
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Fonte: Produzido pelo autor.
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As etapas realizadas para o reconhecimento sdo dadas abaixo:

1. escolher o nimero de locutores e elocugdes de treinamento;
ii. abrir programa de geracao dos padroes (PadraolL.oc);
iii. carregar todas as elocugdes de treinamentos por locutor;
iv. gerar padrdes dos locutores (arquivo £xt);
v. alimentar arquivo de padrdes no RecLoc;
vi. carregar elocugdo teste;

vil. processar o sistema.

As proximas secoes trazem a descricao detalhada do sistema proposto.

7.3 Aquisicao dos Sinais de Voz

O processo de identificagdo do locutor tem inicio com a gravacao das elocucdes para o
processamento. Isso € realizado utilizando-se um microfone, cuja saida estd conectada a uma
placa de som instalada em um computador. Essa tem a funcdo de converter o sinal analégico
de voz em amostras igualmente espacadas no tempo, a uma taxa que pode ser previamente

escolhida.

Tipicamente, a energia de um sinal de voz € concentrada numa faixa de frequéncia de até
4 kHz, ainda que a realizacdo (prontncia) tipica de fonemas fricativos (e.g. /s/) possua substancial
parte da energia espectral acima desta frequéncia. No entanto, como isso ocorre apenas para
sons de natureza ruidosa, eles contém pouca informacgao sobre o locutor (que se concentra mais
nos sons vocdlicos). Diante disso, o valor adotado para a taxa de amostragem do sistema foi de
8 kHz, utilizando 16 bits de resolucdo e 1 canal, mono. O software RecLoc é o responsadvel por

transformar a taxa de amostragem das elocucdes para esta taxa escolhida.

7.4 Pré-Processamento dos Sinais de Voz

Ap6s a aquisi¢do dos dados e sua conversdo em amostras digitais, passa-se a fase do pré-
processamento. Essa etapa compreende a pré-Enfase, a deteccao de pontos extremos (endpoints),

a segmentacdo dos dados em quadros (frames) e o janelamento.
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7.4.1 Pré-Enfase

Devido a caracteristicas fisioldgicas do sistema de producdo da fala, o sinal de voz
irradiado pelos labios apresenta uma atenuacdo de aproximadamente 6 dB/oitava nas altas
frequéncias. O filtro de pré-énfase serve para compensar esta atenuacao, antes da andlise espectral,
melhorando a eficiéncia da andlise (RABINER; SCHAFER, 1978); sendo a audicdo menos
sensivel a frequéncias acima de 1 kHz do espectro, a pré-énfase amplifica esta drea do espectro,
auxiliando os algoritmos de andlise espectral na modelagem dos aspectos perceptualmente
importantes do espectro da voz (SILVA, 2006). A resposta em frequéncia do filtro digital pode

ser representada por

H(z)=1-az"". (1)

Neste caso, a saida da pré-énfase y(n) estd relacionada a entrada x(n) pela equagdo
diferenca (PETRY, 2002)

y(n) =z(n) —a.x(n —1), 1<n< M, )

em que M é o nimero de amostras do sinal amostrado x(n), y(n) é o sinal pré-enfatizado e a
constante a (o zero do filtro) é normalmente escolhida entre 0,9 e 1. No trabalho adotou-se um
valor de a igual a 0,95 (SILVA, 20006).

7.4.2 Deteccao de Pontos Extremos (Endpoints)

Para se ter um bom desempenho no reconhecimento do locutor € de extrema importancia
que sejam determinados, de forma eficiente e precisa, o inicio e o final de uma locucao, com a
finalidade de excluir os siléncios, que ndo trazem nenhuma informacao adicional sobre a locugdo
a ser reconhecida. Este procedimento reduz o tempo de processamento e evita que o ruido de
fundo, que ocorre antes e depois do sinal de voz, prejudique o reconhecimento (RABINER;
JUANG, 1993).

Os pontos extremos sdo determinados pelo primeiro quadro onde o sinal de voz realmente
se inicia e pelo ultimo quadro do sinal de voz. Eles sao importantes, pois evitam o processamento
dos segmentos onde ndo ha voz ativa, evitando carga computacional e economizando tempo,
além de servir como marco de inicio e fim de um segmento de voz (ROSEMBERG, 1984). A
determinac¢do dos pontos extremos deve ser feita de forma cuidadosa, pois os minimos erros
nesta estimacao podem degradar o reconhecimento. Ela € realizada através de um classificador
de voz que pode diferenciar entre sons vocais, ndo-vocais ou siléncio. Neste trabalho, utiliza-se
um classificador baseado nas caracteristicas temporais do sinal e que foi proposto por Rabiner

e Sambur em 1975, o VAD. Seu cédigo fonte, em linguagem do MATLAB®, est4 disponivel
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no Anexo B. Ele foi desenvolvido através de um dos algoritmos mais empregados para essa
finalidade e que utiliza duas medidas do sinal de voz: a energia do sinal e a taxa de cruzamento
do zero, obtidas em janelas de 10 ms de duracdo. Nele, um intervalo de 100 ms no inicio da

elocucdo (10 janelas) € utilizado para efetuar uma estatistica do ruido de fundo (PELTON, 1993).

7.4.3 Segmentacado dos Dados em Quadros e Janelamento

Ap6s a deteccao dos pontos extremos, o sinal de voz deve ser particionado em pequenos
segmentos bem definidos (frames), com o propédsito de se obter trechos de voz razoavelmente
assumidos como estaciondrios. Sabe-se que as caracteristicas dos sinais de voz mudam muito
lentamente na voz continua, e portanto muitas partes da onda acustica podem ser assumidas como
estaciondrias num intervalo de curtissima duracdo (entre 10 e 40 ms). Este intervalo caracteriza o
tamanho da janela a ser usada (BEZERRA, 1994). Neste trabalho, o tamanho da janela adotada

(sem superposi¢ao) € de 20 ms, um valor tipico de muitas aplicacdes envolvendo voz.

O janelamento do sinal tem o objetivo de amortecer o efeito do “fendmeno Gibbs”
(RABINER; SCHAFER, 1978) (OPPENHEIM; SCHAFER; BUCK, 1999), que surge devido
a descontinuidade das janelas (BEZERRA, 1994). Para o contexto da producao da voz, as
caracteristicas apresentadas, referentes ao janelamento de Hamming, mostram que este tipo
de janela é mais eficiente quando comparada as janelas Retangular e de Hanning, como uma
aproximacao para a janela ideal (OPPENHEIM; SCHAFER; BUCK, 1999) . Por este motivo,

essa € a janela utilizada neste trabalho.

7.5 Geracao do Padrao do Locutor

Para obter o padrdo de cada locutor, primeiramente € necessdrio extrair as caracteristicas

das elocugdes teste. O procedimento € descrito a seguir.

7.5.1 Extracdo das Caracteristicas dos Quadros de Voz

O processo inicial de extracdo das caracteristicas € basicamente igual ao processo de
simplificagdo do espectro via MPFO, descrito na subsecdo 5.4.2 do Capitulo 5. Entretanto,
algumas sutis diferencas s@o observadas. A primeira consiste em adicionar pré-énfase e detecgdo
de pontos extremos no estagio de pré-processamento do sinal. A segunda esta na inclusao das
3 primeiras oitavas, descartadas na andlise do vocoder. A terceira reside no fato de que nao ha
necessidade de se considerar as posicdes em que as amostras espectrais de mascaramento ocorre-
ram, ja que, nesse caso, nao € necessario reconstruir o espectro simplificado. Como resultado da
inclusdo dessas diferencas citadas anteriormente, cada quadro de voz, agora, € representado, no
dominio frequencial, por 7 amostras de mascaramento auditivo, uma para cada oitava. O total

de 79 frequéncias oriundas da estimativa da DFT de comprimento 160 (mostrado na Tabela 11)
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€ reduzido para 7 amostras sobreviventes (retendo menos do que 5% das componentes espectrais).

Tabela 11 — Nimero de frequéncias estimadas pela DFT de comprimento 160 em cada oitava do
espectro vocal.

Oitavas (Hz) # amostras
espectrais/oitava

32-64 |

64 - 128 1
128 - 256 3
256 - 512 5
512-1024 10
1024 - 2048 20
2048 - 4096 39
total 79

Fonte: Produzido pelo autor.

Definindo-se o vetor inicial de amostras espectrais, no ¢-ésimo quadro de voz, por octy)

em que 7 representa o indice da oitava, tem-se:

OCtg,Z) = [agg agg CLS?)’ . a(‘lzvj]’ 7 = ]_7 e, T ] = ]_7 ce 7’ (3)

em que ag.i,)g ¢ a amplitude do k-ésimo ponto da FFT, na janela 7 e oitava j e /V; € o nlimero
de amostras da j-ésima oitava. Aplicando-se o procedimento de busca da amostra espectral de
@ sintetizado, contendo /V;_; zeros, € a Uinica

J
componente da amostra de mascaramento espectral correspondente ao max(ag.l,)q):

maior magnitude, obtém-se um novo vetor newoct

newoctg»i) =00 ... max(aéf,)c) ... 0], 4)

comk=1,2,...,N,.
A Figura 39 exibe o médulo do espectro de um quadro, de 20 ms, de uma locu¢do usada

para teste, antes e depois da simplificacdo por tons de mascaramento psico-acustico.

v newoc 7), o algoritmo cria, para cada oitava, uma matriz M
Gerados todos os vetores t; j

cujas linhas sdo formadas por todos os n vetores newocty) do arquivo. Esse procedimento serd
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Figura 39 — Representacao do espectro de frequéncia de um quadro de voz, antes e depois do
processo de mascaramento auditivo.
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Fonte: Produzido pelo autor.

util para calcular as médias dos “tons” de mascaramento.

1
newoct; 0 max(ag,,z) : 0 o
newoct? 0 0 ... maz(at})
My=mp=| | = . e )
newoct? max(aéfﬁc)) 0 . 0

Calculando-se a média de cada coluna da matriz M;, obtém-se a participagdo média, m;, de cada

amostra espectral de mascaramento (multiplos de 50 Hz) no sinal de voz.
my = [mjy mya - MmN (6)

em que mji = - Z max( @ )) e k representa o indice no qual existam amostras espectrais

de mascaramento. Em seguida, todas as componentes do vetor m; sdo somadas. Essa soma

representard a participacdo média dos “tons” de mascaramento dentro de sua respectiva oitava.

S5 = ij,k~ (7)

Esses s; assim definidos formardo o vetor

Stotal = [S1 S2 ... S7]. (8)
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Os parametros obtidos pela etapa anterior sdo diretamente proporcionais aos niveis de
energia dos sinais coletados, fator que pode deturpar a classificacio incorretamente. Para realizar
a normalizagdo dessas amplitudes, o algoritmo vetorCaract faz a divisao do vetor s, pela
soma de todas as suas componentes, obtendo-se, enfim, o vetor caracteristica do sinal de voz, com
apenas 7 componentes, representantes do nimero de oitavas, e que serd usado para a comparagao

com as elocucdes testes no programa RecLoc:

[81 S9 ... 87]. (9)

7.5.2 Obtencao do Padrdo dos Locutores

Ao contrdrio, por exemplo, dos HMM’s que utilizam processos iterativos através de
trés algoritmos (Baum-Welch, Viterbi e Segmental K-means) para a geracao dos padrdes dos
locutores, demandando uma carga computacional substancialmente alta, na presente proposta é
utilizada a média de todos os vetores representantes das caracteristicas do sinal de voz (0s S;0rm)s

das elocugdes reservadas para o treinamento, como padrao p do locutor.

n

1
P== Stuorm(i), (10)

n <
=1

em que p é o vetor padrao e St,o;, SA0 0S Vetores S, (1) de treinamento, com a soma sendo
vetorial, ou seja, posi¢ao por posi¢cdo. O algoritmo responsdvel pela obten¢do desse padrao € o

gerPadraoSeloc'.

Pretende-se, nessa versao inicial do sistema, diminuir a complexidade computacional,
utilizando abordagens simples. Fica a cargo de trabalhos futuros o aperfeicoamento do método,

através do uso de metodologias mais refinadas.

7.6 Comparacao dos Padrdes de Voz

Como tltima etapa do processo de identificacdo, tem-se a comparacao entre dois vetores.
A comparacdo € realizada através do célculo da distor¢do entre eles. Ha vérias medidas de
distor¢do entre vetores que podem ser utilizadas em reconhecimento de locutor. A medida de
distor¢do minima ou euclidiana, a medida mais conhecida, foi escolhida. Sejap = [p1, pa, - . ., D7)

o vetor padrdo e x = [z, 9, ..., x7] 0 vetor caracteristico da elocugdo em teste, entdo a distincia

' pode também ser utilizado o algoritmo gerPadraoEdit, conforme procedimentos disponiveis no Anexo C
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euclidiana entre eles, d(x,p) serd dada por

(11)

O padrio que obtiver o menor valor para d(x,p) serd o selecionado, e o locutor que for o deten-
tor desse padrdo serd o escolhido. Simula¢des de desempenho pela alteragdo das métricas de
comparacao dos locutores precisam ser conduzidas, a fim de selecionar a mais adequada, 1.e.,
aquela de melhor compromisso complexidade versus taxa de reconhecimento. Em vista disso,
a selecdo do locutor foi entdo realizada com base na técnica simples de template matching via
distancia euclidiana entre o vetor caracteristico de uma elocucao teste e os vetores “padrao de
voz” armazenados para os locutores cadastrados. A Figura 40 ilustra o diagrama de blocos do

sistema de RAL proposto neste trabalho.

Figura 40 — Diagrama de blocos do sistema de identificagdo proposto.
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Fonte: Produzido pelo autor.
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7.7 Testes e Resultados Obtidos

Para a obten¢do dos resultados e taxa de precisdo do método proposto, foram realizados
dois tipos de testes padrdo. No primeiro deles, a identificacdo dos locutores € realizada
empregando-se uma mesma frase referéncia para todos os locutores (reconhecimento dependente
de texto). No segundo caso, a identificacdo € realizada com textos escolhidos aleatoriamente no

momento da gravacdo (reconhecimento independente de texto).

As elocucdes empregadas para os testes foram todas adquiridas de gravagdes realizadas
numa sala sem qualquer preparacao especial destinada a reducao de ecos ou mesmo a eliminagdo

total de ruido de fundo, e a partir de um mesmo microfone.

Nos experimentos realizados, foi investigada, também, a eficiéncia do sistema na auséncia

da pré-énfase.

7.7.1 1AL Dependente de Texto

Para a realizagdo desse teste, faz-se necessério o conhecimento de textos ou frases previa-
mente. Duas frases, por apresentarem grande quantidade de fonemas nasalados e vocalizados, sdo
consideradas adequadas para reconhecimento de locutor (BEZERRA, 1994). Sao elas: “O prazo
t4 terminando” e “Amanha ligo de novo”. Ambas as frases foram selecionadas para os testes
audiométricos. Foram gravadas 40 repeticdes para 20 locutores diferentes (14 do sexo masculino
e 6 do sexo feminino). 20 dessas elocu¢des foram utilizadas para a geragao do padrao de cada
locutor e outras 20 para a comparacao dos padrdes, totalizando 800 elocugdes. Os resultados dos

testes seguem nas Tabelas 12 e 13.

Tabela 12 — Resultado dos testes para o reconhecimento de locutor dependente de texto, frase
“O prazo ta terminando”.

Pré-énfase Identificacdes Identificagdes Eficiéncia

corretas incorretas
Sim 320 80 80,0%
Nio 333 67 83,25%

Fonte: Produzido pelo autor.

Vé-se que, para ambas as frases, a taxa de identificacdes foi bem aceitdvel, dada
a complexidade empregada pela metodologia de reconhecimento. Pode-se observar pelos
resultados apresentados que na auséncia da pré-énfase o algoritmo tornou-se mais eficiente,
indicando que, para a abordagem proposta, as componentes de alta frequéncia enfatizadas nao

foram cruciais para o reconhecimento.
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Tabela 13 — Resultado dos testes para o reconhecimento de locutor dependente de texto, frase
“Amanha ligo de novo”.

Pré-énfase Identificacdes Identificagdes Eficiéncia

corretas incorretas
Sim 322 78 80,25%
Nao 340 60 85,0 %

Fonte: Produzido pelo autor.

7.7.2 1AL Independente de Texto

Para esse teste, foram utilizados, para 12 locutores diferentes, 16 textos escolhidos alea-
toriamente, com aproximadamente 10 segundos de duracdo. 8 desses textos foram destinados a
geracdo do padrao de cada locutor e outros 8 foram destinados as comparacdes dos padrdes. Os

resultados sdao sumarizados na Tabela 14.

Tabela 14 — Resultado dos testes para o reconhecimento de locutor independente de texto.

Pré-énfase Identificacdes Identificagdes Eficiéncia

corretas incorretas
Sim 78 18 81,25%
Nao 82 14 85,41%

Fonte: Produzido pelo autor.

Pela Tabela 14, observa-se a mesma caracteristica para o reconhecimento independente
de texto: a pré-énfase prejudicou um pouco a taxa de identificagdes corretas. Contradizendo a
tendéncia normal dos sistemas de reconhecimento, nesse sistema proposto o RAL independente
de texto foi mais eficiente do que o RAL dependente de texto. Suspeita-se que o maior tempo
de gravagdo para as elocucdes independentes de texto possam ter retido, com mais precisao, a
caracteristica de cada elocutor.

Com relagdo aos parametros extraidos, cré-se que as seguintes caracteristicas desejaveis

para um adequado reconhecimento sejam satisfeitas:

Sao eficientes na representacdo de informacado do locutor que a produziu;

Séo faceis de se medir;

Sao estdveis no tempo;

* QOcorréncia natural e frequente.
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Por outro lado, outras caracteristicas ainda precisam ser melhoradas:

* Pouca variagdo com o ambiente;

* Nao susceptivel a mimica.

7.7.3 Comparagao com o Estado da Arte

Esta subsecao discute sobre alguns importantes sistemas de RAL encontrados na litera-
tura cientifica. Em 1995, Reynolds (REYNOLDS; ROSE, 1995) implementou um sistema de
identificac@o baseado na variabilidade espectral, obtendo uma taxa de precisido de 96.80% com
49 locutores. Em 2009, Revathi, Ganapathy e Venkataramani (REVATHI; GANAPATHY; VEN-
KATARAMANI, 2009) através de uma abordagem de agrupamento iterativo, PLP (Perceptual
Linear Predictive cepstrum) e MF-PLP (Mel Frequency PLP), alcancaram taxa de precisao de
91% com 50 locutores escolhidos aleatoriamente no banco de dados TIMIT (TIMIT.. ., 1992).
Em 2009 Chakroborty e Saha (CHAKROBORTY; SAH, 2009) combinando MFCC e IMFCC
(MFCC Invertido) baseado no filtro gaussiano, alcangcaram taxa de precisao de 97,42% com 131
locutores do banco de dados YOHO (YOHO..., 1994). Em 2010, Saeidi, Mowlaee, Kinnunen e
Zheng-Hua (SAEIDI et al., 2009) através da divergéncia de Kullback-Leibler alcancaram uma
taxa de precisao de 97% com 34 locutores. Em 2011, Gomez (GOMEZ, 2011) implementou um
sistema de identificagdo baseado em uma nova rede neural paramétrica, atingindo uma precisao
de 94% com 40 locutores. Em 2011, Rao, Prasada e Nagesh (RAO; PRASAD; NAGESH, 2010)
fizeram um estudo comparando GMM, HMM e MFCC. A taxa de precisdo obtida na melhor
condicao de teste foi de 99% com 200 individuos retirados do banco de dados TIMIT. A Tabela
15 exibe uma comparacdo das taxas de acertos entre as abordagens citadas e as desenvolvidas

neste trabalho.

Tabela 15 — Comparagdo com o estado da arte.

Abordagem Taxa de acertos
Reynolds e Rose (1995) 96,80%
Revathi, Ganapathy e Venkataramani (2009) 91%
Chakroborty e Sah (2009) 97,42%
Saeidi et al. (2009) 97%
Gomez (2011) 91%
Rao, Prasad e Nagesh (2010) 91%
Proposta (Independente de Texto) 85%
Proposta (Dependente de Texto) 83,25%

Fonte: Produzido pelo autor.
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Acredita-se que os resultados preliminares apresentados sdo promissores. Mesmo que
a taxa de reconhecimento correto nesta versao inicial seja inferior a 95%, restringindo seu uso
imediato em algumas aplicagdes comerciais, aprimoramentos simples podem ser introduzidos
(e.g., considerar mais de um sobrevivente em bandas de maior frequéncia) visando reduzir a
taxa de falhas. Pode-se também tentar melhorar a taxa de identificacdes ao substituir o método
de comparacdo de amostras por um de mais complexidade. Uma andlise do comportamento
do vetor de caracteristicas para diferentes falantes, ou seja, quao bem ele consegue “espalhar”
timbres diferentes no espaco de caracteristicas (algo como a caracteristica de decorrelagdo dos

coeficientes mel-cepstrais), também pode ser realizado.
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8 DISCUSSOES E CONCLUSOES

Como os temas abordados nessa dissertacao versam sobre dreas distintas do PDSV, as

discussdes e conclusdes de cada uma serdo discutidas independentemente.

8.1 Sintese das Contribuicdes Pessoais

1. Vocoder Proposto

e Técnica do MPFO;
¢ Formato voz;

* Preenchimento Espectral via Distribui¢do Beta.
2. Sistema de RAL Proposto

* Técnica do MPFO;
e Template Matching;

* Anilise de Desempenho.

8.2 Sistema de Codificagdo de Voz Proposto

Esse trabalho teve o objetivo de apresentar uma nova metodologia para codificacdo
de sinais de voz com baixa taxa de bits e reduzida complexidade computacional, para fins de
armazenamento ou para uma posterior implementacao em tempo real. O intuito foi mostrar que
a separagdo do espectro em bandas de frequéncias definidas por oitavas (sendo uma analogia
as bandas criticas da audi¢ao) seguida, subsequentemente, de uma simplificagdo do espectro,
considerando apenas uma amostra de mascaramento por oitava, ndo descaracterizava os sons
vocais e ndo-vocais, a ponto de os sinais sintetizados nao poderem ser compreendidos. Tentou-se
através da técnica de preenchimento espectral via distribui¢do beta aprimorar a qualidade dos
sinais gerados pelo sistema. Entretanto observou-se que a técnica ainda introduzia ruido ao
sinal, tendo sido necessarios artificios incomuns (composicao de sinais obtidos por varia¢des do

método proposto, janelamento extra ao sinal) com o propésito de reduzi-lo.

Os testes de todos as elocucdes adquiridas foram realizados através da técnica subjetiva
ACR a partir de uma classificacio MOS. Para isso foi solicitado que pessoas leigas avaliassem
a qualidade dos arquivos, produzidos pelo vocoder proposto, numa escala de 1(ruim) a 5

(excelente), de uma frase ou um trecho de voz. Esses arquivos foram divididos em quatro tipos:
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1. Sinais produzidos sem o uso da técnica de preenchimento espectral;
2. Sinais produzidos com o uso da técnica de preenchimento espectral;
3. Sinais formados pela composi¢do dos dois ultimos;

4. Sinais do item 2, usando um janelamento de Hamming extra.

Pode-se comprovar que os resultados obtidos nos testes foram satisfatérios, haja vista
a reduzida taxa de bits alcangada pelo método, 2.7 kbits/s, e a baixa complexidade empregada
na sua implementagao. Esses fatos ndo indicam uma melhoria em comparagdo aos sistemas
ja existentes, mas ratifica que o sistema proposto pode ser Uutil para economizar largura de
banda em aplica¢des requerendo inteligibilidade. Em particular, o sistema é oferecido como uma
opcao para monitoramento de conversas de voz de longa duragdo, decorrentes de espionagem
autorizada. Foi, também, de essencial relevancia para o desenvolvimento do sistema de RAL

proposto no trabalho.

8.3 Sistema de Reconhecimento Automatico de Locutor
Proposto

Nessa parte do trabalho, ficou comprovado que o mascaramento em frequéncia, além
de ser util em codificacdo de voz, também pode ser proveitoso no RAL. A sintese do sinal de
voz proveniente do vocoder proposto, contendo apenas o espectro “ultra-simplificado” (com um
Unico sobrevivente por oitava), fornece um sinal perfeitamente inteligivel, a partir do qual se
pode reconhecer o falante. Assim, a despeito da qualidade “metélica e artificial” da voz sintética,
tipica de vocoders, as informagdes suficientes para o reconhecimento nao siao destruidas. O
processo descrito tem como atrativo a simplicidade, pois cada “padrdo de voz” € resumido em um
unico vetor de sete componentes associadas as oitavas distintas. Adicionalmente, o classificador
padrao usando os modelos de Markov escondidos € substituido pela simpléria técnica de template

matching via distancia euclidiana entre os vetores.

Nos testes realizados, observou-se uma maior taxa de acertos do algoritmo para o
reconhecimento independente de texto, para ambas as frases testadas, como normalmente ndao
ocorre em sistemas de RAL. Também, de modo surpreendente para as expectativas iniciais,
constatou-se que o filtro de pré-€nfase comprometeu um pouco a eficiéncia das identificagdes. De
fato, ao enfatizar componentes espectrais mais sensiveis a distor¢des e ruido, obtém-se melhor
qualidade e um sinal de voz mais natural. Porém, os resultados indicam que tais componentes

ndo sdo cruciais no reconhecimento.

A técnica de mascaramento espectral pleno “lembra” a abordagem de estatistica minima
suficiente (FERGUSON, 1967). E como se fossem descartadas as informacdes espectrais

irrelevantes no processo de estimacao. Detalhes préiticos suplementares merecem investigacdo. A
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transformada de comprimento N=160 usa bases mistas e visando simplicidade de implementac¢do
de hardware ou DSP, pode-se alterar a duracdo da janela. Com janelas de 32 ms (ou 16 ms) é
possivel usar o algoritmo de Cooley-Tukey de base 2 (OPPENHEIM; SCHAFER; BUCK, 1999),

restando investigar o impacto na eficiéncia.

Uma comparagao rigorosa entre a complexidade e o compromisso com o desempenho
do algoritmo de reconhecimento do locutor entre diferentes técnicas IAL nao foi realizada.
Porém o principal mérito desta nova abordagem é oferecer uma taxa de reconhecimento
razoavel, porém demandando uma complexidade computacional substancialmente inferior aquela
requerida por outras técnicas consagradas (e.g., HMM, redes neurais, quantizacdo vetorial
etc.). Outro aproveitamento possivel deste algoritmo € nos casos em que a base de locutores
¢ demasiadamente extensa. Este método rapido pode ser aplicado, selecionando um locutor
provavel, incluido em uma subclasse de locutores potenciais. Este é entdo eliminado da base
original, repetindo o processo de forma a escolher um segundo locutor potencial. O procedimento
¢ iterado até gerar um numero pré-estabelecido de locutores potenciais (base reduzida). Esta
aplicacao prévia ndo requer taxas de acerto excessivamente altas, sendo 90% bastante razoavel.
Um método sofisticado (alto custo computacional e alta eficiéncia) € aplicado para identificar
o locutor dentro desta base reduzida. Outra situacdo de potencial interesse para este método
¢ no monitoramento em tempo real de telefonemas em prédios (empresas, reparti¢cdes, etc.)
que possuem centrais telefonicas. Com centenas de ligacdes simultaneas e diferentes ramais,
como selecionar gravacdes (autorizadas) de conversagdes envolvendo individuo sob suspei¢ao?
Supde-se disponivel um trecho previamente gravado (e.g., primeiro contato de um sequestrador,
chantagista, corrupto, terrorista, etc.) para constituir a informacao de treinamento do locutor
alvo. Neste caso, taxas de falsa aceitacdo e falsa rejeicao aceitdveis podem ser maiores do
que em aplicacdes comerciais tipicas. Assim, situacdes em tempo real — nas quais ha parca
disponibilidade de recursos (como em sistemas embarcados) — esta técnica pode se tornar

bastante atrativa.

8.4 Sugestdes e Trabalhos Futuros

A seguir sdo apresentadas algumas sugestoes para trabalhos futuros, que podem ser
realizadas de modo a dar seguimento ao que foi exposto nesta dissertacdo. Muitas dessas
sugestoes sdo linhas de investigacdo previstas no inicio deste trabalho, outras sao possibilidades
que surgiram ao longo do estudo, mas que foram descartadas devido a limitacao de tempo. Sao

elas:

8.4.1 Para o Vocoder

* Aumentar um pouco a taxa de amostragem do sinal, analisando os efeitos desse

procedimento;



Capitulo 8. Discussoes e Conclusoes 127

* Considerar mais de uma amostra espectral de mascaramento;

Tentar adaptar esse sistema para o funcionamento em tempo real;
* Empregar a superposi¢do de janelas, para aumentar a correlagdo entre quadros adjacentes;

* Implementar o algoritmo de teste objetivo PESQ para uma melhor avalia¢do do codificador;

Alterar o tamanho da janela de 20 ms para 32 ou 16 ms, podendo-se utilizar o algoritmo

de Cooley-Tukey de base 2, reduzindo a complexidade computacional;

Usar a técnica através de iteragdes sucessivas, conduzindo a aproximacdes melhores.

8.4.2 Para a Identificagdo Automatica de Locutor

* Tentar melhorar a taxa de identificacdes, obtendo um vetor de caracteristicas com
mais componentes, usando também um método de comparagdo de amostras com mais

complexidade;

* Alterar a duragdo da janela, visando simplicidade de implementacao de hardware ou DSP,
uma vez que a transformada de comprimento N=160 usa bases mistas. Com janelas de
32 ms (ou 16 ms) é possivel usar o algoritmo algoritmo de Cooley-Tukey de base 2,

restando investigar o impacto na eficiéncia;

* Talvez o uso de WAVELETS ao invés da FFT possa render resultados mais favoraveis aos

J4 obtidos nessa dissertacao;

* Implementar a Verificagdo Automaética de Locutor com essa técnica proposta, analisando

todos os pros e contras dessa nova abordagem:;

* Fazer o casamento dessa técnica com outras ja existentes, aproveitando as partes mais

eficientes de cada uma.
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RESUMO

Este artigo propde um novo método de baixa complexidade computacional para reconhecimento de locutor,
baseando-se em uma das propriedades-chave da percep¢do auditiva humana: o mascaramento acustico em
freqiiéncia. O vetor caracteristico dos quadros do sinal de voz ¢ representado pela média das amplitudes dos tons
de mascaramento em cada oitava. Ambos os tipos de reconhecimento de locutor (de texto dependente e de texto
independente) sdo estudados. Os resultados confirmam que o algoritmo proposto oferece um compromisso entre
a complexidade e a taxa de identificagdes corretas, sendo atrativo para aplicagdes em sistemas embarcados.

ABSTRACT

This paper introduces a novel and low-complexity speaker identification technique. It is based on one of the
key-properties of the human hearing perception: the auditory frequency masking. The feature vectors of voice
frames are merely represented by the average amplitude of the greatest spectral samples within each octave.
Both text-dependent and text-independent speaker recognition is investigated. Results corroborate a tradeoff
between recognition efficiency and complexity of this kind of vocoder-based systems, which turns it attractive
for embedded systems.

através da voz, com o prop6sito de controlar/restringir o
acesso a redes, computadores, bases de dados, bem como
restringir a disponibilizacdo de informacdes confidenciais
para pessoas ndo autorizadas, dentre varias outras
aplicagdes [1].

Um sistema que trabalha com RAL calcula (por algum

0 INTRODUGAO

Enquanto humanos, somos capazes de distinguir pessoas
meramente ouvindo-as falar. Diferencas (ainda que sutis)
de timbre, sotaque e/ou entonagdo, habilitam-nos a
distinguir uma pessoa de outra apenas pela sua voz.

Geralmente, curtos trechos de fala (2 a 3 segundos) sdo
largamente suficientes para o reconhecimento de uma voz
familiar.

A érea de processamento de voz, que torna possivel o
reconhecimento de pessoas pela voz por meio de maquinas
é chamada de “reconhecimento automatico de locutor”
(RAL). No RAL, determina-se a identidade de uma pessoa

critério especifico) a similaridade entre as caracteristicas
da voz do locutor que se deseja reconhecer, com as
caracteristicas de voz de um conjunto de locutores
previamente armazenadas pelo sistema de reconhecimento.

O RAL divide-se em Verificagdo Automatica de
Locutor (VAL) e Identificacdo Automatica de Locutor
(IAL). Na VAL, faz-se uso de uma maquina para verificar
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a identidade da voz de uma pessoa que a reivindicou [2].
Na literatura ha outras denominacdes para a VAL,
incluindo-se: verificacdo de voz, autenticagdo de locutor e
autenticacdo de voz. Na VAL pode haver erros de dois
tipos: a falsa aceitacdo (FA) de um locutor impostor, ou a
falsa rejeicao (FR) de um locutor veridico, [3], [4].

Na IAL ndo ha a reivindicagdo de autenticidade. O
sistema é que deverd decidir, dentre um determinado
namero N de locutores, qual o usuario correto ou se o
mesmo é desconhecido dentre N possiveis locutores
cadastrados [2]. A IAL pode ser implementada com
rejeicdo ou sem rejeicdo. No primeiro caso, é estabelecido
um limiar para cada usuario. Para o locutor ser considerado
auténtico, a similaridade entre as caracteristicas de sua
elocucdo teste e as caracteristicas extraidas de seu padrao
deverda superar esse limiar. Em caso negativo, o locutor é
considerado um impostor. Este trabalho é focado
exclusivamente na ldentificagdo Automatica de Locutor
sem rejeicao.

O reconhecimento de locutor pode ser feito através do
uso de um texto conhecido ou pode ser feito através de um
texto arbitrario. No primeiro caso (reconhecimento
dependente de texto), o texto ou frase ¢ previamente
conhecido pelo sistema que o utilizard para teste e para o
treinamento. No segundo (reconhecimento independente de
texto), ndo ha especificagio de texto. A tarefa de
verificagdo é realizada com a comparagcdo de um texto
falado no momento do reconhecimento, com outro texto
distinto, previamente gravado pelo sistema.

Recentes pesquisas na area de reconhecimento de
locutor visam reduzir a complexidade computacional de
métodos ja existentes, e que invariavelmente requerem
grande carga computacional para o processamento. O
trabalho publicado recentemente, [5], baseado em LS-SVM
(The Least Square Support Vector Machine), transforma
um problema de programacdo quadratica, do convencional
Support Vector Machine (SVM), num problema de
programagdo linear, reduzindo assim a complexidade
computacional. Outras publicagdes recentes procuram
aprimorar o desempenho dos métodos de reconhecimento
em ambientes ruidosos, como em [6] e [7].

Visando trabalhar com uma técnica de baixa
complexidade e com alta simplicidade de implementacéo,
este trabalho apresenta os resultados obtidos utilizando-se
técnicas de processamento digital de sinais para a
identificagdo automatica de pessoas pela voz, baseado em
uma técnica nomeada de “mascaramento em freqiiéncia por
oitava”.

Inicialmente sédo introduzidas as técnicas adotadas para a
realizacdo do pré-processamento do sinal e extragdo das
caracteristicas representativas do sinal pré-processado.
Posteriormente, o processo de reconhecimento é descrito.
Concluindo, sdo analisados os resultados obtidos, com a
implementacdo prética das técnicas descritas neste artigo
para o reconhecimento de falantes.

1 AQUISICAO DE SINAIS DE VOZ

O processo de identificagdo do locutor tem inicio com a
gravacdo das elocugdes para o processamento. Isso ¢
realizado utilizando um microfone, cuja saida esta
conectada a uma placa de som instalada em um
computador. Essa tem a funcdo de converter o sinal
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analégico de voz em amostras igualmente espacadas no
tempo, a uma taxa que pode ser previamente escolhida.

Do teorema da amostragem de Shannon [8], sabe-se que
para ndo haver perda de informagéo, o sinal banda limitada
em f, Hz deve ser amostrado a uma taxa de pelo menos 2f,
amostras equiespagadas por segundo. Tipicamente, a
energia de um sinal de voz é concentrada numa faixa de
freqiéncia de até 5 kHz, ainda que a realizagdo (prontncia)
tipica de fonemas fricativos (e.g. /s/) possua substancial
parte da energia espectral acima desta freqiiéncia. No
entanto, como isso ocorre apenas para sons de natureza
ruidosa, eles contém pouca informagdo sobre o locutor
(que se concentra mais nos sons vocalicos). Diante disso,
em concordéancia com o Teorema da amostragem, um valor
aceitavel para amostragem de um sinal de voz tipico na
aplicacdo em vista deveria ser em torno de 10 kHz [9]. O
valor escolhido nesse trabalho foi o de 8 kHz, utilizando 16
bits de resolugdo e 1 canal, Mono.

2 PRE-PROCESSAMENTO DO SINAL DE VOZ

Apos adquirirem-se os dados e converté-los em amostras
digitais, passa-se a fase do pré-processamento dos mesmos.
Essa etapa compreende a pré-énfase, a deteccdo de pontos
extremos (endpoints), segmentagdo dos dados em quadros
(frames) e janelamento.

2.1 Pré-énfase

Devido a caracteristicas fisiologicas do sistema de
producdo da fala, o sinal de voz irradiado pelos labios
apresenta uma atenuacdo de aproximadamente 6 dB/ oitava
nas altas frequéncias. O filtro de pré-énfase serve para
compensar esta atenuacdo, antes da analise espectral,
melhorando a eficiéncia da analise [10]; sendo a audicéo
menos sensivel a freqiiéncias acima de 1 kHz do espectro,
a pré-énfase amplifica esta area do espectro, auxiliando os
algoritmos de andlise espectral na modelagem dos aspectos
perceptualmente importantes do espectro da voz [11]. A
resposta em freqiiéncia do filtro pode ser representada por:

H(iz)=1- az' )

Neste caso, a saida da pré-énfase y(n) estad relacionada a
entrada x(n) pela equacéo diferenga [12]:

ym) = x(n) —a.x(n—-1) @

paral<n<M, emque M é o nimero de amostras do sinal
amostrado x(n), y(n) é o sinal pré-enfatizado e a constante
"a" é normalmente escolhido entre 0,9 e 1. No trabalho foi
adotado um valor de "a" igual a 0,95 [11].

2.2 Deteccédo de pontos extremos (endpoints)

A fim de reduzir o tempo de processamento, e evitar que
o ruido de fundo que ocorra antes e depois do sinal de voz
prejudique o desempenho do reconhecimento [13], far-se-a
0 uso de um algoritmo (voice activity detection — VAD),
que detecta os pontos extremos do sinal. Esse algoritmo
baseia-se na metodologia criada por Rabiner e Sambur em
1975 e faz uso de duas medidas do sinal de voz: a energia e
a taxa de cruzamento do zero obtidas em janelas de 10 ms
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de duragdo do sinal. Um intervalo de 100 ms no inicio da
elocugcdo (10 janelas) € utilizado para efetuar uma
estatistica do ruido de fundo [14].

2.3 Segmentacdo dos dados em quadros e
Janelamento

Apobs a detecgdo dos pontos extremos, o sinal de voz
deve ser particionado em pequenos segmentos (frames)
bem definidos, com o proposito de se obter trechos de voz
razoavelmente assumidos como estacionarios. Isso porque,
sendo o sinal de voz um processo estocastico, e sabendo-se
que o trato vocal muda de forma muito lentamente na voz
continua, muitas partes da onda acustica podem ser
assumidas como estacionérias num intervalo de curtissima
duracdo (entre 10 e 40 ms). Este intervalo caracteriza o
tamanho da janela a ser usada [15]. Neste trabalho, o
tamanho da janela adotada sera de 20 ms, um valor tipico
de muitas aplica¢Bes envolvendo voz.

O janelamento do sinal tem o objetivo de amortecer o
efeito do "fendmeno Gibbs” [10], [16] que surge devido a
descontinuidade das janelas [15].

Para o contexto da producdo da voz, as caracteristicas
apresentadas, referentes ao janelamento de Hamming,
mostram que este tipo de janela é mais eficiente quando
comparada as janelas Retangular e de Hanning, com uma
aproximacdo da janela ideal [16]. Assim sendo, essa foi a
janela utilizada neste trabalho.

3 METODOLOGIA EMPREGADA

A idéia proposta baseou-se em umas das propriedades
psico-acUsticas da audicdo humana: o mascaramento
auditivo ou “audibilidade diminuida de um som devido a
presencga de outro”, podendo este ser em freqiiéncia — foco
do nosso trabalho — ou no tempo. O mascaramento
auditivo em freqliéncia ocorre quando um som que
normalmente poderia ser ouvido ¢ mascarado por outro, de
maior intensidade, que se encontra em uma freqiiéncia
proxima. Ou seja, o limiar de audi¢do ¢ modificado
(aumentado) na regido proxima a freqiiéncia do som que
causa a ocorréncia do mascaramento, sendo que isto se
deve a limitagdo da percepgdo de freqiiéncias do sistema
auditorio humano.

Em funcdo deste comportamento, o que método de
reconhecimento proposto fard, a priori, ¢ identificar casos
de mascaramento em freqiiéncia no espectro do sinal
particionado em oitavas, e descartar sinais que “ndo seriam
audiveis” devido a este fendmeno.

A  tendéncia predominante dos padroes de
reconhecimento existentes em utilizar coeficientes
cepstrais ¢ mel-cepstrais [16] para caracterizar um quadro
de voz, ndo sera aqui adotada. Em vez disso, utilizaremos a
fracdo média das amplitudes das freqiiéncias de
mascaramento por oitava, como uma representagdo do
padrdo de voz. [Essa nova abordagem reduz
significativamente o volume de dados para processamento.

As algoritmos desenvolvidos para a extracdo das
caracteristicas do quadro de voz, geragdo e comparacao dos
padrdes foram todos escritos na linguagem MATLAB® por
ser uma linguagem muito difundida nos meios académicos
e de facil implementacéo.

A seguir a metodologia abordada € descrita.

RECONHECIMENTO DE LOCUTOR

3.1 Extracdo das caracteristicas do quadro de
voz

O sinal gravado e amostrado (a uma taxa de 8 kHz)
passara pelas etapas descritas no item 2, ou seja, da pré-
énfase, deteccdo dos pontos extremos, segmentacdo e
janelamento. Posteriormente, para cada segmento do
arquivo de voz janelado, serd aplicada uma FFT de
comprimento 160 (nimero de amostras contidas em um
quadro de 20 ms de voz), obtendo-se assim a representacdo
no dominio da freqiiéncia do sinal, para cada quadro.
Subseqiientemente, o espectro da magnitude do sinal é
dividido em oitavas. A primeira oitava correspondendo a
faixa de freqiiéncias de 32 Hz — 64 Hz, a segunda indo de
64 Hz — 128 Hz, e assim por diante, até a sétima que
corresponde a faixa de 2048 Hz a 4096 Hz.

Como se estd fazendo uso de uma taxa de amostragem
de 8 kHz, cada amostra da magnitude do espectro
correspondera a uma amostra espectral maltipla de 50 Hz,
sendo que a primeira amostra ird representar a componente
DC de cada quadro de voz. Ja que as raias espectrais
caminham a passos de 50 Hz, a primeira oitava (de 32 Hz a
64 Hz), sera representada pela amostra espectral de 50 Hz,
a segunda oitava (64 Hz a 128 Hz) pela amostra de 100 Hz,
a terceira (de 128 Hz a 256 Hz) pelas amostras de 150 Hz,
200 Hz e 250 Hz, e assim por diante.

Tabela 1 — Nimero de freqiiéncias estimadas pela DFT de
comprimento 160 em cada oitava do espectro vocal.

Oitava (Hz) # amostras
espectrais/oitava

32-64 1
64 - 128 1
128 - 256 3
256 - 512 5
512 - 1024 10
1024 - 2048 20
2048 - 4096 39

Terminado esse procedimento inicial, o algoritmo ir4
agora buscar em cada oitava, em todos os sete sub-bandas
de voz do sinal, o ponto da FFT de maior magnitude, i.e.,
aquele que ird (potencialmente) mascarar os demais. Essa
amostra espectral passard a ser 0 U(nico representante
dentro de cada oitava (por op¢do de complexidade
reduzida). As demais serdo descartadas, assumindo valor
espectral nulo. O total de 80 freqliéncias oriundas da
estimativa da DFT com N=160 é reduzido para 7
sobreviventes (retendo menos do que 5% das componentes
espectrais).  Portanto, cada quadro, agora, sera
representado, no dominio freqiiencial, por 7 tons puros de
mascaramento auditivo, um para cada oitava. Esta técnica é
denominada aqui de mascaramento pleno de freqiiéncia.

Definindo o vetor inicial de amostras espectrais, no i-

ésimo quadro de voz, por octj(i) em que j representa o
indice da oitava, tem-se:

O _ [0 OO 0 i=12..,n
oct;” = [aj,l %293 "'af:Nj]' {j=1,2...,7 @)

sendo, aj(fk) a amplitude do k-ésimo ponto da FFT, na

janela i e oitava j e N; o namero de amostras da j-ésima
oitava.

Aplicando-se o procedimento de busca da amostra

espectral de maior magnitude, vamos obter um novo vetor
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new_octj(l) sintetizado contendo N;-1 zeros, e a Unica

componente da amostra de mascaramento espectral
@y.

correspondente ao max (aj'k).

new_oct].(i)= [00 ... max (aj(,ik))--- 0 k=12..N. (4)

A Figura 1 mostra 0 médulo do espectro de um quadro,
de 20 ms, de uma locucéo usada para teste, antes e depois
da simplificacéo por tons de mascaramento psico-acustico.

Modulo das amplitudes

o i

)
0 2000 2500 3000 3500 4000

freqiiéncia (Hz)

Figura 1 Representagdo do espectro de frequéncia de um quadro de
voz, para antes e depois do processo de mascaramento auditivo.

Obtidos todos os vetores new_octj(i), 0 algoritmo obtém,
para cada oitava, uma matriz »; cujas linhas séo formadas
por todos 0s n vetores new_oct}.(l) do arquivo. Esse

procedimento sera (til para calcular as médias dos “tons”
de mascaramento.

[new_octj(l)]
l new_oct}.(z) l
My = (my ) = new_octj(3) ©)

[new_octj(")J

0 o (1
8 0 maxl) - o @
o (3) 0 0 o mamz@a].’k )
= maxﬂéh.jyk) : 0 § 0 |
i Gy b
l 0 maxi| )aj,k] ) 0 0 J

Calculando-se a média de cada coluna da matriz M;,
obtém-se a participacdo média de cada amostra espectral
de mascaramento (multiplos de 50 Hz), no sinal de voz,
resultando no vetor:

m o= [m g my ..y ;] (6)
1 e (0) P
em que, m; ;o =~ ] maxifu; ), e k representa o indice
no qual existam amostras espectrais de mascaramento.
Em seguida, todas as componentes do vetor, m; sdo

somadas. Essa soma representard a participagdo média dos
“tons” de mascaramento dentro de sua respectiva oitava.

N;:
— J
S = Zk=1 m - (7
Esses s; assim definidos formardo o vetor s;.q; :

Stotal = [S1 S2...57]. (8)
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Os pardmetros obtidos pela etapa anterior sdo
diretamente proporcionais aos niveis de energia dos sinais
coletados, fator que pode deturpar a classificagdo
incorretamente. Para realizar a normalizacdo dessas
amplitudes, faz-se a divisdo do vetor s.,.,; pela soma de
todas as suas componentes.

Normalizando, o vetor s;,:, encontra-se, enfim, o vetor
caracteristica do sinal de voz, com apenas 7 componentes,
representantes do ndmero de oitavas, o qual serd usado
para a comparag¢do com as locugdes testes:

1
Snorm = 2—7 5 [Sl Sy ...57]. (9)
j=

3.2 Geracgao dos padrdes de locutores

A geragdo do padrdo de cada locutor ¢ feita obtendo a
média de todos os vetores representantes das caracteristicas
do sinal de voz, das elocugdes reservadas para o
treinamento.

3.3 Comparacéao dos padrdes de voz

Como Ultima etapa do processo de identificacdo, tem-se
a comparacdo entre dois vetores. A comparagao € realizada
através do calculo da distorcdo entre eles. Ha varias
medidas de distorcdo entre vetores que podem ser
utilizadas em reconhecimento de locutor. A medida de
distor¢do minima ou euclidiana, a medida mais conhecida,
foi aquela utilizada. Simulagbes de desempenho pela
alteracdo das métricas de comparagdo dos locutores
precisam ser conduzidas, a fim de selecionar a mais
adequada, i.e., aquela de melhor compromisso
complexidade versus taxa de reconhecimento. A selecdo do
locutor é realizada com base na técnica simples de template
matching via distdncia euclidiana entre o vetor de
caracteristica e 0s vetores armazenados para os locutores
cadastrados. A Figura 2 no anexo ilustra o algoritmo de
reconhecimento de locutor proposto neste trabalho.

4 RESULTADOS

Foram realizados dois tipos de testes. No primeiro deles,
a identificagdo dos locutores é feita fazendo uso de uma
mesma frase padrdo para todos os locutores
(reconhecimento dependente de texto). No segundo caso, a
identificagdo é feita com textos escolhidos aleatoriamente
no momento da gravagédo (reconhecimento independente de
texto). Todas as gravacdes foram realizadas com o mesmo
microfone, numa sala que ndo teve nenhuma preparacéo
especial destinada a redugdo de ecos ou mesmo a
eliminacdo total de ruido de fundo. Nos experimentos
realizados a eficiéncia do algoritmo foi também testada na
auséncia da pré-énfase. Os resultados sdo comentados a
seguir.

4.1 IAL Dependente de Texto

Para a realizacdo desse teste faz-se necessario o pré-
conhecimento de textos ou frases. Duas frases sdo
consideradas adequadas para reconhecimento de locutor,
por apresentarem grande quantidade de fonemas nasalados
e vocalizados [15]. Sdo elas: “O prazo ta terminando” e
“Amanhd ligo de novo”. A segunda opgdo foi a
selecionada para realizagdo dos testes audiométricos.
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Foram gravadas 40 repeticdes para 10 locutores
diferentes (7 do sexo masculino e 3 do sexo feminino), das
quais 20 serdo utilizadas para a geracdo do padrdo de cada
locutor e outros 20 serdo utilizados para a comparagdo dos
padr@es, totalizando 400 elocucBes. Os resultados dos
testes seguem na Tabela 2.

Tabela 2 — Resultado dos testes para o reconhecimento de
locutor dependente de texto.

Pré-énfase | Identificagdes Identificagcbes  Eficiéncia
corretas incorretas
Sim 174 26 87,0 %
Néo 183 17 91,5%

Como se pode observar pela Tabela 2, na auséncia da
pré-énfase o algoritmo tornou-se mais eficiente.

4.2 1AL Independente de Texto

Nesse teste, utilizaram-se oito textos, escolhidos
aleatoriamente, de aproximadamente 10 segundos de
duracéo, para 12 locutores diferentes. Quatro desses textos
foram usados para a gera¢do do padréo de cada locutor. Os
outros quatro textos foram utilizados para as comparagdes
dos padrdes. Os resultados sdo sumarizados na Tabela 3.

Tabela 3 — Resultado dos testes para o reconhecimento de
locutor independente de texto.

Pré-énfase | ldentificacbes Identificacbes  Eficiéncia
corretas incorretas
Sim 39 9 81,25 %
N&o 44 4 91,66 %

5 DISCUSSAO E CONCLUSOES

Ficou constatado nesse artigo que o mascaramento em
freqiiéncia fazendo uso de um unico ponto da FFT
sobrevivente por oitava pode ser util no reconhecimento de
locutor. A sintese do sinal de audio proveniente de um
vocoder contendo apenas o espectro “ultra-simplificado”
(com unico sobrevivente por oitava, e.g. Fig.1) fornece um
sinal perfeitamente inteligivel, a partir do qual se
reconhece facilmente o falante. Assim, a despeito da
qualidade “metdlica e artificial” da voz sintética (vide
arquivo anexo sofero-reconhecimento-2.wav), tipica de
vocoders, as informagdes suficientes para o
reconhecimento ndo sfo destruidas. O processo descrito
tem como atrativo a simplicidade, pois cada "padrao de
voz" é resumido em um Unico vetor de sete componentes
associadas as oitavas distintas. Adicionalmente, o
classificador padrao usando cadeias de Markov escondidas
(HMM) ¢ substituido pela técnica simples de femplate
matching via distancia euclidiana entre os vetores. Foi
observada uma maior taxa de acertos do algoritmo para o
reconhecimento  dependente de texto. De modo
surpreendente para as expectativas iniciais, constatou-se
que o filtro de pré-énfase comprometeu um pouco a
eficiéncia das identificagbes. De fato, ao enfatizar
componentes espectrais mais sensiveis a distor¢des e ruido,
obtém-se melhor qualidade e um sinal de voz mais natural.
Porém, os resultados indicam que tais componentes nao
sdo cruciais no reconhecimento. Os resultados preliminares
apresentados s@o promissores. Mesmo que a taxa de

RECONHECIMENTO DE LOCUTOR

reconhecimentos corretos nesta versdo inicial seja inferior
a 95% — restringindo seu uso imediato em algumas
aplicagdes comerciais— aprimoramentos simples podem ser
introduzidos (e.g. considerar mais de um sobrevivente em
bandas de maior freqiiéncia) visando reduzir a taxa de
falhas. [Este topico encontra-se atualmente sob
investigacdo, além de uma analise do comportamento do
vetor de caracteristicas para diferentes falantes, ou seja,
qudo bem ele consegue "espalhar" timbres diferentes no
espago de caracteristicas (algo como a caracteristica de
decorrelagdo dos coeficientes MFCC).

A técnica de mascaramento espectral pleno “lembra” a
abordagem de estatistica minima suficiente [17]. E como se
fossem descartadas as informagdes espectrais irrelevantes
no processo de estimagdo. Detalhes praticos suplementares
merecem investigacdo. A transformada de comprimento
N=160 usa bases mistas ¢ visando simplicidade de
implementagdo de hardware ou DSP, pode-se alterar a
duragdo da janela. Com janelas de 32 mseg (ou 16 mseg) é
possivel usar o algoritmo butterfly (radix-2) [16], restando
investigar o impacto na eficiéncia.

Uma comparagdo rigorosa entre a complexidade e o
compromisso com o desempenho do algoritmo de
reconhecimento do locutor entre diferentes técnicas IAL
ndo foi realizada. Porém o principal mérito desta nova
abordagem ¢ oferecer uma taxa de reconhecimento
razoavel, porém demandando uma complexidade
computacional substancialmente inferior aquela requerida
por outras técnicas consagradas (e.g., HMM, redes neurais,
quantizacdo vetorial etc.). Vale lembrar que as
complexidades (por janela de 20 ms) exigidas pela FFT
(N=160) e algoritmo de selecdo do maior elemento de uma
lista (Tabela 1) sdo despreziveis para os comprimentos
requeridos. A adaptagdo do método para uso de wavelets
discretas [8], tornando-o mais atrativo, também se encontra
em investigacdo. Outro aproveitamento possivel deste
algoritmo ¢ nos casos em que a base de locutores ¢
demasiadamente extensa. Este método rapido pode ser
aplicado, selecionando um locutor provavel, incluido em
uma subclasse de locutores potenciais. Este é entfo
eliminado da base original, repetindo o processo de forma
a escolher um segundo locutor potencial. O procedimento é
iterado até gerar um numero pré-estabelecido de locutores
potenciais (base reduzida). Esta aplicacdo prévia ndo
requer taxas de acerto excessivamente altas, 90% ¢
bastante razoavel. Um método sofisticado (alto custo
computacional e alta eficiéncia) ¢ aplicado para identificar
o locutor dentro desta base reduzida. Outra situa¢do de
potencial interesse para este método é no monitoramento
em tempo real de telefonemas em prédios (empresas,
reparti¢des, etc.) que possuem centrais telefénicas. Com
centenas de ligagdes simultaneas e diferentes ramais, como
selecionar gravacdes (autorizadas) de conversagdes
envolvendo individuo sob suspei¢do? Supde-se disponivel
um trecho previamente gravado (e.g., primeiro contato de
um seqiiestrador, chantagista, corrupto, terrorista etc.) para
constituir a informagdo de treinamento do locutor alvo.
Neste caso, taxas de FA e FR aceitaveis podem ser maiores
do que em aplicagdes comerciais tipicas. Assim, situa¢des
em tempo real — nas quais ha parca disponibilidade de
recursos (como em sistemas embarcados) — esta técnica
pode se tornar bastante atrativa.
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Abstract: This paper presents a new approach for a vocoder design based on full frequency
masking by octaves in addition to a technique for spectral filling via beta probability
distribution. Some psycho-acoustic characteristics of human hearing - inaudibility masking in
frequency and phase - are used as a basis for the proposed algorithm. The results confirm that
this technique may be useful to save bandwidth in applications requiring intelligibility. It is
recommended for the legal eavesdropping of long voice conversations.

The purpose of the voice compression is to obtain a concise representation of the signal,
which allows efficient storage and transmission of voice data [1]. With proper processing, a
voice signal can be analyzed and encoded at low data rates and then resynthesized. In many
applications, the digital coding of voice is needed to introduce encryption algorithms (for
security) or error correction techniques (to mitigate the noise of the transmission channel).
Often, the available bandwidth for the transmission of digitized voice is a few kilohertz [2]. In
such conditions of scarce bandwidth, it is necessary to adopt coding schemes that reduce the bit
rate in such a way that information can be properly transmitted. However, these coding systems
at low bit rate cannot reproduce the speech waveform in its original format. Instead, a set of
parameters are extracted from the voice, transmitted and used to generate a new waveform at
the receiver. This waveform may not necessarily recreate the original waveform in appearance,
but it should be perceptually similar to it [3]. This type of encoder — called the vocoder (a
contraction from voice encoder), a term also used broadly to refer to encoding analysis /
synthesis in general, will use perceptually relevant features of the voice signal to represent it in
a more efficient way, without compromising much on its quality [3]. The vocoder was first
described by Homer Dudley at Bell Telephone Laboratory in 1939, and consisted of a voice
synthesizer operated manually [4]. Generally speaking, the vocoders are based on the fact that
the vocal tract changes slowly and its state and configuration may be represented by a set of
parameters. Typically, these parameters are extracted from the spectrum of the voice signal and
updated every 10-25 ms [5]. In general, given its low complexity in the process of generating
the synthesized voice, the modeling, and the nature of simplifications carried out by vocoders,
they introduce losses and/or distortions that ultimately make the voice quality below those
obtained by waveform encoders [5]. Two properties of voice communication are heavily
exploited by vocoders. The first is the limitation of the human auditory system [6]. This
restriction makes the listeners hearing rather insensitive to various flaws in the process of voice
reproduction. The second concerns the physiology of the voice generation process that places
strong constraints on the type of signal that can occur, and this fact can be exploited to model
some aspects of the production of the human voice [3,5]. The vocoder also find wide
acceptance as an essential principle for handling audio files. For example, audio effects like
time stretching or pitch transposition are easily achieved by a vocoder [7]. Since then, a series
of modifications and improvements to this technology have been published [5]. In this article
we present an innovative technique, which combines simplicity of implementation, low
computational complexity, low bit rate and acceptable quality of generated voice files. In our
approach, the stage of analysis of the voice signal is based on full frequency masking, recently
published in [8] and explained in detail in Section Ill. In the resynthesis stage of the signal, we
present a new approach based on spectral filling by a beta probability distribution.



The first stage of the proposed vocoder is a pre-signal processing. This is often required in
speech processing, since the characteristics of voice signals have peculiarities that need to be
worked with, previously. Because vocoders are designed for voice signals, which have most of
their energy concentrated in a limited range of frequencies (typically between 300 Hz and less
than 4 kHz), it is required to limit the bandwidth of the signals within this range, by a low-pass
filter. Then a sampling rate that meets the Shannon sampling theorem condition must be taken.
According to this theorem [9], there is no loss of information in the sampling process when a
signal band limited to f,, Hz is sampled at a rate of at least 2f, equally spaced samples per
second. Voice Segmentation and Windowing-A signal is said to be stationary when its statistical
features do not vary with time [9]. Since the voice signal is an stochastic process, and knowing
that the vocal tract changes its shape very slowly in a continuous speech, many parts of the
acoustic waveform can be assumed as stationary within a short duration range (typically
between 10 and 40 ms). Segmentation is the partition of the speech signal into pieces (frames),
selected by windows of duration perfectly defined. The size of these segments is chosen within
the bounds of stationarity of the signal [10]. The use of windowing is a way of achieving
increased spectral information from a sampled signal [11]. This "increase" of information is
due to the minimization of the margins of transition in truncated waveforms and a better
separation of the signal of small amplitude from a signal of high amplitude with frequencies
very close to each other. Many different types of windows can be used. The Hamming window
was chosen due to the fact that it presents interesting spectral characteristics and softness at the
edges [12]. Pre-emphasis- The pre-emphasis aims to reduce a spectral inclination of
approximately -6dB/octave, radiated from the lips during speech. This spectral distortion can be
eliminated by ap-plying a filter response approximately +6 dB / octave, which causes a
flattening of the spectrum [13]. The hearing is less sensitive to frequencies above 1 kHz of the
spectrum; pre-emphasis amplifies this area of the spectrum, helping spectral analysis algorithms
for modeling the perceptually aspects of the spectrum of voice [6,11]. Equation (1) describes
the pre-emphasis performed on the signal that is obtained by differentiating the input.

y(n)= x(n)-a.x(n-1), (1)
for 1 <n <M, where M is the number of samples of x(n), y(n) is the emphasized signal and the
constant "a" is normally set between 0.9 and 1. In this paper the adopted value was "a" equals
to 0.95 [13]. The algorithms developed for implementation of this vocoder were written in
MATLAB™ platform, owing to the fact that it is a widespread language in the academic world
and it is easy to implement. In the following, details of the approach are described. As in most
efficient speech coding systems, vocoders may exploit certain properties of the human auditory
system, taking advantage of them to reduce the bit rate. The technique proposed in this article
for implementation of the vocoder is founded on two important characteristics: the masking in
frequency and the insensitivity to phase. The function of the stage of analysis is, a priori, to
identify the frequency masking in the spectrum of the signal (obtained by an FFT of
blocklength 160), partitioned into octave bands, discard signals that "would not be audible,”
due to the phenomenon of masking in frequency [14], and totally disregard the signal phase.
Psycho-Acoustics of the Human Auditory System- Because it is of great importance for the
understanding of the proposed method, a few characteristics of human auditory system are
briefly discussed [6,14].

* Frequency Masking: Masking in frequency or "reduced audibility of a sound due to the
presence of another™ is one of the main psycho-acoustic characteristics of human hearing.
The auditory masking (which may be in frequency or in time) occurs when a sound, that
could be heard, is often masked by another, more intense, which is in a nearby frequency.
In general, the presence of a tone cannot be detected if the power of the noise is more
than a few dB above this tone. Due to the effect of masking, the human auditory system
IS not sensitive to detailed structure of the spectrum of a sound within this band [3,5].

* Insensitivity to the phase: The human ear has little sensitivity to the phase of signals.
The process can be explained by examining how sound propagates in an environment.



Any sound that propagates reaches our ears through various obstacles and travels distinct
paths. Part of the sound gets lagged, but this difference is hardly felt by the ear [15]. The
information in the human voice is mostly concentrated in “bands of frequencies”. Based
on this fact, the proposed vocoder discards the phase characteristics of the spectrum.

Simplification of the spectrum via the frequency masking- Equipped with the pre-processed
signals, we can start the stage of signal analysis, which is described in the sequel. For each
voice segment of the file, an FFT of blocklength 160 (number of samples contained in a frame
of 20 ms of voice) is applied, thus obtaining the spectral representation of each voice frame.
Only the magnitude of the spectrum is considered. After that, the spectrum is segmented into
regions of influence (octaves). The range of frequencies between 32 and 64 Hz is removed from
the analysis. The first pertinent octave corresponds to the frequency range 64 Hz-128 Hz, the
second covering the band 128 Hz-512 Hz, and so on. The sixth (last octave band) matches the
range of 2048 Hz-4000 Hz (remarking that from here the spectrum produced by the FFT begins
to repeat). Since the sampling rate is 8 kHz, each spectral sample corresponds to a multiple of
50 Hz, and the first sample represents the DC component of each frame of speech. Because this
sample has no information, it is promptly disregarded from the analysis. Since the spectral lines
have a step of 50 Hz, the first octave (from 64 Hz to 128 Hz) is represented by the spectral
sample of 100 Hz, the second octave (from 128 Hz to 256 Hz) by samples at 150 Hz, 200 Hz
and 250 Hz, with the remaining octaves following a similar reasoning. After this preliminary
procedure, we search at each octave, in all relevant sub-bands of the voice signal, for the DFT
component of greatest magnitude, i.e., that one that (potentially) can mask the others. There are
80 spectral lines (dc is not shown). This component is taken as the sole representative tone in
each octave (as an option of reducing the complexity). The other spectral lines are discarded,
assuming a zero spectral value. A total of 79 frequencies coming from the estimation of the
DFT with N=160 is then reduced to only 4 survivors (holding less than 5% of the spectral
components). Therefore, each frame is now represented in the frequency domain by 4 pure
(masking) tones. This technique is called full frequency masking [8]. These simplified frames
are encoded and used by a synthesizer to retrieve the voice signal. Now a signal synthesis is
described on the basis of a spectral filling via a distribution of probability. The beta distribution
is a continuous probability distribution defined over the interval 0<x<l1, characterized by a pair
of parameters « and f, according to Equation [16]:

P(X)=1/B(a.,8) XD (1-x)*Y), 1<a,f<+o, (2)
whose normalized factor is B(a.,)=(I'(2)I'(8))/(T'(a+f)), where I'(.) is the generalized Euler
factorial function and B(.,.) is the Beta function. The point where the maximum of the density
is achieved is the mode and can be computed by the following equation [16]:

mode= (a-1)/(a+p-2). 3)
Octave (Hz) # spectral samples/octave

32-64 1
64-128 1
128-256 3
256-512 5
512-1024 10
1024-2048 20
2048-4096 39

Table 1. Number of Spectral Lines per Octave Estimated by a DFT of Length N=160 with a
Sample Rate 8 kHz.

The purpose of the synthesis stage is to retrieve the voice signal from data provided by the
parsing stage. As mentioned, the full frequency masking was adopted to simplify the spectrum
of each frame of voice. Such a simplification results in a very vague and spaced sample
configuration in the spectrum. To improve this representation, the synthesizer can use the



spectral filling technique via beta distribution, so as to smooth the abrupt transition between
adjacent samples in octaves, assigning interpolated values to lines with zero magnitude, thus
filling up the spectrum completely. Each octave has its own distribution and these are updated
with each new frame. The peak of each of these distributions is equal to the survivor spectral
sample after the full masking simplification. In what follows, the methodology of spectral
filling, via beta distribution, is described. Since the beta distribution is defined over the interval
[0,1], see Fig.1, it is necessary to scale and translate the original expression of the distribution,
so that their range encompass the transition from one octave to another. Moreover, the value of
the mode should assume the same value of the survivor spectral sample within the octave.
Based on the original expression of the beta distribution, given by Eqg. (2), there is a suitable
scaling of the curve so that the upper limit is equivalent to the difference between the
normalized cutoff frequency exceeding (fu) and lower (f,) of each octave, i.e., fy - f,. The
cutoff frequencies need to be normalized, since the limiting frequency of octaves (64-128 Hz,
128 — 256 Hz, etc.) are not multiples of 50 Hz, which is the value of the spectrum step while
sampling at 8 kHz. Later, the curve must be translated so that the lower and upper limits
become f,, and fy, respectively. By making the fitting, it is also necessary to adjust the value of
the mode, which becomes

NeWmoge= (a-1)/(a+-2) (fur - i)+ . 4)
From this expression and after some mathematical manipulations, we find a relation between «
and g, which is useful in representing the adjusted expression of the distribution:

p-1=(a-1).Q, ()
Q:= (fw — f)/(fc - ). (6)

where:
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Figure 1. Envelope shape of the survivor tone is shown for a few parameters o and S.

The final expression, one that is used to fulfill the spectral algorithm each frame, is given by:
PO)= 1/( fu - )2 (x- £)D (F )%, (7)
The value of a in Eq. (7) represents a parameter of expansion/compression of the interpolation
curve. The higher its value, the narrower it becomes. The values of o were octave-dependent.
Fig. 2 shows the magnitude of the spectrum of a frame of a file (test voice file), (a) before
simplifying by masking, (d) after simplifying and (c) after the fulfilling via beta distribution. A
few audio files generated by this vocoder are available at the URL
http://www?2.ee.ufpe.br/codec/vocoder.html Given the symmetry of the DFT, it is also
necessary to fulfill the half mirror portion of the spectrum for proper signal restoration.
Otherwise a signal in time domain, complex in nature, will be incorrectly generated. As one of
the last stages of reconstruction of the voice signal, there is the transformation from the
frequency domain to the time domain of all voice frames. Such a transformation is achieved
through the inverse fast Fourier transform (IFFT) of the same blocklength of a frame. In doing
so, the frames are glued one by one, resetting the pre-emphasized signal. An inverse pre-
emphasis filter is used to de-emphasize the signal, thus finalizing the process of recovering the
voice signal. For each frame, spectral samples survivors and the positions of each are then
quantized and encoded, and saved in a binary format (.voz) and used later by a synthesizer.
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Figure 2. Steps of the procedure of analysis/synthesis of a frame of tested voice signal. The
spectrum of a voice frame computed by the FFT is shown: a) Original spectrum, b) Simplified
spectrum using full masking, ¢) Spectrum fulfilled by the beta distribution.

The quantization and coding procedures (allocation of bits per frame) are shown in the
sequel. The most common method was used in the quantization of frames: the uniform
guantization. A number of levels coincident with a power of 2 was adopted to simplify the
binary encoding. The maximum excursion of the signal (greater magnitude of the full spectrum
of the voice signal) was thus divided into 256 intervals of equal length, each represented by one
byte. Since there are no negative samples to be quantized (the magnitude of the spectrum does
not assume negative values), the quantizer cannot be bipolar.

Relevant octave #possible survivor components Bits A+P

#1 (256-512 Hz) 5 8+3
#2 (512-1024 Hz) 10 8+4
#3 (1024-2048 Hz) 20 8+5
#4 (2048-4096 Hz) 39 8+6

Table 2. Bit allocation in a voice frame (20 ms). The required number of bits is expressed as A
+ P, where A is the number of bits for spectral line amplitude and P the number of bits to
express the relative position within the OCTAVE.

A MATLAB routine is specifically designed for this purpose. The quantization of the positions
was not necessary, since they are integer-valued. In order to reduce the number of bits needed
for encoding voice frames, the bit allocation algorithm took into consideration the bandwidth of
each octave. A lower octave reduces by half the bandwidth and therefore fewer bits are needed
for proper co-ing of positions in which the spectral masking occurred. Positions in successive
octaves (spectrum towards high frequencies) need an extra bit for its correct representation. For
example, a tone masking which occurs in the first octave (256-512 Hz) has 5 possible
occurrences (position 7 to position 11 of DFT), thereby requiring a 3-bit codeword. In the next
octave, (512 - 1024 Hz), the maximum position that the tone masking may occur is 21, which
can be encoded by a 4-bit codeword. In the subsequent two octaves, the peak may be at 41th



position (5-bit codeword) and 80th (6-bit codeword), respectively. For the maximum values of
the spectral masking samples, one byte is reserved for their representation. The number of bits
allocated to each of these parameters is shown in Table 2. As mentioned, the phase information
of the spectrum is disregarded. It is seen that each voice frame needs only 50 bits (18 for
identifying positions and 32 for identifying masking tones), leading to a rate of 50 bits/20
ms=2.5 kbps. The binary format .voz - The bit allocation in each frame, summarized in Table II,
suggests the concatenation of encoded frames. The representation of a voice frame in this
format (extension .voz) is shown in Fig.3. The 50 bits are distributed into four sub blocks (one
for each octave), indicating the value of the spectral sample followed by its respective position
in the spectrum. The voice files registered in the .wav format are all converted to this binary
format, by a Matlab routine. In the decoder, the reconstruction algorithm of the synthesized
spectrum, can recover the voice signal by converting it back into the .wav format.

Octave #1 Octave &2 Octave #4

spectral sample spectral sample spectral sample
position position position

Figure 3. Frame of files in the format .voz (20 ms).

Simulation results usually focus on intelligibility and voice quality versus bit rate [17]. Fifty-
eight subjects, of whom eight were trained, were accessed for this study. Voice quality is
estimated using the "Mean Opinion Score (MOS)" and "degradation Mean Opinion Score
(DMOS)” tests. During the tests, "MOS"-listeners were asked to rate voice quality of the output
files considering an absolute scale 1-5, with 1 meaning very poor quality and 5 being excellent.
The main obstacle for the MOS testing was that ordinary people were not familiar with low bit
rate vocoders and got confused between a sound disharmonies, stuffy, with tinnitus, and the
nasal quality of speech and noise added after encoding. To overcome this limitation, DMOS
tests were conducted. In this test, listeners were asked to rate the quality of sentences encoded
and spread over time on the output of the vocoder MELP pattern [15]. Preliminary tests were
conducted and voice signals tested using four different techniques of synthesis.

Evaluated techniques.

1. Synthesized signals with no spectral filling.

2. Vocoder signals reconstructed via beta spectral filling technique.

3. Synthesized voice signals combining 1 and 2 techniques (linear combination).
4. Voice signals from item 2, but with an extra Hamming windowing.

Results are summarized in Table Ill. They were reasonable, given the low bit rate (2.5 kbits/s)
and low implementation complexity of the vocoder. Indeed, the comparison is “unfair” to those
coders, since the MOS values obtained for them were much more insightful and performed with
a wide range of listeners, or even using objective methods such as PESQ [17]. It can be
observed from Table 3 that noise is still a factor that impairs such an assessment, reflecting a
lower MOS score for noisy signals (produced by the technique of spectral filling).

Vocoder technique MOS score
1 3.0
2 2.5
3 2.8
4 3.0

Table 3. MOS scores for the voice signals synthesized by four different techniques.



We introduced a new vocoder that can represent a voice signal using fewer samples of the
spectrum. Our initial results suggest that this approach has the potential to transmit voice, with
acceptable quality, at a rate of a few kbits/s. A new technique of spectral filling was also
presented, which is based on the beta distribution of probability. Surprisingly, this was not
helpful in improving the voice quality, although it improved the naturalness of the speech
generated by this vocoder. This vocoder can be useful for the transmission of maintenance
voice channels in large plants. It was successfully applied in a recent speaker recognition
system. In particular, it is offered as a technique for monitoring long voice conversation
stemming from authorized eavesdropping.
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ANEXO A — CODIGOS FONTE
(VOCODER)

Requerido MATLAB® 2013 ou versdes mais recentes.

VocCod.m

function varargout = VocCod(varargin)

%$VOCCOD Codificador wav -> voz baseado no Mascaramento Pleno em

% Frequencia por Oitava (MPFO).

% Reune simplificidade de implementacao e baixa taxa de bits
% (2,7 kbits/s). Aceita como entrada arquivos no formato wav
% e produz arquivo binario, codificado no formato voz, para
% posterior decodificacao no VocDec.

%Autores: Roberto F. B. Sotero Filho e Helio Magalhaes de Oliveira
$E-mail: rsotero@hotmail.com e hmo@ufpe.br

$Universidade: Universidade Federal de Pernambuco

%Data: 23/05/2017

% Codigo de inicializacao do programa - nao editavel

gui_Singleton = 1;

gui_State = struct('gui_Name', mfilename,
'gui_Singleton', gui_Singleton,
'gui_OpeningFcn', @VocCod_OpeningFcn,
'gui_OutputFcn', @VocCod_OutputFcn,
'gui_LayoutFcn', 1,
'gui_Callback', (1)

if nargin && ischar(varargin{l})

gui_State.gui_Callback str2func (varargin{l});

end

if nargout
[varargout{l:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn (gui_State, varargin{:});
end
% Chamada dos logos na tela.
function ufpe_CreateFcn(~, ~, ~)
A = imread('ufpectgdes_80.png');

imshow (A) ;
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function VocCod_OpeningFcn (hObject, ~, handles, varargin)
handles.output = hObject;
guidata (hObject, handles);

function varargout = VocCod_OutputFcn(~, ~, handles)

varargout {1} = handles.output;

function editl_Callback(~, ~, ~)
function editl_CreateFcn (hObject, ~, ~)
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function edit2_Callback(~, ~, ~)
function edit2_CreateFcn (hObject, ~, ~)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor"'))
set (hObject, 'BackgroundColor', 'white');

end

function edit4_Callback(~, ~, =~)
function edit4_CreateFcn (hObject, ~, ~)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', 'white');
end
% ——— Acoes executadas ao se pressionar o botao "selecionar" ————————————— .
function togglebutton2_Callback(~, ~, handles)
[nome,diretorio] = uigetfile('x.wav', ...

Q

'Selecione o arquivo .wav para processamento'); % Seleciona arquivo wav.

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar') % mensagem de cancelar.
else

arquivowav = strcat (diretorio, nome); % leitura do arquivo wav.

[o)

set (handles.edit4, 'string',arquivowav); % escreve arquivo no diretorio.

end
e ROTINAS PRINCIPAIS DO PROGRAMA ———————————————————
% ——— Acoes executadas ao se pressionar o botao "processar" ——————————————

function pushbuttonl_Callback (hObject, ~, handles)
guidata (hObject, handles)

arquivowav = get (handles.edit4, 'string'); %leitura do arquivo wav (caminho)
[v_in, fs_in] = audioread(arquivowav); % leitura atributos do arquivo wav.

fs = 8000;
y8000=resample(y_in, fs, fs_in);

o\

tx amostragem utilizada.

o\

conversao da tx de amostragem.

o\

para 8 kHz.
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N = length(y8000); %
c = 160; %
n = round(N/c);

y8000 = [y8000;0%ones (nxc-N,1)]; %

o° o

o\

HAM = hamming(c) ;

for i=0:n-1

spectrum_bloco (cxi+l:cxitc)=

abs (fft (HAM(1l:c) .»y8000 (cxi+l:c*xi+c))); %

[o)

o

end

for k =0:n-1;
spectrum_bloco (cxk+1l:cxk+6)=0;

comprimento dos sinais de voz.

numero de amostras em 20ms.

preenche amostras arquivo de voz
com zeros caso seu tamanho n seja
multiplo de 160.

cria janela de Hamming de c = 160.

% Bloco de montagem espectro de frequencia simplificado (1 amostra/oitava) |

cria bloco de FFTs Jjaneladas

com apenas as amplitudes.

spectrum_bloco (cxk+156:cxk+160)=0; %$zera amostras n consideradas.

spectrum_bloco (cxk+81)=0;

% Oitava 1 (256 - 512 Hz)

intl = c*k+7:cxk+11;

y(intl)= spectrum_bloco(intl);
spectrum_bloco (find(y ~= max(y)& y~=0))= 0;
valormaximol = spectrum_bloco (find(y ==
max(y)));
posicaol = find(y==max(y));
clear y;
% Oitava 2 (512 - 1024
int2 = c*k+12:c*xk+21;
z (int2)=spectrum_bloco (int2);
spectrum_bloco (find(z ~= max(z)& z~=0))=0;
valormaximo2 = spectrum_bloco(find(z ==
max(z)));
posicao2 = find(z==max(z));
clear z;
% Oitava 3 (1024 - 2048
int3 = cxk+22:cxk+41;
h (int3)=spectrum_bloco (int3);
spectrum_bloco(find(h ~= max(h)& h~=0))=0;
valormaximo3 = spectrum bloco(find(h ==...

o\

o\°

o

oe

intervalo da oitava 1.
forma bloco de amostras.
zera amplitudes n maximas.

acha amplitude maxima.

posicao da amplitude max.

intervalo da oitava 2.
forma bloco de amostras.
zera amplitudes n maximas.

acha amplitude maxima.

posicao da amplitude max.

intervalo da oitava 3.
forma bloco de amostras.
zera amplitudes n maximas.

acha amplitude maxima.
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max (h)));

posicao3 = find(h==max(h)); % posicao da amplitude max.
clear h;
% Oitava 4 (2048 - 4096 Hz)
int4 = c*xk+42:cxk+80; % intervalo da oitava 4.
j(int4)=spectrum_bloco (int4); % forma bloco de amostras.
spectrum_bloco (find(j ~= max(j)&j~=0))=0; % zera amplitudes n maximas.
valormaximo4 = spectrum_bloco(find(j ==... % acha amplitude maxima.
max (j)));
posicaod4 = find(j==max(])); % posicao da amplitude max.
clear 7j;
spectrum_bloco (cxk+l:cxk+c) =... % montagem do espectro completo
[spectrum_bloco (cxk+1l:cxk+80) ...
0 spectrum_bloco (cxk+80:-1:2+cxk)];
$conversao p/binario das posicoes
seq_posi_bin(22xk+1:22xk+22) = [dec2binvec (mod(posicaol,c),4)...
dec2binvec (mod (posicao2,c),5) ...
dec2binvec (mod (posicao3,c),6) ...
dec2binvec (mod (posicaod,c),7)]1;
end

% Bloco de quantizacao (quantizacao uniforme de 256 niveis) das amplitudes|

% das amostras dominantes do espectro

o ‘

ind_max_raia = find(spectrum_bloco==...
max (spectrum_bloco)); %$indice da amostra maxima
maxraia = spectrum_bloco(ind_max_raia); $valor da amostra maxima
valormaxraia = maxraia(l);
QO = valormaxraia/257; %passo de quantizacao
contl=0;
for cont = l:length (spectrum_bloco)
a=0;
while spectrum_bloco(cont) >= g*Q && spectrum_bloco(cont) ~= 0
q = qtl;
end
if g>255
g=255;
end
if g >0

contl = contl+l;
seq_bin_total (8% (contl-1)+1:8% (contl-1)+8)= dec2binvec(q,8);
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end

end

for i=0:n-1
$montagem do bloco de amplitudes em binario
seq_bin(32x1+1:32%1+32) = seq_bin_total (64+1i+1:64x1+32);

end
S————————— Bloco de formacao do arquivo binario (.voz) de saida ——————————-
for i=1l:n
smontagem dos blocos do formato .voz
saidaBinaria (54 (1i—-1)+1:54« (i-1)+54)=
[seg bin ((32x (i-1)+1:32x (i-1)+

8))
seq_posi_bin(22% (1i-1)+1:22% (i-1)+4)
seq _bin ((32* (1-1)+9:32% (i-1)+16)) .
seq_posi_bin(22% (1-1)+5:22x (1i-1)+9)
seq_bin ((32x (1-1)+17:32% (i-1)+24)) ...
seq_posi_bin(22%(i-1)+10: 22*( 1)+15) ...
seq bin((32x (1i-1)+25:32* (i-1)+32)) .
seq_posi_bin(22% (i-1)+16:22% (1i-1)+22)];
end
% abre tela para salvar arquivo de saida
[nome_out,diretorio_out] = uiputfile('x.voz','Salvar arquivo .voz como');
if isequal (nome_out,0) || isequal (diretorio_out,0)
disp('Usuario pressionou cancelar')
else
arquivo_out = strcat (diretorio_out,nome_out) ;
fid = fopen(arquivo_out, 'w');
fwrite (fid, saidaBinaria'); $escreve os dados para o arquivo binario
aviso_sucesso $habilita tela de sucesso no processamento

end
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VocDec.m

function varargout = VocDec (varargin)

%$VOCDEC Decodificador voz —-> waz baseado no Mascaramento Pleno em
% Frequencia por Oitava (MPFO).

% Aceita como entrada arquivos codificados no formato voz e
% produz arquivos wav, atraves de 4 tipos de recomposicao do
% sinal: (i) utilizando apenas o %$MPFO, (ii) MPFO acrescido
% da tecnica de preenchimento espectral, iii) utilizando uma
% composicao dos sinais em (1) e (ii), e (iv) utilizando
% sinais de (ii) com um janelamento de Hamming extra.
$Autores: Roberto F. B. Sotero Filho e Helio Magalhaes de Oliveira
$E-mail: rsotero@hotmail.com e hmo@ufpe.br

%$Universidade: Universidade Federal de Pernambuco

%$Data: 25/05/2017

[

% Codigo de inicializacao do programa - nao editavel

gui_Singleton = 1;

gui_State = struct ('gui_Name', mfilename,
'gui_Singleton', gui_Singleton,
'gui_OpeningFcn', @VocDec_OpeningFcn,
'gui_OutputFcn', @VocDec_OutputFcn,
'gui_LayoutFcn', 1,
'gui_Callback"', [1);

if nargin && ischar (varargin{l})

gui_State.gui_Callback = str2func(varargin{l});
end

if nargout

[varargout{l:nargout}] gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn (gui_State, varargin{:});
end
% Chamada dos logos na tela.
function ufpe_CreateFcn (hObject, eventdata, handles)
A = imread('ufpectgdes.png');
imshow (&) ;
G Rotinas e funcoes internas do programa —-———————————————————
function VocDec_OpeningFcn (hObject, eventdata, handles, varargin)
handles.output = hObject;

guidata (hObject, handles);

function varargout = VocDec_OutputFcn (hObject, eventdata, handles)

varargout {1} = handles.output;
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function editl_Callback (hObject, eventdata, handles)
function editl_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function edit2_Callback (hObject, eventdata, handles)
function edit2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function edit4_Callback (hObject, eventdata, handles)
function edit4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', 'white');
end
% ——— Acoes executadas ao se pressionar o botao "selecionar" -———————————-
function togglebutton2_Callback (hObject, eventdata, handles)
guidata (hObject, handles)
[nome,diretorio] = uigetfile('x.voz',...

Q

'Selecione o arquivo .voz para processamento'); % Seleciona arquivo voz.

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar') % mensagem de cancelar.
else

arquivovoz= strcat (diretorio, nome) ; % leitura do arquivo voz

set (handles.edit4, 'string',arquivovoz); % escreve arquivo no diretorio

end
Rttt ROTINAS PRINCIPAIS DO PROGRAMA ———————————————————
% ——— Acoes executadas ao se pressionar o botao "processar" ——————————————

function pushbuttonl_Callback (hObject, eventdata, handles)
guidata (hObject, handles)
arquivovoz = get (handles.edit4, 'string');

14

valor4 = get (handles.radiobutton4, 'Value'

( )
valor5 = get (handles.radiobutton5, 'Value');
valor6 = get (handles.radiobuttoné6, 'Value');
valor7 = get (handles.radiobutton7, 'Value');
fs = 8000; % tx amostragem utilizada.
c = 160; % numero de amostras em 20ms.

o\

fid = fopen(arquivovoz); ler identificador arquivo voz

o\

arg_interm _bin = fread(fid)'; ler o arquivo binario voz
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% CONVERSAO DO SINAL DE VOZ DE BINARIO PARA DECIMAL
for i=l:length(arg_interm_bin) /54
arg_interm (8« (i-1)+1:8%(1i-1)+8) =...
[binvec2dec (arg_interm bin ( (54 (i-1)+1:54%(1i-1)+8))) ...
binvec2dec (arg_interm_bin (54* (i-1)+9:54x (i-1)+12))+160* (i-1) ...

binvec2dec (arg_interm_bin ((54* (i-1)+13:54x (i-1)+20))).

binvec2dec (arg_interm_bin (54* (1i-1)+21:54x (i-1)+25))+160*(i-1),
binvec2dec (arg_interm bin ((54* (i-1)+26:54% (1i-1)+33)))

binvec2dec (arg_interm_bin (54* (1i-1)+34:54% (i-1)+39))+160x(i-1) ...
binvec2dec (arg_interm_bin ((54* (i-1)+40:54% (i-1)+47)))

binvec2dec (arg_interm_bin (54* (i-1)+48:54x (i-1)+54))+160*(i-1)1];

n = length(arg_interm)/8;
—————— Bloco de Recomposicao do espectro simplificado pelo MPFO —-————————
for k =0:n-1;

spectrum_bloco (cxk+1l:cxk+6)=0;

spectrum_bloco (cxk+156:cxk+160)=0; %$zera amostras n consideradas.

spectrum _bloco (cxk+81)=0;

% Oitava 1 (256 - 512 Hz)
spectrum_bloco (arg_interm(8+k+1+1))=arg _interm(8xk+1);
% Oitava 2 (512 - 1024 Hz)

spectrum_bloco (arg_interm(8xk+3+1))=arqg _interm (8+k+2+1);

% Oitava 3 (1024 - 2048 Hz)
spectrum_bloco (arg_interm(8+xk+5+1))=arqg_interm(8xk+4+1);
% Oitava 4 (2048 - 4096 Hz)

spectrum_bloco (arg_interm(8+k+7+1))=arg_interm(8xk+6+1);

$CONSTRUCAO DO ESPECTRO SIMPLIFICADO COMPLETO
spectrum_bloco (cxk+l:cxk+c) = [spectrum_bloco(cxk+l:cxk+80) ...
0 spectrum_bloco (c*xk+80:-1:2+cx*k)];
$OBTENCAO DO SINAL DE VOZ NO TEMPO ATRAVES DA IFFT DO ESPECTRO SIMPLIFICADO
arqg(cxk+l:cxk+c) = ifft (spectrum_bloco (cxk+l:cxk+c));
end
% DEFINICAO DO ARQUIVO DE SAIDA

saida = arq';

e TIPOS DE RECOMPOSICAO DO SINAL-——-—————————————————
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% (1) MPFO apenas
if wvalor4d ==
[nome_out,diretorio_out] = uiputfile('x.wav', ...
'Salvar arquivo .wav como');
if isequal (nome_out,0) || isequal (diretorio_out,0)
disp('Usuario pressionou cancelar')
else
arquivo_out = strcat (diretorio_out,nome_out);
audiowrite (arquivo_out, 0.35xsaida, fs)
aviso_sucesso % habilita tela de sucesso
end
end
% (ii) MPFO + Preenchimento espectral

if wvalorb5 ==

out = SpecStuffing(saida); % chama rotina de preenchimento
[nome_out,diretorio_out] = uiputfile('x.wav', ...

'Salvar arquivo .wav como');
if isequal (nome_out,0) || isequal (diretorio_out,0)
disp ('Usuario pressionou cancelar')
else
arquivo_out = strcat (diretorio_out,nome_out);
audiowrite (arquivo_out, 0.35xout, £s)
aviso_sucesso % habilita tela de sucesso
end
end
% (iii) Composicao de (i) com (ii)
if wvalor6 ==1

[)

SpecStuffing(saida); % chama rotina de preenchimento

out
out = out(l:length(saida));

[)

out_new = (saida+out)/2; % calcula media de (i) e (ii)

's.wav', ...

[nome_out,diretorio_out] = uiputfile(
'Salvar arquivo .wav como');
if isequal (nome_out,0) || isequal (diretorio_out,0)
disp('Usuario pressionou cancelar')
else
arquivo_out = strcat (diretorio_out,nome_out);
audiowrite (arquivo_out, 0.35xout_new, fs)
aviso_sucesso % habilita tela de sucesso
end
end
% (iv) MPFO + Preenchimento espectral + Janelamento extra
if wvalor7 ==
out = SpecStuffWindow (saida); % chama rotina de preenchimento
% e Janelamento extra
[nome_out,diretorio_out] = uiputfile('x.wav', ...

'Salvar arquivo .wav como');
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if isequal (nome_out,0) || isequal (diretorio_out,0)

disp('Usuario pressionou cancelar')
else

arquivo_out = strcat (diretorio_out,nome_out);

audiowrite (arquivo_out, 0.35x0ut, fs)

aviso_sucesso % habilita tela de sucesso
end

end
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SpecStuffing.m

function [out] = SpecStuffing(in)

$SPECSTUFFING Tecnica de Preenchimento Espectral via Distribuicao Beta
% de Probabilidade.

$Autores: Roberto F. B. Sotero Filho e Helio Magalhaes de Oliveira
$E-mail: rsotero@hotmail.com e hmo@ufpe.br

%$Universidade: Universidade Federal de Pernambuco

%Data: 10/2008

fs = 8000; % frequencia amostragem utilizada.
N = length(in); % comprimento arquivo de entrada

c = fsx20e-3;

%$calculo do numero de blocos no arquivo de voz

o

numero de amostras em 20 ms.

if rem(N,c) ~= 0
n = round(N/c + 0.5);

in = [in; Oxones (n*c-N,1)];
else
n = N/c;
end
HAM = hamming(c); $criando janela de Hamming
& ——————— Frequencias de corte normalizadas de cada oitava  ———————————
% Oitava 0 fm0=64/50 +1 fM0=2+x64/50 +1
fm0=2.28; £fM0=3.56;
% Oitava 1 fml=128/50 +1 fM1=2+128/50 +1
fml=3.56; fM1=6.12;
% Oitava 2 fm2=256/50 +1 fM2=2x256/50 +1
fm2=6.12; fM2=11.24;
% Oitava 3 fm3=512/50 +1 fM3=2%x512 +1

fm3=11.24; £fM3=21.48;

% Oitava 4 fm4=1024/50 +1 fM4=2x1024/50+1

fm4=21.48; fM4=41.96;

% Oitava 5 fm5=2048/50 +1 fM5=2%2048/50 +1

fm5=41.96; fM5=82.92;

———————— BLOCO DE MONTAGEM DO NOVO ESPECTRO DE FREQUENCIAS—————————-—
for i=0:n-1

% cria o bloco de transformadas rapidas

spectrum_block (cxi+l:cxi+tc)= abs (fft(in(cxi+l:cxi+c)));
end
for k =0:n-1
spectrum_block (cxk+1l:cxk+2)=0; % anular oitava de dc-64 Hz

spectrum_block (cxk+81)=0;

% Oitava 0 (64 - 128 Hz)
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int0 = c*k+3:cxk+3;
ft0 (int0)= spectrum_block (intO0);
% Encontrando o tom dominante original do programa EO= sqgrt (sum(ft0.72));
EO= sqgrt (sum(ft0.72));
spectrum_pblock (find (ft0 ~= max (ft0)& ft0~=0))= 0;
surv0 = spectrum_block (find(int0 == max (int0)));

survivorO=spectrum_block (cxk+3:c*xk+3); % unico tom dominante

notaO=find(survivor0 ~=0); % indice da nota sobrevivente
floctO=find (survivor0 ~=0)+2; % posicao do tom na oitava
unnormfoctO0=(f0oct0-1) x50; $freq do tom dominante na oitava O

% spectrum stuffing via beta distribution
Q0= (fM0-f0oct0) / (f0oct0—-£fm0) ;
K0=0;
if (Q0 ~=0)
KO=1/(((f0oct0-fm0) ~ (alfal0-1) ) (EMO-f0oct0) ~ (Q0x (alfal-1)));
end
if (notalO ~=0)
spectrum_block (cxk+3)=...
abs (EO*KO* ( (3—fml) "~ (alfal0-1)) % ((£fM1-3) "~ (Q0* (alfal0-1))));
end
clear peso(3:3);
clear £tO;
% Oitava 1 (128 - 256 Hz)
alfal=3; %3
intl = c*k+4:cxk+6;
ftl(intl)= spectrum_block (intl);
% Encontrando o tom dominante
El= sqgrt(sum(ftl.”2));
spectrum_block (find (ftl ~= max (ftl)& ftl~=0))= 0;
survl = spectrum_block (find(intl == max(intl)));

survivorl=spectrum_block (cxk+4:cxk+6); % unico tom dominante

notal=find (survivorl ~=0); % indice da nota sobrevivente
floctl=find (survivorl ~=0)+3; % posicao do tom na oitava
unnormfoctl=(£f0octl-1) «50; % freg do tom dominante na oitava 1

Q

% spectrum stuffing via beta distribution
Ql=(fM1-fOoctl)/ (fOoctl—-fml) ;

K1=0;

if (Q1 ~=0)
K1=1/(((fO0octl-fml) "~ (alfal-1))* (fM1-fOoctl)~(Qlx (alfal-1)));
end

for dummy=4:6

peso (dummy) =K1 ( (dummy—-fml) * (alfal-1)) * ( (fMl-dummy) *...
(Ql* (alfal-1))); % stuffing

end
peso(4:6);

if (notal ~=0)
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spectrum_block (cxk+4:cxk+6)=Elxpeso(4:6);
end
clear peso(4:6);
clear ftl;

o\

Oitava 2 (256 - 512 Hz)

alfa2=4; %4

int2

f

o

E
S
S
S
n
f

u

o

Q
K

i

(S]

)
<

o
°

o
o

cxk+7:cxk+11;
t2(int2)= spectrum_block (int2);

Encontrando o tom dominante

2= sqgrt (sum(ft2.72));

pectrum_block (find (ft2 ~= max(ft2)& ft2~=0))= 0;

urv2 = spectrum_block (find(int2 == max(int2)));

urvivor2 = spectrum_block (cxk+7:cxk+11); % unico tom dominante

ota2 = find(survivor2 ~=0); % indice da nota sobrevivente

OQoct2 = find(survivor2 ~=0)+6; % posicao do tom na oitava
nnormfoct2=(£f0oct2-1) x50; % freg do tom dominante na oitava 2

spectrum stuffing via beta distribution

2= (fM2-f0oct2)/ (f0oct2-fm2) ;

2=0;

f (@2 ~= 0)
K2=1/(((f0oct2-fm2) ~ (alfa2-1) ) (fM2-f0oct2) * (Q2x (alfa2-1)));

nd

o dummy corresponde ao x da equacao e o Beta - 1 corresponde ao

Q2% (alfa - 1) por manipulacoes na forma da distribuicao beta pegando

o valor da moda.
for dummy=7:11
peso (dummy) =K2x ( (dummy—-fm2) ~ (alfa2-1)) » ( (fM2-dummy) ". ..
(Q2* (alfa2-1))); % stuffing
end
peso(7:11);
if (nota2 ~=0)
spectrum_block (cxk+7:cxk+11l)=E2*peso(7:11);
end
clear peso(7:11);
clear ft2;

o\

Oitava 3 (512 - 1024 Hz)

alfa3=4; %4

int3

f

[

°

E

S

cxk+12:cxk+21;

t3(int3)=spectrum _block (int3);

Encontrando o tom dominante

3 = sgrt(sum(ft3.72));

pectrum_block (find (ft3 ~= max (ft3)& ft3~=0))=0;
surv3 = spectrum_block (find(int3 == max (int3)));

)

survivor3=spectrum_block (cxk+12:c*k+21); % unico tom dominante

nota3=find(survivor3 ~=0); % indice da nota sobrevivente
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floct3=find(survivor3 ~=0)+11; % posicao do tom na oitava
unnormfoct3=(£f0oct3-1) x50; % freqg do tom dominante na oitava 3

% spectrum stuffing via beta distribution
Q3= (fM3-f0oct3)/ (f0oct3-fm3) ;
K3=0;
if (Q3 ~=0)
K3=1/(((f0oct3-fm3) "~ (alfa3-1)) (fM3-fO0oct3) " (Q3*x (alfa3-1)));

end

for dummy=12:21

peso (dummy) =K3x* ( (dummy—-fm3) * (alfa3-1)) * ( (fM3-dummy) *. ..
(Q3% (alfa3-1))); % stuffing

end

peso(12:21);

if (nota3 ~=0)

spectrum_block (cxk+12:cxk+21)=E3*xpeso (12:21);

end

clear peso(l2:21);

clear ft3;

% Oitava 4 (1024 - 2048 Hz)
alfad=7; %7
int4 = c*k+22:c+xk+41;
ft4 (int4)=spectrum_block (int4) ;
% Encontrando o tom dominante
E4= sqgrt(sum(ftd4.”2));
spectrum_block (find(ft4 ~= max(ft4)& ft4~=0))=0;
surv4d = spectrum_block (find(int4 == max(intd)));

survivord=spectrum_block (cxk+22:cxk+41); % unico tom dominante

notad4=find(survivor4 ~=0); % indice da nota sobrevivente

o\

floctd4=find (survivord ~=0)+21;
unnormfoct4d=(f0oct4-1) x50;

posicao do tom na oitava

o\

o

% spectrum stuffing via beta distribution

Q4= (fM4-f0oct4) / (fO0octd-£fm4);

K4=0;

if (Q4 ~=0)
K4=1/(((fO0oct4—-fmd) "~ (alfad-1)) « (fM4—-f0octd) * (Q4* (alfad-1)));

end

for dummy=22:41
peso (dummy) =K4* ( (dummy—-fm4) * (alfad4-1)) « ( (fM4-dummy) . ..

(Q4x (alfad-1))); % stuffing

end

if (notad4 ~=0)
spectrum_block (cxk+22:cxk+41)=E4d*xpeso (22:41);
end
clear peso(22:41);
clear ft4;

freg do tom dominante na oitava 4
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o\

Oitava 5 (2048 - 4006 Hz)
alfab5=7; %7
int5 = cxk+42:c+xk+80;
ft5(int5)=spectrum_block (intb);
% Encontrando o tom dominante
E5= sqgrt (sum(ft5.72));
spectrum_block (find (ft5 ~= max (ft5) &ft5~=0))=0;
survb = spectrum_block (find (int5 == max (int5)));

survivorS5=spectrum_block (cxk+42:c*k+80) ; % unico tom dominante

o\

notab=find (survivor5 ~=0 ); indice da nota sobrevivente
fOoct5=find(survivor5 ~=0 )+41; % posicao do tom na oitava

unnormfoct5=(£f0oct5-1) x50;

o\

freg do tom dominante na oitava 5
% spectrum stuffing via beta distribution
Q5= (fM5-f0oct5) / (f0oct5-£fm5) ;
K5=0;
if (@5 ~=0)
K5=1/(((f0oct5-fm5) "~ (alfab-1))  (EM5-f0oct5) ~ (Q5% (alfab5-1)));
end
for dummy=42:80
peso (dummy) =K5x* ( (dummy—-fm5) * (alfa5-1)) * ( (fM5-dummy) *. ..
(Q5* (alfab5-1))); % stuffing
end
if (notab5 ~=0)
spectrum_block (cxk+42:cxk+80)=E5*xpeso (42:80) ;
end
clear peso(42:80);
clear ft5;
$lista dos tons sobreviventes por oitava, para cada quadro k
spectrum_block (cxk+l:cxk+c) = [spectrum_block (cxk+1l:cxk+80) ...
0 spectrum_block (cxk+80:-1:2+cxk) ];

S BLOCO DE MONTAGEM DO NOVO ARQUIVO DE VOZ SINTETIZADO ——————-—-—
% concatenacao de blocos

aux=~isnan (spectrum_block) ;

spectrum_block (find(aux == 0)) = 0;

for 1=0:n-1

arquivoVozSintetizado (cxi+l:cxi+c)= ifft (spectrum_block (cxi+l:cxi+c));
end
arquivoVozSintetizado = argquivoVozSintetizado(1l:N)';

for i=0:n-2
arquivoVozSintetizado(c*xi+l:cxi+c)=...
(HAM(1:c)) .*arquivoVozSintetizado (cxi+l:cxi+c);
end
out = arquivoVozSintetizado;

end
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SpecStuffWindow.m

function [out] = SpecStuffWindow (in)

$SPECSTUFFINGWINDOW Tecnica de Preenchimento Espectral via Distribuicao
% Beta de Probabilidade com janelamento extra.
$Autores: Roberto F. B. Sotero Filho e Helio Magalhaes de Oliveira
$E-mail: rsotero@hotmail.com e hmo@ufpe.br

%$Universidade: Universidade Federal de Pernambuco

%Data: 10/2008

o\

arquivoVozSintetizado=SpecStuffing(in); chamada do SpecStuffing

fs = 8000; % frequencia amostragem utilizada.
N = length(in); % comprimento arquivo de entrada
c = fs*x20e-3; % numero de amostras em 20 ms.
n = N/c;
HAM = hamming(c); $criando janela de Hamming

for i=0:n-2

%$janelamento extra

arquivoVozSintetizado (cxi+l:cxitc)=...

(HAM(1l:c)) .*arquivoVozSintetizado (cxi+l:cxi+c);

end

out = arquivoVozSintetizado;

end
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ANEXO B — CODIGOS FONTE (RAL)

Requerido MATLAB® 2013 ou versdes mais recentes.

RecLoc.m

function varargout = RecLoc (varargin)

SRECLOC Software de Reconhecimento de Locutor baseado no Mascara-
% mento Pleno em Frequencia por Oitava. Eh possivel o cadas-—
% tro de 5(cinco) a 20 (vinte) usuarios distintos atraves de
% 5 elocucoes de treinamento por usuario. Aceita como entra-
% da arquivo com extensao txt, produzido pelo software

% PadraoLoc, que contem os padroes dos usuarios a serem

% cadastrados no sistema. Retorna como saida o resultado da
% IAL, exibindo o usuario detentor da elocucao em teste. O

% sistema, tambem, exibe uma classificacao para os outros

% usuarios, ordenando-nos pelos de padrao de voz mais seme-—
% lhante ao do detentor da elocucao em teste.

$Autores: Roberto F. B. Sotero Filho e Helio Magalhaes de Oliveira
$E-mail: rsotero@hotmail.com e hmo@ufpe.br

%$Universidade: Universidade Federal de Pernambuco

%$Data: 04/06/2017

% Codigo de inicializacao do programa - nao editavel

gui_Singleton = 1;

gui_State = struct ('gui_Name', mfilename,
'gui_Singleton', gui_Singleton,
'gui_OpeningFcn', @RecLoc_OpeningFcn,
'gui_OutputFcn', @RecLoc_OutputFcn,
'gui_LayoutFcn', 1,
'gui_Callback"', [1);

if nargin && ischar (varargin{l})

gui_State.gui_Callback = str2func(varargin{l});

end

if nargout

[varargout{l:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn (gui_State, varargin{:});
end
% Chamada dos logos na tela.
function ufpe_CreateFcn (hObject, eventdata, handles)

A = imread('figuras\ufpectgdes.png');
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function RecLoc_OpeningFcn (hObject, ~, handles, varargin)
handles.output = hObject;
guidata (hObject, handles);

function varargout = RecLoc_OutputFcn (hObject, eventdata, handles)
varargout {1} = handles.output;
% campo de texto para eloucacao teste
function textoteste_Callback (hObject, eventdata, handles)
function textoteste_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');
end
% campo de texto para resultado das indentificacoes
function texto
Callback (hObject, eventdata, handles)
function textoident_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function popupmenul_Callback (hObject, eventdata, handles)
contentsl = cellstr (get (hObject, 'String'));
bl = contentsl{get (hObject, 'Value') };

function popupmenul_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function popupmenu2_Callback (hObject, eventdata, handles)
contents2 = cellstr(get (hObject, 'String'));

b2 = contents2{get (hObject, 'Value') };

contentsl = get (handles.popupmenul, 'string');

bl = contentsl{get (hObject, 'Value') };

function popupmenu2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');
end

% Acoes executadas ao pressionar botao "abrir" geracao dos padroes.

function abrirpadrao_Callback (hObject, eventdata, handles)

$ Rotinas e funcoes internas do programa —-———————————————
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v = get (handles.popupmenul, 'Value');
vl = get (handles.popupmenu2, 'Value');
indicel = v-1;
indice2 = v1-1;

if isequal (indicel,0) |

disp ('Preencher todos

| isequal (indice2,0)

os atributos') $mensagem preencher atributos

end
if isequal (indicel,1l) && ~isequal (indice2,0)
PadraoLocb %$chama tela de padrao 5 loc
end
if isequal (indicel,2) && ~isequal (indice2,0)
PadraoLoc6 %chama tela de padrao 6 loc
end
if isequal (indicel, 3) && ~isequal (indice2,0)
PadraoLoc?7 %$chama tela de padrao 7 loc
end
if isequal (indicel, 4) && ~isequal (indice2,0)
PadraoLoc8 %chama tela de padrao 8 loc
end
if isequal (indicel,5) && ~isequal (indice2,0)
PadraoLoc?9 %$chama tela de padrao 9 loc
end
if isequal (indicel, 6) && ~isequal (indice2,0)
PadraoLoclO %chama tela de padrao 10 loc
end
if isequal (indicel,7) && ~isequal (indice2,0)
PadraoLocll %chama tela de padrao 11 loc
end
if isequal (indicel, 8) && ~isequal (indice2,0)
PadraoLocl?2 %chama tela de padrao 12 loc
end
if isequal (indicel, 9) && ~isequal (indice2,0)
PadraoLocl3 %chama tela de padrao 13 loc
end
if isequal(indicel, 10) && ~isequal (indice2,0)
Padraolocl4 %$chama tela de padrao 14 loc
end
if isequal (indicel,11) && ~isequal (indice2,0)
PadraoLoclb %chama tela de padrao 15 loc
end
if isequal(indicel,12) && ~isequal (indice2,0)
PadraoLocl6 %$chama tela de padrao 16 loc
end
if isequal (indicel, 13) && ~isequal (indice2,0)
PadraoLocl? %chama tela de padrao 17 loc
end

if isequal (indicel, 14)

&& ~isequal (indice2,0)
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PadraoLocl8 %chama tela de padrao 18 loc
end
if isequal (indicel, 15) && ~isequal (indice2,0)
PadraoLocl9 %$chama tela de padrao 19 loc
end
if isequal (indicel, 16) && ~isequal (indice2,0)
PadraoLoc20 $chama tela de padrao 20 loc
end
%$campo de texto do caminho do arquivo txt padroes de voz
function textopadrao_Callback (hObject, eventdata, handles)
function textopadrao_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');
end
%$campo de texto dos usuarios cadastrados
function textocadastrados_CreateFcn (hObject, eventdata, handles)
$——Acoes executadas ao pressionar botao "selecionar padrao dos locutores"--

function selepadrao_Callback (hObject, eventdata, handles)

[nome,diretorio] = uigetfile('x.txt',

'Selecione o arquivo .txt do padrao dos locutores'); %$selecionar
if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar') %$cancelar
else

$formacao da string com diretorio e nome do arquivo selecionado ('C:\x.txt"')
arquivovoz= strcat (diretorio,nome);

set (handles.textopadrao, 'string',arquivovoz); %envia 'C:\x.txt' p/textbox

set (handles.textocadastrados?2, 'string','"); $%$limpa texto cadastrados 2
set (handles.textclassificacao, 'string','"); %limpa texto classificacao
set (handles.textclassificacao2, 'string', '");%limpa texto classificacao2
tabelacomp = readtable (arquivovoz); %$ler tabela dos padroes
tabelacelll = table2cell (tabelacomp) ; % transforma em celula
[linha coluna] = size(tabelacelll); $tamanho das linhas e colunas
5 —————- leitura das strings dos locutores na matriz padroes de voz —-————-—

stringlocl=tabelacelll 1); stringloclchar=char (stringlocl);

stringloc2=tabelacelll ; stringloc2char=char (stringloc2);

14

stringloc4=tabelacelll ; stringloc4char=char (stringloc4

14

(1
(
stringloc3=tabelacelll (
(
(

oo W N
<
e e

(
( )
; stringloc3char=char (stringloc3)
( )
stringlocS5=tabelacelll ( )
if linha>=6
stringlocé6=tabelacelll (6,1); stringlocé6char=char (stringloc6);

; stringlocS5char=char (stringlocb

14

end
if linha>=7
stringloc7=tabelacelll (7,1); stringloc7char=char (stringloc?);
end
if linha>=8
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stringloc8=tabelacelll (8,1);

end

if linha>=9
stringloc9=tabelacelll (9,1);

end

if linha>=10
stringloclO=tabelacelll (10,1);

end

if linha>=11
stringlocll=tabelacelll (11,1);

end

if linha>=12
stringlocl2=tabelacelll (12,1);

end

if linha>=13
stringlocl3=tabelacelll (13,1);

end

if linha>=14
stringlocl4d=tabelacelll (14,1);

end

if linha>=15
stringlocl5=tabelacelll (15,1);

end

if linha>=16

stringloclé6=tabelacelll (16,1);

end

if linha>=17
stringlocl7=tabelacelll (17,1);

end

if linha>=18
stringlocl8=tabelacelll (18,1);

end

if linha>=19
stringlocl9=tabelacelll (19,1);

end

if linha==20
stringloc20=tabelacelll (20,1);

I 5 LOCUTORES CADASTRADOS

if linha==

$forma vetor de strings

stringloc8char=char (stringloc8);

stringloc9char=char (stringloc?9);

stringloclOchar=char (stringloclO);

stringlocllchar=char (stringlocll);

stringlocl2char=char (stringlocl2);

stringlocl3char=char (stringlocl3);

stringlocl4char=char (stringlocld);

stringlocl5char=char (stringloclb);

stringlocléchar=char (stringlocl6);

stringlocl7char=char (stringlocl?);

stringlocl8char=char (stringlocl8);

stringlocl9char=char (stringlocl?9);

stringloc20char=char (stringloc20);

vetorstring={stringloclchar;stringloc2char;stringloc3char;...

stringlocdchar;stringlocbchar};

e 6 LOCUTORES CADASTRADOS

if linha==

$forma vetor de strings
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vetorstring={stringloclchar;stringloc2char;stringloc3char;...

stringlocdchar; stringlocbchar;stringlocé6char};

o m - 7 LOCUTORES CADASTRADOS ————————————————————-

if linha==

%$forma vetor de strings

vetorstring={stringloclchar;stringloc2char;stringloc3char;...

stringloc4char;stringlocbchar;stringlocéchar; ...

stringloc7char};

o 8 LOCUTORES CADASTRADOS ————————————————————

if linha==8

$forma vetor de strings

vetorstring={stringloclchar;stringloc2char;stringloc3char; ...

stringloc4char; stringlocbSchar;stringlocé6char; ...

stringloc77char;stringloc8char};

R 9 LOCUTORES CADASTRADOS —————————————————————

if linha==

$forma vetor de strings

vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringloc4char; stringloc5char;stringlocé6char; ...

stringloc7char; stringloc8char;stringloc9char};

- 10 LOCUTORES CADASTRADOS ———————————————————

if linha==10

$forma vetor de strings

vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringlocdchar;stringlocbSchar;stringlocé6char; ...

stringloc7char;stringloc8char;stringloc9char; ...

stringloclOchar};

T 11 LOCUTORES CADASTRADOS ———————————————————

if linha==11

$forma vetor de strings

vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringloc4char; stringlocbchar;stringlocéchar; ...

stringloc7char; stringloc8char;stringloc9char; ...

stringloclOchar};

vetorstring2={stringlocllchar};

o 12 LOCUTORES CADASTRADOS ————————————————————

if linha==12

%$forma vetor de strings

vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringloc4dchar;stringlocbSchar;stringlocé6char; ...

stringloc7char;stringloc8char;stringloc9char; ...
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stringloclOchar};

vetorstring2={stringlocllchar;stringlocl2char};

G —— 13 LOCUTORES CADASTRADOS ———————————————————————————
if linha==13
%$forma vetor de strings
vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringloc4char;stringlocbchar;stringlocéchar; ...
stringloc7char; stringloc8char;stringloc9char; ...
stringloclOchar};

vetorstring2={stringlocllchar;stringlocl2char;stringlocl3char};

F——————————— 14 LOCUTORES CADASTRADOS ———————————————————————————
if linha ==14
$forma vetor de strings
vetorstring={stringloclchar;stringloc2char;stringloc3char; ...
stringlocdchar;stringlocbchar; stringlocé6char; ...
stringloc7char;stringloc8char;stringloc9char; ...
stringloclOchar};
vetorstring2={stringlocllchar;stringlocl2char;stringlocl3char;...

stringlocl4char};

e 15 LOCUTORES CADASTRADOS ———————————————————————————
if linha==15
vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringloc4char; stringlocbSchar;stringlocé6char; ...
stringloc7char; stringloc8char;stringloc9char; ...
stringloclOchar};
vetorstring2={stringlocllchar;stringlocl2char;stringlocl3char; ...

stringlocl4char;stringloclbchar};

e —— 16 LOCUTORES CADASTRADOS ———————————————————————————
if linha==16
vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringloc4dchar;stringlocbchar; stringlocé6char; ...
stringloc7char;stringloc8char;stringloc9char; ...
stringloclOchar};
vetorstring2={stringlocllchar;stringlocl2char;stringlocl3char; ...

stringlocld4char;stringlocl5char;stringlocléchar};

§m—————————————————— 17 LOCUTORES CADASTRADOS ———————————————————————————
if linha==17
vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringlocdchar;stringloc5Schar;stringlocé6char; ...
stringloc7char;stringloc8char; stringloc9char; ...
stringloclOchar};

vetorstring2={stringlocllchar;stringlocl2char;stringlocl3char; ...
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stringlocl4char;stringlocl5char;stringlocléchar; ...

stringlocl7char};

$—————— 18 LOCUTORES CADASTRADOS ———————————————————————————
if linha==18
vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringloc4dchar;stringlocbchar;stringlocé6char; ...
stringloc7char;stringloc8char;stringloc9char; ...
stringloclOchar};
vetorstring2={stringlocllchar;stringlocl2char;stringlocl3char;...
stringlocl4char;stringlocl5char; stringlocléchar; ...

stringlocl77char; stringlocl8char};

F—— 19 LOCUTORES CADASTRADOS ———————————————————————————
if linha==19
vetorstring={stringloclchar;stringloc2char;stringloc3char; ...
stringlocdchar;stringlocbchar; stringlocé6char; ...
stringloc7char;stringloc8char;stringloc9char; ...
stringloclOchar};
vetorstring2={stringlocllchar;stringlocl2char;stringlocl3char;...
stringlocl4char;stringlocl5char;stringloclé6char; ...

stringlocl7char;stringlocl8char;stringlocl9char};

e 20 LOCUTORES CADASTRADOS ———————————————————————————
if linha==20
vetorstring={stringloclchar;stringloc2char;stringloc3char;...
stringloc4char; stringloc5char;stringlocé6char; ...
stringloc7char;stringloc8char;stringloc9char; ...
stringloclOchar};
vetorstring2={stringlocllchar;stringlocl2char;stringlocl3char; ...
stringlocl4char;stringlocl5char;stringloclé6char; ...
stringlocl7char;stringlocl8char;stringlocl9char; ...
stringloc20char};
end
%$envia strings para tela em "Usuarios Cadastrados"
set (handles.textocadastrados, 'string',vetorstring);
if linha>=11
set (handles.textocadastrados?2, 'string',vetorstring2);
end
end
$Acoes executadas ao pressionar botao "selecionar elocucao teste (wav)"
function selelocteste_Callback(~, ~, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav de teste para processamento'); %$selecionar
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar') %$cancelar

else
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arquivovoz= strcat (diretorio,nome);

set (handles.textoteste, 'string',arquivovoz);
end
%$Acoes executadas ao se pressionar o botao "processar"
function resultado_Callback (~, ~, handles)

eloctestestring = get (handles.textoteste, 'string'); %le caminho da elocucao

elocteste = audioread(eloctestestring); $le arquivo wav
vetorCaracteristico=vetorCaract (elocteste); $monta vetor caracteristico
string_padrao = get (handles.textopadrao, 'string'); %le caminha arquivo txt
matrizpadrao = readtable(string_padrao); %$le matriz padrao
matrizpadraocell = table2cell (matrizpadrao); %gera celular da matriz
[linha coluna] = size(matrizpadraocell); $tamanho da matriz

tabelacomp = readtable(string_padrao);
tabelacelll = table2cell (tabelacomp) ;

if linha>=5

%$leitura, no arquivo dos padroes, do padrao de cada locutor

4

locutorl=matrizpadraocell(1l,2:8); locutorlmat=cell2mat (locutorl

)
locutor2=matrizpadraocell (2,2:8); locutorZmat=cell2mat (locutor?2);
locutor3=matrizpadraocell (3,2:8); locutor3mat=cell2mat (locutor3);
locutord4=matrizpadraocell (4,2:8); locutordmat=cell2mat (locutorid);
locutorS5=matrizpadraocell (5,2:8); locutorSmat=cellZmat (locutorb);
%calculos dos erros
errolocl = vetorCaracteristico - locutorlmat;
erroloc?2 = vetorCaracteristico - locutorZmat;
erroloc3 = vetorCaracteristico - locutor3mat;
erroloc4 = vetorCaracteristico - locutorédmat;
erroloc5 = vetorCaracteristico - locutorbmat;

%calculo das normas

norm_locl = norm(errolocl,?2);
norm_loc2 = norm(erroloc2,2);
norm_loc3 = norm(erroloc3,2);
norm_loc4 = norm(erroloc4d,?2);
norm_loc5 = norm(erroloc5,2);

$leitura, no arquivo padroes dos locutores, do nome de cada locutor

; sloclchar=char (stringlocl);

4

stringloc2=tabelacelll ; sloc2char=char (stringloc2

4

stringloc4d=tabelacelll

(
(2,1
stringloc3=tabelacelll (3,1
(4,1); slocdchar=char (stringloc4
(5,1

) ( )
) ( )
); sloc3char=char (stringloc3);
) ( )
) ( )

4

stringlocS5=tabelacelll ; slocbchar=char (stringlocb
end
if linha>=6
locutor6=matrizpadraocell (6,2:8); locutorébmat=cellZmat (locutor6);
erroloc6 = vetorCaracteristico - locutorémat;
norm_loc6 = norm(errolocé6,?2);
stringloc6=tabelacelll (6,1); sloc6char=char (stringlocéb);

end
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if linha>=7
locutor7=matrizpadraocell (7,2:8); locutor7mat=cell2mat (locutor7);
erroloc’7 = vetorCaracteristico - locutor7mat;
norm_loc7 = norm(erroloc7,2);
stringloc7=tabelacelll (7,1); sloc7/char=char (stringloc?);
end
if linha>=8
locutor8=matrizpadraocell (8,2:8); locutor8mat=cell2mat (locutor8);
erroloc8 = vetorCaracteristico - locutor8mat;
norm_loc8 = norm(erroloc8, 2);
stringloc8=tabelacelll (8,1); sloc8char=char (stringloc8);
end
if linha>=9
locutor9=matrizpadraocell (9,2:8); locutor9mat=cell2mat (locutor?9);
erroloc9 = vetorCaracteristico - locutor9mat;
norm_loc9 = norm(erroloc9,?2);
stringloc9=tabelacelll (9,1); sloc9char=char (stringloc?9);
end
if linha>=10
locutorlO=matrizpadraocell (10,2:8); locutorlOmat=cell2mat (locutorl0);
errolocl0 = vetorCaracteristico - locutorlOmat;
norm_locl0 = norm(erroloclO,2);
stringloclO=tabelacelll (10,1); sloclOchar=char(stringlocl0);
end
if linha>=11
locutorll=matrizpadraocell (11,2:8); locutorllmat=cell2mat (locutorll);
errolocll = vetorCaracteristico - locutorllmat;
norm_locll = norm(errolocll, 2);
stringlocll=tabelacelll(11,1); slocllchar=char(stringlocll);
end
if linha>=12
locutorl2=matrizpadraocell (12,2:8); locutorlZ2mat=cell2mat (locutorl?);
errolocl2 = vetorCaracteristico - locutorlZmat;
norm_locl2 = norm(errolocl2,2);
stringlocl2=tabelacelll (12,1); slocl2char=char(stringlocl?2);
end
if linha>=13
locutorl3=matrizpadraocell (13,2:8); locutorl3mat=cell2mat (locutorl3);
errolocl3 = vetorCaracteristico - locutorl3mat;
norm_locl3 = norm(errolocl3, 2);
stringlocl3=tabelacelll (13,1); slocl3char=char(stringlocl3);
end
if linha>=14
locutorld4=matrizpadraocell (14,2:8); locutorld4mat=cellZ2mat (locutorld);
errolocl4 = vetorCaracteristico - locutorlémat;
norm_locld = norm(errolocld,2);

stringlocl4d=tabelacelll (14,1); slocl4char=char(stringlocld);
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end
if linha>=15
locutorlb5=matrizpadraocell (15,2:8); locutorlbmat=cell2mat (locutorlb);
errolocl5 = vetorCaracteristico - locutorlbmat;
norm_locl5 = norm(errolocl5,2);
stringlocl5=tabelacelll (15,1); slocl5char=char(stringloclb);
end
if linha>=16
locutorl6=matrizpadraocell (16,2:8); locutorlémat=cell2mat (locutorl6);
errolocl6 = vetorCaracteristico - locutorlémat;
norm_locl6 = norm(errolocl6,2);
stringloclé=tabelacelll (16,1); slocléchar=char(stringlocl6);
end
if linha>=17
locutorl7=matrizpadraocell (17,2:8); locutorl7mat=cell2mat (locutorl?);
errolocl7 = vetorCaracteristico - locutorl7mat;
norm_locl7 = norm(errolocl7,2);
stringlocl7=tabelacelll (17,1); slocl7char=char(stringlocl?);
end
if linha>=18
locutorl8=matrizpadraocell (18,2:8); locutorl8mat=cell2mat (locutorl8);
errolocl8 = vetorCaracteristico - locutorl8mat;
norm_locl8 = norm(errolocl8,2);
stringlocl8=tabelacelll (18,1); slocl8char=char(stringlocl8);
end
if linha>=19
locutorl9=matrizpadraocell (19,2:8); locutorl9mat=cell2mat (locutorl9);
errolocl9 = vetorCaracteristico - locutorl9mat;
norm_locl9 = norm(errolocl9, 2);
stringlocl9=tabelacelll (19,1); slocl9char=char(stringlocl?9);
end
if linha>=20
locutor20=matrizpadraocell (20,2:8); locutor20mat=cell2mat (locutor20);
erroloc20 = vetorCaracteristico - locutor20mat;
norm_loc20 = norm(erroloc20,2);
stringloc20=tabelacelll (20,1); sloc20char=char(stringloc20);

end
S——————— ROTINA PARA ORDENACAO DOS 5 LOCUTORES PELOS DE MENOR NORMA—-————-—
if linha==

for i=1:4

if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;

end

if norm_loc2<norm_loc3

naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;
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stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;
end
if norm_ loc3<norm_loc4
naux = norm_locd; norm_locd=norm_loc3; norm_loc3 = naux;
stringlocaux=sloc4char; slocd4char=sloc3char;
sloc3char=stringlocaux;
end
if norm_locd4<norm_loch
naux = norm_loc5; norm_loc5=norm_locd; norm_locd = naux;
stringlocaux=sloc5char; slocbSchar=sloc4char;
sloc4char=stringlocaux;
end
i=i+1;
end
$montagem do vetor com string ordenada dos locutores
vetor_stringsort = {slocbSchar;slocd4char;sloc3char;sloc2char;sloclchar};
$envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsort);
%$indicar locutor pretenso no visor
set (handles.textoident, "'string', slocbchar);
end
e ROTINA PARA ORDENACAO DOS 6 LOCUTORES PELOS DE MENOR NORMA—-——————-—
if linha==
for i=1:5
if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;
end
if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;
end
if norm_loc3<norm_loc4
naux = norm_locd; norm_locd=norm_loc3; norm_loc3 = naux;
stringlocaux=slocdchar; slocd4char=sloc3char;
sloc3char=stringlocaux;
end
if norm_locé4<norm_loch
naux = norm_loc5; norm_loc5=norm_loc4; norm_locd4d = naux;
stringlocaux=sloc5char; slocbchar=sloc4dchar;
slocd4char=stringlocaux;
end
if norm_locb5<norm_loc6

naux = norm_loc6; norm_loc6=norm_loc5; norm_loc5 = naux;
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stringlocaux=sloc6char; slocé6char=slocbchar;
slocbchar=stringlocaux;
end
i=i+1;
end
$montagem do vetor com string ordenada dos locutores
vetor_stringsort = {slocé6char;sloc5Schar;sloc4char;sloc3char;...
sloc2char;sloclchar};
%$envia string de elocutores ordenados para tela
set (handles.textclassificacao, "string',vetor_stringsort);
%indicar locutor pretenso no visor

set (handles.textoident, 'string', slocé6char);

end
$—————— ROTINA PARA ORDENACAO DOS 7 LOCUTORES PELOS DE MENOR NORMA-————————-—
if linha==

for i=1:6

if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;

end

if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;

end

if norm_loc3<norm_loc4
naux = norm_loc4; norm_locd4=norm_loc3; norm_loc3 = naux;
stringlocaux=sloc4char; sloc4char=sloc3char;
sloc3char=stringlocaux;

end

if norm_loc4<norm_loc5
naux = norm_loc5; norm_loc5=norm_loc4; norm_loc4 = naux;
stringlocaux=slocbchar; slocb5char=sloc4char;
sloc4char=stringlocaux;

end

if norm_loc5<norm_loc6
naux = norm_loc6; norm_loc6=norm_loc5; norm_loc5 = naux;
stringlocaux=sloc6char; slocé6char=slocbchar;
slocSchar=stringlocaux;

end

if norm_loc6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_loc6 = naux;
stringlocaux=sloc7char; sloc7char=slocé6char;
sloc6char=stringlocaux;

end
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i=1i+1;
end
$montagem do vetor com string ordenada dos locutores
vetor_stringsort = {sloc7char;slocé6char;sloc5Schar;sloc4char;...
sloc3char;sloc2char;sloclchar};
%envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string', vetor_stringsort);
%$indicar locutor pretenso no visor

set (handles.textoident, "'string', sloc7char);

end
Fo—————— ROTINA PARA ORDENACAO DOS 8 LOCUTORES PELOS DE MENOR NORMA-———————-
if linha==8

for i=1:7

if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;

end

if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;

end

if norm_loc3<norm_loc4
naux = norm_locd; norm_locd=norm_loc3; norm_loc3 = naux;
stringlocaux=sloc4char; sloc4char=sloc3char;
sloc3char=stringlocaux;

end

if norm_locé4<norm_loch
naux = norm_loc5; norm_locbS5=norm loc4; norm loc4 = naux;
stringlocaux=sloc5char; slocS5char=sloc4dchar;
slocd4char=stringlocaux;

end

if norm_locb<norm_locé6
naux = norm_loc6; norm_locé6=norm_loc5; norm_loc5 = naux;
stringlocaux=slocé6char; slocé6char=slocbchar;
slocbchar=stringlocaux;

end

if norm_loc6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_loc6 = naux;
stringlocaux=sloc7char; sloc7char=slocé6char;
sloc6char=stringlocaux;

end

if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7 = naux;
stringlocaux=sloc8char; sloc8char=sloc7char;

sloc7char=stringlocaux;
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end
i=i+1;
end
$montagem do vetor com string ordenada dos locutores
vetor_stringsort = {sloc8char;sloc7char;slocéchar;slocbchar;slocd4char;...
sloc3char;sloc2char;sloclchar};
$envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsort);
%$indicar locutor pretenso no visor
set (handles.textoident, 'string', sloc8char);
end
e ROTINA PARA ORDENACAO DOS 9 LOCUTORES PELOS DE MENOR NORMA—-——————-—
if linha==
for i=1:8
if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;
end
if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;
end
if norm_loc3<norm_loc4
naux = norm_locd; norm_locd=norm_loc3; norm_loc3 = naux;
stringlocaux=slocdchar; slocd4char=sloc3char;
sloc3char=stringlocaux;
end
if norm_locé4<norm_locb
naux = norm_loc5; norm_loc5=norm_loc4; norm_locd4d = naux;
stringlocaux=sloc5char; slocbchar=sloc4dchar;
sloc4char=stringlocaux;
end
if norm_locb<norm_locé6
naux = norm_loc6; norm_loc6=norm_loc5; norm_loc5 = naux;
stringlocaux=sloc6char; slocé6char=slocbSchar;
slocSchar=stringlocaux;
end
if norm_locé6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_loc6 = naux;
stringlocaux=sloc7char; sloc7char=slocé6char;
slocé6char=stringlocaux;
end
if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7 = naux;

stringlocaux=sloc8char; sloc8char=sloc7char;
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sloc7char=stringlocaux;

end

if norm_loc8<norm_loc9

naux

norm_loc9; norm_loc9=norm_loc8; norm_loc8 = naux;

stringlocaux=sloc9char; sloc9char=sloc8char;

sloc8char=stringlocaux;

end
i=i+1;

end

$montagem do vetor

vetor_stringsort

%$envia string de

com string ordenada dos locutores
{sloc9char;sloc8char;sloc77char;sloc6char; ...

sloc5char; slocd4char; sloc3char; sloc2char;sloclchar};

elocutores ordenados para tela

set (handles.textclassificacao, 'string',vetor_stringsort);

%$indicar locutor pretenso no visor

set (handles.textoident, 'string', sloc9char);

end

F———————— ROTINA PARA ORDENACAO DOS 10 LOCUTORES PELOS DE MENOR NORMA-—-—-—

if linha==10
for i=1:9

if norm_locl<norm_loc2

naux

norm_loc2; norm_loc2=norm_locl; norm_locl = naux;

stringlocaux=sloc2char; sloc2char=sloclchar;

sloclchar=stringlocaux;

end

if norm_ loc2<norm_loc3

naux

norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;

stringlocaux=sloc3char; sloc3char=sloc2char;

sloc2char=stringlocaux;

end

if norm_loc3<norm_loc4

naux

norm_locé4; norm_locd=norm_loc3; norm_loc3 = naux;

stringlocaux=slocd4char; slocd4char=sloc3char;

sloc3char=stringlocaux;

end

if norm_locd4<norm_loch

naux

norm_loc5; norm_locS5=norm_loc4; norm_locd = naux;

stringlocaux=sloc5char; sloc5char=sloc4char;

sloc4char=stringlocaux;

end

if norm_loc5<norm_locé6

naux

norm_loc6; norm_loc6=norm_loc5; norm_loc5 = naux;

stringlocaux=sloc6char; slocé6char=sloc5char;

slocSchar=stringlocaux;

end

if norm_loc6<norm_loc7

naux

norm_loc7; norm_loc7=norm_loc6; norm_locb6b = naux;
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stringlocaux=sloc7char; sloc7char=slocé6char;
sloc6bchar=stringlocaux;
end
if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7 = naux;
stringlocaux=sloc8char; sloc8char=sloc7char;
sloc7char=stringlocaux;
end
if norm_loc8<norm_loc9
naux = norm_loc9; norm_loc9=norm_loc8; norm_loc8 = naux;
stringlocaux=sloc9char; sloc9char=sloc8char;
sloc8char=stringlocaux;
end
if norm_loc9<norm_loclO
naux = norm_locl0; norm_loclO=norm_loc9; norm_loc9 = naux;
stringlocaux=sloclOchar; sloclOchar=sloc9char;
sloc9char=stringlocaux;
end
i=i+1;
end
$montagem do vetor com string ordenada dos locutores
vetor_stringsort = {sloclOchar;sloc9char;sloc8char;sloc7char;slocé6char;...
sloc5char; slocd4char; sloc3char; sloc2char;sloclchar};
%$envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsort);
%$indicar locutor pretenso no visor

set (handles.textoident, 'string',sloclOchar);

end
= ROTINA PARA ORDENACAO DOS 11 LOCUTORES PELOS DE MENOR NORMA——————-—
if linha==11

for i=1:10

if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;

end

if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;

end

if norm_loc3<norm_loc4
naux = norm_locd; norm_locd=norm_loc3; norm_loc3 = naux;
stringlocaux=slocdchar; slocd4char=sloc3char;
sloc3char=stringlocaux;

end

if norm_locd4<norm_loch
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naux = norm_loc5; norm_loc5=norm_loc4; norm_loc4d = naux;
stringlocaux=slocbchar; slocb5char=sloc4char;
sloc4char=stringlocaux;

end

if norm_loc5<norm_locé6
naux = norm_loc6; norm_loc6=norm_loc5; norm_loc5 = naux;
stringlocaux=sloc6char; slocé6char=slocbchar;
slocSchar=stringlocaux;

end

if norm_loc6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_loc6 = naux;
stringlocaux=sloc7char; sloc7char=slocé6char;
sloc6char=stringlocaux;

end

if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7 = naux;
stringlocaux=sloc8char; sloc8char=sloc7char;
sloc7char=stringlocaux;

end

if norm_loc8<norm_loc9
naux = norm_loc9; norm_loc9=norm_loc8; norm_loc8 = naux;
stringlocaux=sloc9char; sloc9char=sloc8char;
sloc8char=stringlocaux;

end

if norm_loc9<norm_loclO

naux = norm_locl0; norm_loclO=norm_loc9; norm_loc9 = naux;
stringlocaux=sloclOchar; sloclOchar=sloc9char;
sloc9char=stringlocaux;
end
if norm_loclO<norm_locll
naux = norm_locll; norm_locll=norm_locl0O; norm_locl0 = naux;
stringlocaux=slocllchar; slocllchar=sloclOchar;
sloclOchar=stringlocaux;
end
i=i+1;
end
$montagem dos vetores com string ordenada dos locutores
vetor_stringsort = {sloclchar};
vetor_stringsortl = {slocllchar;sloclOchar;sloc9char;...
sloc8char; sloc7char;sloc6char; slocbchar; slocd4char; ...
sloc3char;sloc2char};
%$envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsortl);
set (handles.textclassificacao2, 'string',vetor_stringsort);
$indicar locutor pretenso no visor
set (handles.textoident, 'string', slocllchar);

end
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g———————— ROTINA PARA ORDENACAO DOS 12 LOCUTORES PELOS DE MENOR

if linha==12
for i=1:11

if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;

end

if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc?2
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;

end

if norm_loc3<norm_loc4
naux = norm_locd; norm_locd=norm_loc3; norm_loc3
stringlocaux=slocdchar; slocd4char=sloc3char;
sloc3char=stringlocaux;

end

if norm_locé4<norm_locb
naux = norm_loc5; norm_loc5=norm_loc4; norm_loc4d
stringlocaux=sloc5char; slocbchar=sloc4dchar;
sloc4char=stringlocaux;

end

if norm_locb<norm_locé6
naux = norm_loc6; norm_loc6=norm_loc5; norm_loch
stringlocaux=sloc6char; slocé6char=slocbSchar;
slocSchar=stringlocaux;

end

if norm_loc6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_locb6t
stringlocaux=sloc7char; sloc7char=slocé6char;
sloc6char=stringlocaux;

end

if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7
stringlocaux=sloc8char; sloc8char=sloc7char;
sloc7char=stringlocaux;

end

if norm_loc8<norm_loc9
naux = norm_loc9; norm_loc9=norm_loc8; norm_loc8
stringlocaux=sloc9char; sloc9char=sloc8char;
sloc8char=stringlocaux;

end

if norm_loc9<norm_loclO

naux = norm_locl0; norm_loclO=norm_loc9; norm_loc9

stringlocaux=sloclOchar; sloclOchar=sloc9char;

sloc9char=stringlocaux;

naux;

naux;

naux;

naux;

naux;

naux;

naux;

naux;

naux;
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end
if norm_loclO<norm_locll
naux = norm_locll; norm_locll=norm_locl0O; norm_locl0 = naux;
stringlocaux=slocllchar; slocllchar=sloclOchar;
sloclOchar=stringlocaux;
end
if norm_locll<norm_locl2
naux = norm_locl2; norm_locl2=norm_locll; norm_locll = naux;
stringlocaux=slocl2char; slocl2char=slocllchar;
slocllchar=stringlocaux;
end
i=1i+1;
end
$montagem dos vetores com string ordenada dos locutores
vetor_stringsort = {sloc2char;sloclchar};
vetor_stringsortl = {slocl2char;slocllchar;sloclOchar;sloc9char;...
sloc8char;sloc77char;sloc6char; slocS5char;slocd4char; ...
sloc3char};
%$envia string de elocutores ordenados para tela
set (handles.textclassificacao, "string',vetor_stringsortl);
set (handles.textclassificacao2, 'string',vetor_stringsort);
%indicar locutor pretenso no visor

set (handles.textoident, 'string',slocl2char);

end
= ROTINA PARA ORDENACAO DOS 13 LOCUTORES PELOS DE MENOR NORMA-———————-—
if linha==13

for i=1:12

if norm_locl<norm_loc?2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;

end

if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;

end

if norm_loc3<norm_loc4d

naux = norm_loc4; norm_locd=norm_loc3; norm_loc3 = naux;
stringlocaux=sloc4char; sloc4char=sloc3char;
sloc3char=stringlocaux;

end

if norm_locd4<norm_locb
naux = norm_loc5; norm_loc5=norm_loc4; norm_locd = naux;

stringlocaux=sloc5char; sloc5char=sloc4char;
slocd4char=stringlocaux;

end




ANEXO B. Cddigos Fonte (RAL) 185

if norm_loc5<norm_locb
naux = norm_loc6; norm_locé6=norm_loc5; norm_loc5 = naux;
stringlocaux=sloc6char; slocé6char=slocbchar;
slocbchar=stringlocaux;
end
if norm_locé6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_loc6 = naux;
stringlocaux=sloc7char; sloc7char=slocé6char;
sloc6char=stringlocaux;
end
if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7 = naux;
stringlocaux=sloc8char; sloc8char=sloc7char;
sloc7char=stringlocaux;
end
if norm_loc8<norm_loc9
naux = norm_loc9; norm_loc9=norm_loc8; norm_loc8 = naux;
stringlocaux=sloc9char; sloc9char=sloc8char;
sloc8char=stringlocaux;
end
if norm_loc9<norm_loclO
naux = norm_locl0; norm_loclO=norm_loc9; norm_loc9 = naux;
stringlocaux=sloclOchar; sloclOchar=sloc9char;
sloc9char=stringlocaux;
end
if norm_loclO<norm_locll
naux = norm_locll; norm_locll=norm_locl0O; norm_locl0 = naux;
stringlocaux=slocllchar; slocllchar=sloclOchar;
sloclOchar=stringlocaux;
end
if norm_locll<norm_locl2
naux = norm_locl2; norm_locl2=norm_locll; norm_locll = naux;
stringlocaux=slocl2char; slocl2char=slocllchar;
slocllchar=stringlocaux;
end
if norm_locl2<norm_locl3
naux = norm_locl3; norm_locl3=norm_locl2; norm_locl2 = naux;
stringlocaux=slocl3char; slocl3char=slocl2char;
slocl2char=stringlocaux;
end
i=i+1;
end
$montagem dos vetores com string ordenada dos locutores
vetor_stringsort = {sloc3char;sloc2char;sloclchar};
vetor_stringsortl = {slocl3char;slocl2char;slocllchar;...
sloclOchar;sloc9char; sloc8char;sloc7char; ...

sloc6char; slocbchar; slocd4char};
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$envia string de elocutores ordenados para tela

set (handles.textclassificacao, 'string',vetor_stringsortl);
set (handles.textclassificacao2, 'string',vetor_stringsort);
%$indicar locutor pretenso no visor

set (handles.textoident, 'string',slocl3char);

end
F————— ROTINA PARA ORDENACAO DOS 14 LOCUTORES PELOS DE MENOR
if linha==14

for 1i=1:13

if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_1locl
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;

end

if norm_ loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;

end

if norm_loc3<norm_loc4
naux = norm_locd; norm_locd=norm_loc3; norm_loc3
stringlocaux=slocd4char; slocd4char=sloc3char;
sloc3char=stringlocaux;

end

if norm_locd4<norm_loch
naux = norm_loc5; norm_loc5=norm_loc4; norm_loc4d
stringlocaux=sloc5char; sloc5char=sloc4char;
sloc4char=stringlocaux;

end

if norm_locb<norm_locé6
naux = norm_loc6; norm_loc6=norm_loc5; norm_loch
stringlocaux=sloc6char; slocé6char=sloc5char;
slocSchar=stringlocaux;

end

if norm_locé6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_loc6t
stringlocaux=sloc7char; sloc7char=slocé6char;
sloc6char=stringlocaux;

end

if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7
stringlocaux=sloc8char; sloc8char=sloc7char;
sloc7char=stringlocaux;

end

if norm_loc8<norm_loc9
naux = norm_loc9; norm_loc9=norm_loc8; norm_loc8

stringlocaux=sloc9char; sloc9char=sloc8char;

NORMA--———————

= naux;

= naux;

= naux;

= naux;

= naux;

= naux;

= naux;

= naux;
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sloc8char=stringlocaux;
end
if norm_loc9<norm_loclO
naux = norm_locl0; norm_loclO=norm_loc9; norm_loc9 = naux;
stringlocaux=sloclOchar; sloclOchar=sloc9char;
sloc9char=stringlocaux;
end
if norm_loclO<norm_locll
naux = norm_locll; norm_locll=norm_locl0O; norm_locl0 = naux;
stringlocaux=slocllchar; slocllchar=sloclOchar;
sloclOchar=stringlocaux;
end
if norm_locll<norm_locl2
naux = norm_locl2; norm_locl2=norm_locll; norm_locll = naux;
stringlocaux=slocl2char; slocl2char=slocllchar;
slocllchar=stringlocaux;
end
if norm_locl2<norm_locl3
naux = norm_locl3; norm_locl3=norm_locl2; norm_locl2 = naux;
stringlocaux=slocl3char; slocl3char=slocl2char;
slocl2char=stringlocaux;
end
if norm_locl3<norm_locl4
naux = norm_locl4; norm_locl4=norm_locl3; norm_locl3 = naux;
stringlocaux=slocl4char; slocl4char=slocl3char;
slocl3char=stringlocaux;
end
i=1i+1;
end
$montagem dos vetores com string ordenada dos locutores
vetor_stringsort = {slocdchar;sloc3char;sloc2char;sloclchar};
vetor_stringsortl = {slocld4char;slocl3char;slocl2char;slocllchar;...
sloclOchar;sloc9char; sloc8char;sloc7char; ...
sloc6char; sloc5bchar};
%$envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsortl);
set (handles.textclassificacao2, 'string',vetor_stringsort);
%indicar locutor pretenso no visor

set (handles.textoident, 'string',slocl4char);

end
= ROTINA PARA ORDENACAO DOS 15 LOCUTORES PELOS DE MENOR NORMA—-————-—
if linha==15

for i=1:14
if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;

sloclchar=stringlocaux;




ANEXO B. Cddigos Fonte (RAL)

188

end

if norm_loc2<norm_loc3

naux = norm_loc3; norm_loc3=norm_loc2; norm_loc?2 naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;

end

if norm_loc3<norm_loc4
naux = norm_loc4; norm_loc4d4=norm_loc3; norm_loc3 naux;
stringlocaux=sloc4char; sloc4char=sloc3char;
sloc3char=stringlocaux;

end

if norm_loc4<norm_loch
naux = norm_loc5; norm_locbS5=norm_loc4; norm_ loc4 naux;
stringlocaux=slocbchar; slocbchar=sloc4char;
slocd4char=stringlocaux;

end

if norm_loc5<norm_locé6
naux = norm_loc6; norm_locé6=norm_loc5; norm_loc5 naux;
stringlocaux=sloc6char; slocé6char=slocbchar;
slocbSchar=stringlocaux;

end

if norm_loc6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_locéb naux;
stringlocaux=sloc7char; sloc7char=slocé6char;
sloc6bchar=stringlocaux;

end

if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7 naux;
stringlocaux=sloc8char; sloc8char=sloc7char;
sloc7char=stringlocaux;

end

if norm_loc8<norm_loc9
naux = norm_loc9; norm_loc9=norm_loc8; norm_loc8 naux;
stringlocaux=sloc9char; sloc9char=sloc8char;
sloc8char=stringlocaux;

end

if norm_loc9<norm_loclO
naux = norm_locl0; norm_loclO=norm_loc9; norm_loc9 = naux;
stringlocaux=sloclOchar; sloclOchar=sloc9char;
sloc9char=stringlocaux;

end

if norm_loclO<norm_locll
naux = norm_locll; norm_locll=norm_locl0O; norm_locl0 = naux;

stringlocaux=slocllchar; slocllchar=sloclOchar;

sloclOchar=stringlocaux;
end

if norm _locll<norm_locl2
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naux = norm_locl2; norm_locl2=norm_locll; norm_locll = naux;
stringlocaux=slocl2char; slocl2char=slocllchar;
slocllchar=stringlocaux;

end

if norm_locl2<norm_locl3

naux = norm_locl3; norm_locl3=norm_locl2; norm_locl2 = naux;
stringlocaux=slocl3char; slocl3char=slocl2char;
slocl2char=stringlocaux;
end
if norm_locl3<norm_locli4
naux = norm_locl4; norm_locld=norm_locl3; norm_locl3 = naux;
stringlocaux=slocl4char; slocl4char=slocl3char;
slocl3char=stringlocaux;
end
if norm_locléd4<norm_loclb
naux = norm_locl5; norm_locl5=norm_locl4; norm_locld = naux;
stringlocaux=slocl5char; slocl5char=slocl4char;
slocl4char=stringlocaux;
end
i=i+1;
end
$montagem dos vetores com string ordenada dos locutores
vetor_stringsort = {slocbSchar;sloc4char;sloc3char;...
sloc2char; sloclchar};
vetor_stringsortl = {sloclbchar;slocl4char;...
slocl3char;slocl2char;slocllchar;sloclOchar; ...
sloc9char; sloc8char;sloc7char;slocébchar};
%envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsortl);
set (handles.textclassificacao2, 'string',vetor_stringsort);
%$indicar locutor pretenso no visor
set (handles.textoident, 'string', slocl5char);
end
= ROTINA PARA ORDENACAO DOS 16 LOCUTORES PELOS DE MENOR NORMA—-————-—
if linha==16
for i=1:15
if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;
end
if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;

stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;
end

if norm_loc3<norm_loc4
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naux = norm_loc4;
stringlocaux=sloc4char;
sloc3char=stringlocaux;
end
if norm_locd4<norm_loc5
naux = norm_locb;
stringlocaux=slocb5char;
sloc4char=stringlocaux;
end
if norm_loc5<norm_locb
naux = norm_loc6;
stringlocaux=slocé6char;
slocSchar=stringlocaux;
end
if norm_loc6<norm_loc7
naux = norm_loc7;
stringlocaux=sloc7char;
sloc6char=stringlocaux;
end
if norm_loc7<norm_loc8
naux = norm_loc8;
stringlocaux=sloc8char;
sloc7char=stringlocaux;
end
if norm_loc8<norm_loc9
naux = norm_loc9;
stringlocaux=sloc9char;
sloc8char=stringlocaux;
end
if norm_loc9<norm_loclO
naux = norm_loclO;
stringlocaux=sloclOchar;
sloc9char=stringlocaux;
end
if norm_loclO<norm_locll
naux = norm_locll;
stringlocaux=slocllchar;
sloclOchar=stringlocaux;
end
if norm_locll<norm_locl2
naux = norm_locl2;
stringlocaux=slocl2char;
slocllchar=stringlocaux;
end
if norm_locl2<norm_locl3
naux = norm_locl3;

stringlocaux=slocl3char;

norm_loc4d4=norm_loc3; norm_loc3 = naux;
sloc4char=sloc3char;
norm_locb=norm_loc4; norm_locd4 = naux;
slocSchar=sloc4char;
norm_loc6=norm_loc5; norm_loc5 = naux;
sloc6char=sloc5char;
norm_loc7=norm_loc6; norm_loc6b = naux;
sloc7char=slocb6bchar;
norm_loc8=norm_loc7; norm_loc7 = naux;
sloc8char=sloc77char;
norm_loc9=norm_loc8; norm_loc8 = naux;
sloc9char=sloc8char;
norm_loclO=norm_loc9; norm_loc9 = naux;

sloclOchar=sloc9char;

norm_locll=norm_locl0O; norm_locl0 = naux;
slocllchar=sloclOchar;

norm_locl2=norm_locll; norm_locll = naux;
slocl2char=slocllchar;

norm_locl3=norm_locl2; norm_locl2 = naux;

slocl3char=slocl2char;
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slocl2char=stringlocaux;
end

if norm_locl3<norm_locl4

naux = norm_locld4; norm_locld=norm_locl3; norm_locl3 = naux;
stringlocaux=slocl4char; slocl4char=slocl3char;
slocl3char=stringlocaux;
end
if norm_loclé4<norm_locl5
naux = norm_locl5; norm_locl5=norm_locl4; norm_locld = naux;
stringlocaux=sloclb5char; slocl5char=slocl4dchar;
slocl4char=stringlocaux;
end
if norm_locl5<norm_locl6
naux = norm_locl6; norm_locl6=norm_locl5; norm_locl5 = naux;
stringlocaux=sloclé6char; slocléchar=slocl5char;
sloclS5char=stringlocaux;
end
i=i+1;
end
$montagem dos vetores com string ordenada dos locutores
vetor_stringsort = {slocé6char;slocbchar;slocd4char;sloc3char;...
sloc2char;sloclchar};
vetor_stringsortl = {sloclé6char;sloclbchar;slocl4char;...
slocl3char;slocl2char;slocllchar;sloclOchar; ...
sloc9char; sloc8char;sloc7char};
%envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsortl);
set (handles.textclassificacao2, 'string', vetor_stringsort);
$indicar locutor pretenso no visor
set (handles.textoident, 'string', sloclé6char);
end
G ROTINA PARA ORDENACAO DOS 17 LOCUTORES PELOS DE MENOR NORMA—-————-—
if linha==17
for i=1:16
if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;
end
if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;
end
if norm_loc3<norm_loc4
naux = norm_loc4; norm_loc4=norm_loc3; norm_loc3 = naux;

stringlocaux=sloc4char; sloc4char=sloc3char;
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sloc3char=stringlocaux;
end
if norm_locd4<norm_loch
naux = norm_loc5;
stringlocaux=sloc5char;
sloc4char=stringlocaux;
end
if norm_locbS<norm_locé6
naux = norm_loc6;
stringlocaux=slocé6char;
slocSchar=stringlocaux;
end
if norm_locé6<norm_loc7
naux = norm_loc7;
stringlocaux=sloc7char;
sloc6char=stringlocaux;
end
if norm_loc7<norm_loc8
naux = norm_loc8;
stringlocaux=sloc8char;
sloc7char=stringlocaux;
end
if norm_loc8<norm_loc9
naux = norm_loc9;
stringlocaux=sloc9char;
sloc8char=stringlocaux;
end
if norm_loc9<norm_loclO
naux = norm_locl0;
stringlocaux=sloclOchar;
sloc9char=stringlocaux;
end
if norm_loclO<norm_locll
naux = norm_locll;
stringlocaux=slocllchar;
sloclOchar=stringlocaux;
end
if norm_locll<norm_locl2
naux = norm_locl2;
stringlocaux=slocl2char;
slocllchar=stringlocaux;
end
if norm_locl2<norm_locl3
naux = norm_locl3;
stringlocaux=slocl3char;
slocl2char=stringlocaux;

end

norm_locb5=norm_loc4; norm_locd4d = naux;
slocS5char=slocdchar;
norm_loc6=norm_loc5; norm_loc5 = naux;
sloc6char=sloc5bchar;
norm_loc7=norm_loc6; norm_loc6b = naux;
sloc7char=slocé6char;
norm_loc8=norm_loc7; norm_loc7 = naux;
sloc8char=sloc7char;
norm_loc9=norm_loc8; norm_loc8 = naux;
sloc9char=sloc8char;
norm_loclO=norm_loc9; norm_loc9 = naux;

sloclOchar=sloc9char;

norm_locll=norm_locl0; norm_locl0 = naux;
slocllchar=sloclOchar;

norm_locl2=norm_locll; norm_locll = naux;
slocl2char=slocllchar;

norm_locl3=norm_locl2; norm_locl2 = naux;

slocl3char=slocl2char;
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if norm_locl3<norm_locl4
naux = norm_locl4; norm_locl4=norm_locl3; norm_locl3 = naux;
stringlocaux=slocl4char; slocl4char=slocl3char;
slocl3char=stringlocaux;
end
if norm_loclé4<norm_locl5
naux = norm_loclb5; norm_locl5=norm_locl4; norm_locl4d = naux;
stringlocaux=slocl5char; sloclb5char=slocl4char;
slocl4char=stringlocaux;
end
if norm_locl5<norm_loclé6
naux = norm_locl6; norm_locl6=norm_locl5; norm_locl5 = naux;
stringlocaux=slocléchar; slocl6char=slocl5char;
slocl5char=stringlocaux;
end
if norm_loclé6<norm_locl?
naux = norm_locl7; norm_locl7=norm_locl6; norm_locl6 = naux;
stringlocaux=slocl7char; slocl7char=sloclé6char;
slocl6char=stringlocaux;
end
i=i+1;
end
$montagem dos vetores com string ordenada dos locutores
vetor_stringsort = {sloc7char;slocé6char;...
sloc5char; slocd4char; sloc3char;sloc2char;sloclchar};
vetor_stringsortl = {slocl7char;slocléchar;slocl5char;slocl4char;...
slocl3char;slocl2char;slocllchar;sloclOchar; ...
sloc9char;sloc8char};
$envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsortl);
set (handles.textclassificacao2, 'string',vetor_stringsort);
%$indicar locutor pretenso no visor

set (handles.textoident, 'string',slocl7char);

end
= ROTINA PARA ORDENACAO DOS 18 LOCUTORES PELOS DE MENOR NORMA—-————-—
if linha==18
for i=1:17
if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;
end
if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;

stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;

end
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if norm_loc3<norm_loc4

naux

norm_loc4;
stringlocaux=sloc4char;
sloc3char=stringlocaux;

end

if norm_loc4<norm_loc5

naux

norm_loc5;
stringlocaux=slocbchar;
slocd4char=stringlocaux;

end

if norm_loc5<norm_locé6

naux

norm_locé6;
stringlocaux=slocé6char;
slocbchar=stringlocaux;

end

if norm_loc6<norm_loc7

naux

norm_loc7;
stringlocaux=sloc7char;
slocé6bchar=stringlocaux;

end

if norm_loc7<norm_loc8

naux

norm_loc8;
stringlocaux=sloc8char;
sloc7char=stringlocaux;

end

if norm_loc8<norm_loc9

naux

norm_loc9;
stringlocaux=sloc9char;
sloc8char=stringlocaux;

end

if norm_loc9<norm_loclO

naux

norm_loclO;
stringlocaux=sloclOchar;
sloc9char=stringlocaux;

end

if norm_ loclO<norm_locll

naux

norm_locll;
stringlocaux=slocllchar;
sloclOchar=stringlocaux;

end

if norm_locll<norm_locl2

naux

norm_locl2;
stringlocaux=slocl2char;
slocllchar=stringlocaux;

end

if norm_locl2<norm_locl3

naux

norm_locl3;

norm_loc4=norm_loc3;

norm_loc5=norm_loc4;

norm_loc6=norm_loch;

norm_loc7=norm_loc6;

norm_loc8=norm_loc7;

norm_Jloc9=norm_loc8;

norm__

norm__

norm_locl2=norm_locll;

norm__

norm_loc3

slocd4char=sloc3char;

norm_loc4

sloc5char=sloc4char;

norm_locb

slocé6char=sloc5char;

sloc7char=slocé6char;

norm_loc7

sloc8char=sloc7char;

norm_loc8

sloc9char=sloc8char;

loclO=norm_loc9;

sloclOchar=sloc9char;

locll=norm_loclO;

slocllchar=sloclOchar;

slocl2char=slocllchar;

locl3=norm_locl2;

norm_loc6

norm_loc9

norm_locl0

norm_locll

norm_locl?2
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stringlocaux=slocl3char; slocl3char=slocl2char;
slocl2char=stringlocaux;
end
if norm_ locl3<norm_locli4
naux = norm_locl4; norm_locld=norm_locl3; norm_locl3 = naux;
stringlocaux=slocl4char; slocl4char=slocl3char;
slocl3char=stringlocaux;
end
if norm_locléd4<norm_loclb
naux = norm_locl5; norm_locl5=norm_locl4; norm_locld = naux;
stringlocaux=slocl5char; slocl5char=slocl4char;
slocl4char=stringlocaux;
end
if norm_locl5<norm_locl6
naux = norm_locl6; norm_locl6=norm_locl5; norm_locl5 = naux;
stringlocaux=slocléchar; slocl6char=slocl5char;
slocl5char=stringlocaux;
end
if norm_loclé6<norm_locl?
naux = norm_locl7; norm_locl7=norm_locl6; norm_locl6 = naux;
stringlocaux=slocl7char; slocl7char=slocléchar;
slocl6char=stringlocaux;
end
if norm_locl7<norm_locl8
naux = norm_locl8; norm_locl8=norm_locl7; norm_locl7 = naux;
stringlocaux=slocl8char; slocl8char=slocl7char;
slocl7char=stringlocaux;
end
i=i+1;
end
$montagem dos vetores com string ordenada dos locutores
vetor_stringsort = {sloc8char;sloc7char;slocé6char;...
sloc5char;slocd4char;sloc3char;sloc2char;sloclchar};
vetor_stringsortl = {slocl8char;slocl7char;slocl6char;...
slocl5char;slocld4char;slocl3char;slocl2char; ...
slocllchar;sloclOchar;sloc9char};
%envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsortl);
set (handles.textclassificacao2, 'string',vetor_stringsort);
%$indicar locutor pretenso no visor
set (handles.textoident, 'string', slocl8char);

end

g————————— ROTINA PARA ORDENACAO DOS 19 LOCUTORES PELOS DE MENOR NORMA-—---—

if linha==19
for i=1:18
if norm_locl<norm_loc2

naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
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stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;
end

if norm_loc2<norm_loc3

naux = norm_loc3; norm_loc3=norm_loc2; norm_loc?2 naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;

end

if norm_loc3<norm_loc4
naux = norm_locd; norm_locd=norm_loc3; norm_loc3 naux;
stringlocaux=slocdchar; slocd4char=sloc3char;
sloc3char=stringlocaux;

end

if norm_locd4<norm_loch
naux = norm_loc5; norm_loc5=norm_loc4; norm_locd naux;
stringlocaux=sloc5char; sloc5char=sloc4char;
sloc4char=stringlocaux;

end

if norm_locb<norm_locé6
naux = norm_loc6; norm_loc6=norm_loc5; norm_loch naux;
stringlocaux=sloc6char; slocé6char=sloc5char;
slocSchar=stringlocaux;

end

if norm_locé6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_loc6t naux;
stringlocaux=sloc7char; sloc7char=slocé6char;
sloc6char=stringlocaux;

end

if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7 naux;
stringlocaux=sloc8char; sloc8char=sloc7char;
sloc7char=stringlocaux;

end

if norm_loc8<norm_loc9
naux = norm_loc9; norm_loc9=norm_loc8; norm_loc8 naux;
stringlocaux=sloc9char; sloc9char=sloc8char;
sloc8char=stringlocaux;

end

if norm_loc9<norm_loclO
naux = norm_locl0; norm_loclO=norm_loc9; norm_loc9 = naux;
stringlocaux=sloclOchar; sloclOchar=sloc9char;
sloc9char=stringlocaux;

end

if norm_loclO<norm_locll
naux = norm_locll; norm_locll=norm_loclO; norm_loclO = naux;

stringlocaux=slocllchar; slocllchar=sloclOchar;

sloclOchar=stringlocaux;
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end
if norm_locll<norm_locl2
naux = norm_locl2; norm_locl2=norm_locll; norm_locll =
stringlocaux=slocl2char; slocl2char=slocllchar;
slocllchar=stringlocaux;
end
if norm_locl2<norm_locl3
naux = norm_locl3; norm_locl3=norm_locl2; norm_locl2
stringlocaux=slocl3char; slocl3char=slocl2char;
slocl2char=stringlocaux;
end
if norm_locl3<norm_locl4
naux = norm_locl4; norm_locld4=norm_locl3; norm_locl3
stringlocaux=slocl4char; slocl4char=slocl3char;
slocl3char=stringlocaux;
end
if norm_loclé4<norm_locl5
naux = norm_loclb5; norm_locl5=norm_locl4; norm_locli4
stringlocaux=slocl5char; sloclb5char=slocl4char;
slocl4char=stringlocaux;
end
if norm_locl5<norm_loclé6
naux = norm_locl6; norm_loclé=norm_locl5; norm_locl5
stringlocaux=slocléchar; slocl6char=slocl5char;
slocl5char=stringlocaux;
end
if norm_loclé6<norm_locl?
naux = norm_locl7; norm_locl7=norm_locl6; norm_locl6
stringlocaux=slocl7char; slocl7char=sloclé6char;
slocl6char=stringlocaux;
end
if norm_locl7<norm_locl8
naux = norm_locl8; norm_locl8=norm_locl7; norm_locl?7
stringlocaux=slocl8char; slocl8char=slocl7char;
slocl7char=stringlocaux;
end
if norm_locl8<norm_locl9
naux = norm_locl9; norm_locl9=norm_locl8; norm_locl8
stringlocaux=slocl9char; slocl9char=slocl8char;
slocl8char=stringlocaux;
end
i=i+1;
end
$montagem dos vetores com string ordenada dos locutores

vetor_stringsort = {sloc9char;sloc8char;sloc7char;slocéchar;...

naux;

naux;

naux;

naux;

naux;

naux;

naux;

naux;

sloc5char; slocd4char; sloc3char;sloc2char;sloclchar};

vetor_stringsortl = {slocl9char;slocl8char;slocl7char;sloclé6char;...
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slocl5char;slocld4char;slocl3char;slocl2char; ...
slocllchar;sloclOchar};
%$envia string de elocutores ordenados para tela
set (handles.textclassificacao, 'string',vetor_stringsortl);
set (handles.textclassificacao2, 'string',vetor_stringsort);
% indicar locutor pretenso do visor
set (handles.textoident, 'string',slocl9char);
end
F———————— ROTINA PARA ORDENACAO DOS 20 LOCUTORES PELOS DE MENOR NORMA-————-—
if linha==20
%bloco de ordenacao dos vetores strings
for 1i=1:19
if norm_locl<norm_loc2
naux = norm_loc2; norm_loc2=norm_locl; norm_locl = naux;
stringlocaux=sloc2char; sloc2char=sloclchar;
sloclchar=stringlocaux;
end
if norm_loc2<norm_loc3
naux = norm_loc3; norm_loc3=norm_loc2; norm_loc2 = naux;
stringlocaux=sloc3char; sloc3char=sloc2char;
sloc2char=stringlocaux;
end
if norm_loc3<norm_loc4
naux = norm_loc4; norm_loc4d4=norm_loc3; norm_loc3 = naux;
stringlocaux=sloc4char; sloc4char=sloc3char;
sloc3char=stringlocaux;
end
if norm_loc4<norm_loch
naux = norm_loc5; norm_locS5=norm_loc4; norm_loc4d = naux;
stringlocaux=slocbchar; slocbchar=sloc4char;
slocd4char=stringlocaux;
end
if norm_loc5<norm_locé6
naux = norm_loc6; norm_locé6=norm_loc5; norm_loc5 = naux;
stringlocaux=sloc6char; slocé6char=slocbchar;
slocbchar=stringlocaux;
end
if norm_loc6<norm_loc7
naux = norm_loc7; norm_loc7=norm_loc6; norm_loc6 = naux;
stringlocaux=sloc7char; sloc7char=slocé6char;
slocé6bchar=stringlocaux;
end
if norm_loc7<norm_loc8
naux = norm_loc8; norm_loc8=norm_loc7; norm_loc7 = naux;
stringlocaux=sloc8char; sloc8char=sloc7char;
sloc7char=stringlocaux;

end
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if norm_loc8<norm_loc9
naux = norm_loc9; norm_loc9=norm_loc8; norm_loc8 = naux;
stringlocaux=sloc9char; sloc9char=sloc8char;
sloc8char=stringlocaux;
end
if norm_loc9<norm_loclO
naux = norm_locl0; norm_loclO=norm_loc9; norm_loc9 = naux;
stringlocaux=sloclOchar; sloclOchar=sloc9char;
sloc9char=stringlocaux;
end
if norm_loclO<norm_locll
naux = norm_locll; norm_locll=norm_locl0O; norm_loclO = naux;
stringlocaux=slocllchar; slocllchar=sloclOchar;
sloclOchar=stringlocaux;
end
if norm_locll<norm_locl2
naux = norm_locl2; norm_locl2=norm_locll; norm_locll = naux;
stringlocaux=slocl2char; slocl2char=slocllchar;
slocllchar=stringlocaux;
end

if norm_locl2<norm_locl3

naux = norm_locl3; norm_locl3=norm_locl2; norm_locl2 = naux;
stringlocaux=slocl3char; slocl3char=slocl2char;
slocl2char=stringlocaux;

end

if norm_locl3<norm_locli4
naux = norm_locl4d4; norm_locld=norm_locl3; norm_locl3 = naux;
stringlocaux=slocl4char; slocl4char=slocl3char;
slocl3char=stringlocaux;

end

if norm_locléd4<norm_loclb
naux = norm_locl5; norm_locl5=norm_locl4; norm_locld = naux;
stringlocaux=slocl5char; slocl5char=slocl4char;
slocl4char=stringlocaux;

end

if norm_locl5<norm_locl6
naux = norm_locl6; norm_locl6=norm_locl5; norm_locl5 = naux;
stringlocaux=slocléchar; slocl6char=slocl5char;
slocl5char=stringlocaux;

end

if norm_loclé6<norm_locl?
naux = norm_locl7; norm_locl7=norm_locl6; norm_locl6 = naux;
stringlocaux=slocl7char; slocl7char=slocléchar;
slocl6char=stringlocaux;

end

if norm_locl7<norm_locl8
naux = norm_locl8; norm_locl8=norm_locl7; norm_locl7 = naux;
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stringlocaux=slocl8char; slocl8char=slocl7char;
slocl7char=stringlocaux;
end

if norm_locl8<norm_locl9
naux = norm_locl9; norm_locl9=norm_locl8; norm_locl8 = naux;
stringlocaux=slocl9char; slocl9char=slocl8char;
slocl8char=stringlocaux;

end

if norm_locl9<norm_loc20
naux = norm_loc20; norm_loc20=norm_locl9; norm_locl9 = naux;
stringlocaux=sloc20char; sloc20char=slocl9char;
slocl9char=stringlocaux;

end

i=i+1;

end

$montagem dos vetores com string ordenada dos locutores

sloc5char; slocd4char; sloc3char; sloc2char;sloclchar};

vetor_stringsortl = {sloc20char;slocl9char;slocl8char;slocl77char;...
slocl6char;slocl5char;slocldchar; slocl3char; ...
slocl2char;slocllchar};

%envia string de elocutores ordenados para tela

set (handles.textclassificacao, 'string',vetor_stringsortl);

set (handles.textclassificacao2, 'string',vetor_stringsort);

%$indicacao do locutor pretenso

set (handles.textoident, 'string', sloc20char);

end

vetor_stringsort = {sloclOchar;sloc9char;sloc8char;sloc7char;slocé6char;...
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PadraoLoc20.m

function varargout = PadraoLoc20 (varargin)

% PADRAOLOC20 Software de geracao do padrao de voz de 20 usuarios atraves
% de 5 elocucoes de treinamento como entrada. Produz na saida
% um arquito txt contendo os padroes de voz de todos os usua-—
% usuarios cadastrados.

%$Autores: Roberto F. B. Sotero Filho e Helio Magalhaes de Oliveira
$E-mail: rsotero@hotmail.com e hmo@ufpe.br

%$Universidade: Universidade Federal de Pernambuco

$Data: 15/05/2017
% Codigo de inicializacao do programa - nao editavel

gui_Singleton = 1;

gui_State = struct ('gui_Name', mfilename,
'gui_Singleton', gui_Singleton,
'gui_OpeningFcn', @PadraoLoc20_OpeningFcn,
'gui_OutputFcn', @PadraoLoc20_OutputFcn,
'gui_LayoutFcn', [1 .,
'gui_Callback', [(1);

if nargin && ischar (varargin{l})

gui_State.gui_Callback str2func (varargin{l});
end

if nargout

[varargout{1l:nargout}] gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn (gui_State, varargin{:});
end
% Chamada dos logos (CTG e DES) na tela.
function des_CreateFcn (hObject, eventdata, handles)
A = imread('figuras\logospadrao.png');
imshow (A) ;
% Chamada do logo UFPE na tela.
function ufpe_CreateFcn (hObject, eventdata, handles)
A = imread('figuras\ufpepadrao.png');
imshow (A) ;
& —————————— Rotinas e funcoes internas do programa ————————————————————
function PadraoLoc20_OpeningFcn (hObject, eventdata, handles, varargin)
handles.output = hObject;
guidata (hObject, handles);
function varargout = PadraoLoc20_OutputFcn (hObject, eventdata, handles)
varargout{l} = handles.output;
%$campos de texto das elocucoes
function textoelocl_1_Callback (hObject, eventdata, handles)

function textoelocl_1_CreateFcn (hObject, eventdata, handles)
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if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl_2_Callback (hObject, eventdata, handles)
function textoelocl_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl_3_Callback (hObject, eventdata, handles)
function textoelocl_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl_4_Callback (hObject, eventdata, handles)
function textoelocl_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl_5_Callback (hObject, eventdata, handles)
function textoelocl_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc3_1_Callback (hObject, eventdata, handles)
function textoeloc3_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc3_2_Callback (hObject, eventdata, handles)

function textoeloc3_2_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end
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function textoeloc3_3_Callback (hObject, eventdata, handles)

function textoeloc3_3_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc3_4_Callback (hObject, eventdata, handles)

function textoeloc3_4_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc3_5_Callback (hObject, eventdata, handles)

function textoeloc3_5_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', 'white');
end
%$Acoes executadas ao pressionar botao selecionar (elocucaol)
function botaoelocl_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...

'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoelocl_1, 'string',arquivovozll);
end
$Acoes executadas ao pressionar botao selecionar (elocucao?2)
function botaoelocl_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...

'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome);

set (handles.textoelocl_2, 'string',arquivovozll);

end

function botaoelocl_3_Callback (hObject, eventdata, handles)

[nome,diretorio] = uigetfile('x.wav', ...
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'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl_3, 'string',arquivovozll);

end

function botaocelocl_4_Callback (hObject, eventdata, handles)

's.wav', ...

[nome,diretorio] = uigetfile(
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome) ;
set (handles.textoelocl_4, 'string',arquivovozll);

end

function botaoelocl_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav',...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome);
set (handles.textoelocl_5, 'string',arquivovozll);

end

function botaoeloc3_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome);
set (handles.textoeloc3_1, 'string',arquivovozll);

end

function botaoeloc3_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoeloc3_2, 'string',arquivovozll);

end
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function botaoeloc3_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoeloc3_3, 'string',arquivovozll);

end

function botaoeloc3_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoeloc3_4, 'string',arquivovozll);

end

function textoeloc4d_1_Callback (hObject, eventdata, handles)
function textoeloc4_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc4_2_Callback (hObject, eventdata, handles)
function textoeloc4_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc4_3_Callback (hObject, eventdata, handles)
function textoeloc4_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc4_4_Callback (hObject, eventdata, handles)

function textoeloc4_4_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
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set (hObject, 'BackgroundColor', 'white');

end

function textoeloc4_5_Callback (hObject, eventdata, handles)
function textoeloc4d_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoceloc4d_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc4_1, 'string',arquivovozll);

end

function botaoceloc4_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome);

set (handles.textoeloc4_2, 'string',arquivovozll);

end

function botaoceloc4_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc4_3, 'string',arquivovozll);

end

function botaoeloc4_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav',...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome);
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set (handles.textoeloc4_4, 'string',arquivovozll);

end

function botaoceloc4_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome) ;

set (handles.textoeloc4_5, 'string',arquivovozll);

end

function textoeloc5_1_Callback (hObject, eventdata, handles)

function textoeloc5_1_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc5_2_Callback (hObject, eventdata, handles)

function textoeloc5_2_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc5_3_Callback (hObject, eventdata, handles)
function textoeloc5_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc5_4_Callback (hObject, eventdata, handles)
function textoeloc5_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc5_5_Callback (hObject, eventdata, handles)
function textoeloc5_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...

get (0, 'defaultUicontrolBackgroundColor'))
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set (hObject, 'BackgroundColor', 'white');

end

function botaoceloc5_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome) ;

set (handles.textoelocb_1, 'string',arquivovozll);

end

function botaoeloc5_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc5_2, 'string',arquivovozll);

end

function botaoeloc5_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc5_3, 'string',arquivovozll);

end

function botaoeloc5_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoelocb5_4, 'string',arquivovozll);

end

function botaoceloc5_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)
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disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome);
set (handles.textoeloc5_5, 'string',arquivovozll);

end

function nome3_Callback (hObject, eventdata, handles)
function nome3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function nomel4_Callback (hObject, eventdata, handles)
function nomel4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function nome4d_Callback (hObject, eventdata, handles)
function nome4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc6_1_Callback (hObject, eventdata, handles)
function textoeloc6_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc6_2_Callback (hObject, eventdata, handles)
function textoeloc6_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc6_3_Callback (hObject, eventdata, handles)
function textoeloc6b_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end
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function textoeloc6_4_Callback (hObject, eventdata, handles)
function textoeloc6_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc6_5_Callback (hObject, eventdata, handles)
function textoeloc6b_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoceloc6_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc6_1, 'string',arquivovozll) ;

end

function botaoceloc6_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome) ;
set (handles.textoeloc6_2, 'string',arquivovozll);

end

function botaoeloc6_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc6_3, 'string',arquivovozll);

end

function botaoeloc6_4_Callback (hObject, eventdata, handles)

[nome,diretorio] = uigetfile('x.wav', ...
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'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoeloc6_4, 'string',arquivovozll) ;

end

function botaoceloc6_5_Callback (hObject, eventdata, handles)

's.wav', ...

[nome,diretorio] = uigetfile(
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome) ;
set (handles.textoeloc6_5, 'string',arquivovozll);

end

function nome6_Callback (hObject, eventdata, handles)

function nome6_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc7_1_Callback (hObject, eventdata, handles)
function textoeloc7_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc7_2_Callback (hObject, eventdata, handles)
function textoeloc7_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc7_3_Callback (hObject, eventdata, handles)
function textoeloc7_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end
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function textoeloc7_4_Callback (hObject, eventdata, handles)
function textoeloc7_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc7_5_Callback (hObject, eventdata, handles)
function textoeloc7_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoceloc7_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome) ;

set (handles.textoeloc7_1, 'string',arquivovozll);

end

function botaoeloc7_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav',...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome) ;

set (handles.textoeloc7_2, 'string',arquivovozll);

end

function botaoeloc7_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome);

set (handles.textoeloc7_3, 'string',arquivovozll);

end

function botaoeloc7_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...

'Selecione o arquivo .wav para processamento');
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if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')

else
arquivovozll= strcat (diretorio,nome) ;
set (handles.textoeloc7_4, 'string',arquivovozll);

end

function nome7_Callback (hObject, eventdata, handles)
function nome7_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc9_1_Callback (hObject, eventdata, handles)
function textoeloc9_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc9_2_Callback (hObject, eventdata, handles)
function textoeloc9_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc9_3_Callback (hObject, eventdata, handles)
function textoeloc9_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc9_4_Callback (hObject, eventdata, handles)
function textoeloc9_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc9_5_Callback (hObject, eventdata, handles)
function textoeloc9_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');
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end

function botaoeloc9_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc9_1, 'string',arquivovozll);

end

function botaoeloc9_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome);

set (handles.textoeloc9_2, 'string',arquivovozll);

end

function botaoeloc9_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc9_3, 'string',arquivovozll);

end

function botaoceloc9_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc9_4, 'string',arquivovozll) ;

end

function botaoceloc9_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...

'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
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else
arquivovozll= strcat (diretorio, nome);
set (handles.textoeloc9_5, 'string',arquivovozll);

end

function textoeloclO_1_Callback (hObject, eventdata, handles)
function textoeloclO_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloclO_2_Callback (hObject, eventdata, handles)
function textoeloclO_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloclO_3_Callback (hObject, eventdata, handles)
function textoeloclO_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl0_4_Callback (hObject, eventdata, handles)
function textoeloclO_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloclO_5_Callback (hObject, eventdata, handles)
function textoeloclO_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoelocl0_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav',...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome);
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set (handles.textoelocl0_1, 'string',arquivovozll) ;

end

function botaoceloclO_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome) ;

set (handles.textoelocl0_2, 'string',arquivovozll);

end

function botaoceloclO_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoelocl0_3, 'string',arquivovozll);

end

function botaocelocl0O_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome);

set (handles.textoelocl0_4, 'string',arquivovozll);

end

function botaoceloclO0_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl0_5, 'string', arquivovozll);

end

function nomelO_Callback (hObject, eventdata, handles)
function nomelO_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...

get (0, 'defaultUicontrolBackgroundColor'))
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set (hObject, 'BackgroundColor', 'white');

end

function textoeloc2_1_Callback (hObject, eventdata, handles)
function textoeloc2_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc2_2_Callback (hObject, eventdata, handles)
function textoeloc2_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc2_3_Callback (hObject, eventdata, handles)
function textoeloc2_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc2_4_Callback (hObject, eventdata, handles)
function textoeloc2_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc2_5_Callback (hObject, eventdata, handles)

function textoeloc2_5_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoeloc2_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome);

set (handles.textoeloc2_1, 'string',arquivovozll);




ANEXO B. Cddigos Fonte (RAL) 218

end

function botaoeloc2_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc2_2, 'string',arquivovozll);

end

function botaoeloc2_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome);

set (handles.textoeloc2_3, 'string',arquivovozll);

end

function botaoeloc2_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc2_4, 'string',arquivovozll);

end

function botaoceloc2_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc2_5, 'string',arquivovozll) ;

end

function nome2_Callback (hObject, eventdata, handles)

function nome2_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
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set (hObject, 'BackgroundColor', 'white');

end

function textoeloc8_1_Callback (hObject, eventdata, handles)
function textoeloc8_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc8_2_Callback (hObject, eventdata, handles)
function textoeloc8_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc8_3_Callback (hObject, eventdata, handles)
function textoeloc8_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc8_4_Callback (hObject, eventdata, handles)
function textoeloc8_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor"'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc8_5_Callback (hObject, eventdata, handles)
function textoeloc8_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor"'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoeloc8_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc8_2, 'string',arquivovozll) ;

end
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function botaoeloc8_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc8_3, 'string',arquivovozll);

end

function botaoeloc8_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc8_4, 'string',arquivovozll);

end

function botaoceloc8_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc8_5, 'string',arquivovozll) ;

end

function nome8_Callback (hObject, eventdata, handles)
function nome8_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoeloc8_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoeloc8_1, 'string',arquivovozll) ;

end
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function pushbutton49_Callback (hObject, eventdata, handles)

function tabA_Callback (hObject, eventdata, handles)
set (handles.paineldA, 'Visible', 'on');

set (handles.painelB, 'Visible', 'off');

function tabB_Callback (hObject, eventdata, handles)
set (handles.painelA, 'Visible', 'off');

set (handles.painelB, 'Visible', 'on');

function nomel_Callback (hObject, eventdata, handles)
function nomel_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoeloc3_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav',...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome);

set (handles.textoeloc3_5, 'string',arquivovozll);

end

function botaoeloc7_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome);

set (handles.textoeloc7_5, 'string',arquivovozll);

end

function nome5_Callback (hObject, eventdata, handles)
function nome5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function nome9_Callback (hObject, eventdata, handles)

function nome9_CreateFcn (hObject, eventdata, handles)
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if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocll_1_Callback (hObject, eventdata, handles)
function textoelocll_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocll_2_ Callback (hObject, eventdata, handles)
function textoelocll_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocll_3_Callback (hObject, eventdata, handles)
function textoelocll_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocll_4_Callback (hObject, eventdata, handles)
function textoelocll_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocll_5_Callback (hObject, eventdata, handles)
function textoelocll_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl3_1_Callback (hObject, eventdata, handles)
function textoelocl3_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end
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function textoelocl3_2_Callback (hObject, eventdata, handles)
function textoelocl3_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl3_3_Callback (hObject, eventdata, handles)
function textoelocl3_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl3_4_Callback (hObject, eventdata, handles)
function textoelocl3_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor"'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl3_5_Callback (hObject, eventdata, handles)
function textoelocl3_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaocelocll_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome);

set (handles.textoelocll_1, 'string',arquivovozll);

end

function botaocelocll_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoelocll_ 2, 'string',arquivovozll);

end
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function botaocelocll_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoelocll_3, 'string',arquivovozll);

end

function botaocelocll_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoelocll_4, 'string',arquivovozll);

end

function botaocelocll_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome) ;

set (handles.textoelocll_ 5, 'string',arquivovozll) ;

end

function botaocelocl3_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome);

set (handles.textoelocl3_1, 'string',arquivovozll) ;

end

function botaocelocl3_2_Callback (hObject, eventdata, handles)

's.wav', ...

[nome,diretorio] = uigetfile(
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')

else
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arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl3_2, 'string',arquivovozll);

end

function botaocelocl3_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio, nome);

set (handles.textoelocl3_3, 'string',arquivovozll) ;

end

function botaocelocl3_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)

disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome) ;

set (handles.textoelocl3_4, 'string',arquivovozll);

end

function textoelocl4_1_Callback (hObject, eventdata, handles)
function textoelocl4_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl4_2_Callback (hObject, eventdata, handles)
function textoelocl4_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl4_3_Callback (hObject, eventdata, handles)

function textoelocl4_3_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl4_4_Callback (hObject, eventdata, handles)
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function textoelocl4_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl4_5_Callback (hObject, eventdata, handles)
function textoelocl4d_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaocelocl4_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl4_1, 'string',arquivovozll);

end

function botaocelocl4d4_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl4_2, 'string',arquivovozll);

end

function botaocelocl4_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocld4_3, 'string',arquivovozll);

end

function botaocelocl4_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');

if isequal (nome,0) || isequal (diretorio,0)
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disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome);
set (handles.textoelocl4_4, 'string',arquivovozll);

end

function botaocelocl4d4_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome);
set (handles.textoelocld4_ 5, 'string',arquivovozll);

end

function textoelocl5_1_Callback (hObject, eventdata, handles)
function textoelocl5_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl5_2_Callback (hObject, eventdata, handles)
function textoelocl5_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl5_3_Callback (hObject, eventdata, handles)
function textoelocl5_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl5_4_Callback (hObject, eventdata, handles)

function textoelocl5_4_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl5_5_Callback (hObject, eventdata, handles)

function textoelocl5_5_CreateFcn (hObject, eventdata, handles)
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if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaocelocl5_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl5_1, 'string',arquivovozll) ;

end

function botaocelocl5_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl5_2, 'string',arquivovozll) ;

end

function botaocelocl5_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome) ;
set (handles.textoelocl5_3, 'string',arquivovozll);

end

function botaocelocl5_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl5_4, 'string',arquivovozll);

end

function botaocelocl5_5_Callback (hObject, eventdata, handles)

[nome,diretorio] = uigetfile('x.wav', ...
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'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl5_5, 'string',arquivovozll) ;

end

function nomel3_Callback (hObject, eventdata, handles)

function nomel3_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl6_1_Callback (hObject, eventdata, handles)

function textoelocl6_1_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl6_2_Callback (hObject, eventdata, handles)
function textoelocl6_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl6_3_Callback (hObject, eventdata, handles)
function textoelocl6_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl6_4_Callback (hObject, eventdata, handles)
function textoelocl6_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl6_5_Callback (hObject, eventdata, handles)

function textoelocl6_5_CreateFcn (hObject, eventdata, handles)
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if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaocelocl6_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl6_1, 'string',arquivovozll) ;

end

function botaocelocl6_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl6_2, 'string',arquivovozll) ;

end

function botaocelocl6_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome) ;
set (handles.textoeloclo6_3, 'string',arquivovozll);

end

function botaocelocl6_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl6_4, 'string',arquivovozll);

end

function botaocelocl6_5_Callback (hObject, eventdata, handles)

[nome,diretorio] = uigetfile('x.wav', ...
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'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl6_5, 'string',arquivovozll) ;

end

function nomel6_Callback (hObject, eventdata, handles)
function nomel6_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl7_1_Callback (hObject, eventdata, handles)
function textoelocl7_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl7_2_Callback (hObject, eventdata, handles)
function textoelocl7_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl7_3_Callback (hObject, eventdata, handles)
function textoelocl7_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl7_4_Callback (hObject, eventdata, handles)
function textoelocl7_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl7_5_Callback (hObject, eventdata, handles)
function textoelocl7_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...

get (0, 'defaultUicontrolBackgroundColor'))
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set (hObject, 'BackgroundColor', 'white');

end

function botaocelocl7_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome) ;
set (handles.textoelocl7_1, 'string',arquivovozll);

end

function botaocelocl7_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl7_2, 'string',arquivovozll);

end

function botaocelocl7_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl7_3, 'string',arquivovozll);

end

function botaocelocl7_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl7_4, 'string',arquivovozll);

end

function nomel7_Callback (hObject, eventdata, handles)

function nomel7_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
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set (hObject, 'BackgroundColor', 'white');

end

function textoelocl9_1_Callback (hObject, eventdata, handles)

function textoelocl9_1_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl9_2_Callback (hObject, eventdata, handles)
function textoelocl9_2_ CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl9_3_Callback (hObject, eventdata, handles)
function textoelocl9_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl9_4_Callback (hObject, eventdata, handles)
function textoelocl9_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl9_5_Callback (hObject, eventdata, handles)
function textoelocl9_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaocelocl9_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome);

set (handles.textoelocl9_1, 'string',arquivovozll);
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end

function botaocelocl9_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl9_2, 'string',arquivovozll);

end

function botaocelocl9_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome);
set (handles.textoelocl9_3, 'string',arquivovozll);

end

function botaocelocl9_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl9_4, 'string',arquivovozll);

end

function botaocelocl9_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl9_5, 'string',arquivovozll) ;

end

function textoeloc20_1_Callback (hObject, eventdata, handles)
function textoeloc20_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');
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end

function textoeloc20_2_Callback (hObject, eventdata, handles)
function textoeloc20_2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc20_3_Callback (hObject, eventdata, handles)
function textoeloc20_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc20_4_Callback (hObject, eventdata, handles)
function textoeloc20_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoeloc20_5_Callback (hObject, eventdata, handles)
function textoeloc20_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoceloc20_1_Callback (hObject, eventdata, handles)

[nome,diretorio] = uigetfile ('

*.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoeloc20_1, 'string',arquivovozll);

end

function botaoeloc20_2_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav',...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome);
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set (handles.textoeloc20_2, 'string',arquivovozll) ;

end

function botaoceloc20_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome) ;
set (handles.textoeloc20_3, 'string',arquivovozll);

end

function botaoceloc20_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoeloc20_4, 'string',arquivovozll);

end

function botaoceloc20_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoeloc20_5, 'string',arquivovozll);

end

function nome20_Callback (hObject, eventdata, handles)
function nome20_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl2_1_Callback (hObject, eventdata, handles)
function textoelocl2_1_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end
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function textoelocl2_2_Callback (hObject, eventdata, handles)

function textoelocl2_2_ CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl2_3_Callback (hObject, eventdata, handles)
function textoelocl2_3_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl2_4_Callback (hObject, eventdata, handles)
function textoelocl2_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl2_5_Callback (hObject, eventdata, handles)
function textoelocl2_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaoelocl2_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome);
set (handles.textoelocl2_1, 'string',arquivovozll);

end

function botaocelocl2_2_ Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome);

set (handles.textoelocl2_2, 'string',arquivovozll);
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end

function botaocelocl2_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl2_3, 'string',arquivovozll);

end

function botaocelocl2_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome);
set (handles.textoelocl2_4, 'string',arquivovozll);

end

function botaocelocl2_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl2_5, 'string',arquivovozll);

end

function nomel2_Callback (hObject, eventdata, handles)
function nomel2_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl8_1_Callback (hObject, eventdata, handles)

function textoelocl8_1_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end
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function textoelocl8_2_Callback (hObject, eventdata, handles)

function textoelocl8_2_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl8_3_Callback (hObject, eventdata, handles)
function textoelocl8_3_CreateFcn (hObject, eventdata, handles)

if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl8_4_Callback (hObject, eventdata, handles)
function textoelocl8_4_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, '"defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function textoelocl8_5_Callback (hObject, eventdata, handles)
function textoelocl8_5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaocelocl8_2_Callback (hObject, eventdata, handles)

's.wav', ...

[nome,diretorio] = uigetfile(
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl8_2, 'string',arquivovozll);

end

function botaoelocl8_3_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav',...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else

arquivovozll= strcat (diretorio,nome);
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set (handles.textoelocl8_3, 'string',arquivovozll) ;

end

function botaocelocl8_4_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome) ;
set (handles.textoelocl8_4, 'string',arquivovozll);

end

function botaocelocl8_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl8_5, 'string',arquivovozll);

end

function nomel8_Callback (hObject, eventdata, handles)
function nomel8_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaocelocl8_1_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', 'Selecione o arquivo .wav para processal
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome);
set (handles.textoelocl8_1, 'string',arquivovozll);

end

function nomell_Callback (hObject, eventdata, handles)
function nomell_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function nomel5_Callback (hObject, eventdata, handles)

ento');
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function nomel5_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function nomel9_Callback (hObject, eventdata, handles)
function nomel9_CreateFcn (hObject, eventdata, handles)
if ispc && isequal (get (hObject, 'BackgroundColor'), ...
get (0, "defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

end

function botaocelocl3_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio, nome) ;
set (handles.textoelocl3_5, 'string',arquivovozll);

end

function botaocelocl7_5_Callback (hObject, eventdata, handles)
[nome,diretorio] = uigetfile('x.wav', ...
'Selecione o arquivo .wav para processamento');
if isequal (nome,0) || isequal (diretorio,0)
disp('Usuario pressionou Cancelar')
else
arquivovozll= strcat (diretorio,nome);
set (handles.textoelocl7_5, 'string',arquivovozll);

end
function botaogerar_Callback (hObject, eventdata, handles)
h = waitbar (0, 'Processando...'); %$habilita barra de processamento

eloclstring = get (handles.textoelocl_1, 'string'");
elocl = audioread(eloclstring);
eloc2string = get (handles.textoelocl_2, 'string');
eloc2 = audioread(eloc2string);
eloc3string = get (handles.textoelocl_3, 'string');
eloc3 = audioread(eloc3string);
elocdstring = get (handles.textoelocl_4, 'string');
eloc4 = audioread(elocédstring);
elocSstring = get (handles.textoelocl_5, 'string');

(
(
(
(
(
(
(
(
(
(

eloc5 = audioread(elocbSstring);
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%gera padrao do locutor 1

padraol=gerPadraob5eloc(elocl,eloc2,eloc3,eloc4,

eloclstring = get (handles.textoeloc2_1, 'string'
elocl = audioread(eloclstring);
eloc2string = get (handles.textoeloc2_2, "string'
eloc2 = audioread(eloc2string);
eloc3string = get (handles.textoeloc2_3, "string'
eloc3 = audioread(eloc3string);
elocdstring = get (handles.textoeloc2_4, 'string'
eloc4 = audioread(elocédstring);
elocSstring = get (handles.textoeloc2_5, "string'
eloc5 = audioread(eloc5string);

%$gera padrao do locutor 2

padrao2=gerPadraobeloc(elocl,eloc2,eloc3,eloc4,

eloclstring = get (handles.textoeloc3_1, "string'
elocl = audioread(eloclstring);
eloc2string = get (handles.textoeloc3_2, "string'
eloc2 = audioread(eloc2string);
eloc3string = get (handles.textoeloc3_3, 'string'
eloc3 = audioread(eloc3string);
elocdstring = get (handles.textoeloc3_4, "string'
eloc4 = audioread(eloc4dstring);
elocSstring = get (handles.textoeloc3_5, "string'
eloc5 = audioread(elocbstring);

%gera padrao do locutor 3

padrao3=gerPadraobeloc(elocl,eloc2,eloc3,eloc4,

eloclstring = get (handles.textoeloc4_1, "string'
elocl = audioread(eloclstring);
eloc2string = get (handles.textoelocd4_2, 'string'
eloc2 = audioread(eloc2string);
eloc3string = get (handles.textoeloc4_3, "string'
eloc3 = audioread(eloc3string);
elocdstring = get (handles.textoeloc4_4, "'string'
elocd4 = audioread(elocdstring);
elocSstring = get (handles.textoeloc4_5, "'string'
eloc5 = audioread(eloc5string);

%gera padrao do locutor 4

padraod4=gerPadraobeloc(elocl,eloc2,eloc3,eloc4,

eloclstring = get (handles.textoeloc5_1, 'string'
elocl = audioread(eloclstring);
eloc2string = get (handles.textoeloc5_2, "string'
eloc2 = audioread(eloc2string);

(

eloc3string =

get (handles.textoelocb_3, 'string’

%barra de processamento
waitbar (1/21,h);

elocb);

)i

)

)i

)i

)

$barra de processamento
waitbar (2/21,h);

eloch);

)

)i

)i

)

)i

%$barra de processamento
waitbar (3/21,h);

eloch);

)i

)i

)

)i

)

%$barra de processamento
waitbar (4/21,h);

elocb);
)
)

)i
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eloc3

audioread(eloc3string);

eloc4dstring

(

(
audioread(eloc4dstring);

(

(

eloc4d =
elocbstring = get (handles.textoeloc5_5, 'string'
eloc5 = audioread(eloc5string);

%gera padrao do locutor 5

padraob=gerPadraob5eloc(elocl,eloc2,eloc3,eloc4,

eloclstring = get (handles.textoeloc6_1, 'string'
elocl = audioread(eloclstring);
eloc2string = get (handles.textoeloc6_2, "string'
eloc2 = audioread(eloc2string);
eloc3string = get (handles.textoeloc6_3, "string'
eloc3 = audioread(eloc3string);
elocd4string = get (handles.textoeloc6_4, 'string'
eloc4 = audioread(elocdstring);
elocSstring = get (handles.textoeloc6_5, "string'
eloc5 = audioread(eloc5string);

%$gera padrao do locutor 6

padrao6=gerPadraobeloc(elocl,eloc2,eloc3,eloc4,

eloclstring = get (handles.textoeloc7_1, "string'
elocl = audioread(eloclstring);
eloc2string = get (handles.textoeloc7_2, "string'
eloc2 = audioread(eloc2string);
eloc3string = get (handles.textoeloc77_3, 'string'
eloc3 = audioread(eloc3string);
elocdstring = get (handles.textoeloc7_4, "string'
eloc4 = audioread(elocédstring);
elocSstring = get (handles.textoeloc7_5, "string'
eloc5 = audioread(elocbstring);

%gera padrao do locutor 7

padrao’/=gerPadraobeloc(elocl,eloc2,eloc3,eloc4,

eloclstring = get (handles.textoeloc8_1, "string'
elocl = audioread(eloclstring);
eloc2string = get (handles.textoeloc8_2, 'string'
eloc2 = audioread(eloc2string);
eloc3string = get (handles.textoeloc8_3, "string'
eloc3 = audioread(eloc3string);
elocdstring = get (handles.textoeloc8_4, "'string'
elocd4 = audioread(elocdstring);
elocbstring = get (handles.textoeloc8_5, 'string'
eloc5 = audioread(eloc5string);

%gera padrao do locutor 8

padrao8=gerPadraobeloc(elocl,eloc2,eloc3,eloc4,

get (handles.textoeloc5_4, 'string’

)

)i

%$barra de processamento
waitbar(5/21,h);

elocb);

)i

)

)

)i

)

%$barra de processamento
waitbar (6/21,h);

elocb);

)

)

)i

)

)i

%$barra de processamento
waitbar(7/21,h);

eloch);

)

)i

)

)i

)i

%$barra de processamento

eloch); waitbar(8/21,h);
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eloclstring = get (handles.textoeloc9_1,

elocl = audioread(eloclstring);

eloc2string = get (handles.textoeloc9_2,

eloc2 = audioread(eloc2string);
eloc3string = get

eloc3 = audioread(eloc3string);

elocdstring = get (handles.textoeloc9_4,

eloc4 = audioread(elocédstring);

elocbstring = get (handles.textoeloc9_5,

(
(
(
(
(
(
(
(
(
(

elocb = audioread(elocbstring);

%gera padrao do locutor 9

padrao9=gerPadrao5eloc(elocl,eloc2,eloc3,eloc4,eloch);

handles.textoeloc9_3,

'string');

'string');

'string');

'string');

'string');

%$barra de processamento
waitbar (9/21,h);

eloclstring = get (handles.textoeloclO_1, 'string'");

elocl = audioread(eloclstring);

eloc2string = get (handles.textoelocl0_2, 'string');

eloc2 = audioread(eloc2string);
eloc3string = get

eloc3 = audioread(eloc3string);

handles.textoeloclO_3, 'string');

elocd4string = get (handles.textoeloclO0_4, 'string');

elocd4 = audioread(elocdstring);

elocSstring = get (handles.textoelocl0_5, "'string'");

(
(
(
(
(
(
(
(
(
(

eloc5 = audioread(eloc5string);

%gera padrao do locutor 10

padraolO=gerPadraobeloc(elocl,eloc2,eloc3,eloc4d4,eloc)d);

%$barra de processamento
waitbar (10/21,h);

eloclstring = get (handles.textoelocll_1, 'string'");

elocl = audioread(eloclstring);

eloc2string = get (handles.textoelocll_ 2, 'string');

eloc2 = audioread(eloc2string);
eloc3string = get

eloc3 = audioread(eloc3string);

handles.textoelocll_3, "string');

elocdstring = get (handles.textoelocll_4, 'string');

eloc4 = audioread(elocédstring);

elocbSstring = get (handles.textoelocll_ 5, 'string');

(
(
(
(
(
(
(
(
(
(

eloc5 = audioread(elocSstring);

%$gera padrao do locutor 11

padraoll=gerPadraobeloc(elocl,eloc2,eloc3,eloc4d,elocd);

%$barra de processamento
waitbar(11/21,h);

eloclstring = get (handles.textoelocl2_1, 'string');

elocl = audioread(eloclstring);

eloc2string = get (handles.textoelocl2_2, 'string');

eloc3string = get (handles.textoelocl2_3, 'string');

eloc3 = audioread(eloc3string);

elocdstring = get (handles.textoelocl2_4, 'string');

(
(
(
eloc2 = audioread(eloc2string);
(
(
(
(

eloc4 = audioread(elocdstring);
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elocSstring get (handles.textoelocl2_5,

eloch

audioread(elocS5string);

%$gera padrao do locutor 12

padraol2=gerPadraobeloc(elocl,eloc2,eloc3,eloc4d4,eloc)d);

eloclstring

get (handles.textoelocl3_1,

elocl

audioread(eloclstring);

eloc2string

get (handles.textoelocl3_2,

eloc2

audioread(eloc2string);

(
(
(
(
get (handles.textoelocl3_3,
(
(
(
(
(

eloc3string

eloc3

audioread(eloc3string);

eloc4dstring

get (handles.textoelocl3_4,

eloc4 = audioread(eloc4dstring);
elocbSstring = get (handles.textoelocl3_5,
elocb = audioread(elocbstring);

%gera padrao do locutor 13

padraol3=gerPadraobeloc(elocl,eloc2,eloc3,eloc4d,elochd);

eloclstring get (handles.textoelocl4d_1,

elocl

audioread(eloclstring);

get (handles.textoelocld_2,

eloc2string

eloc?2

audioread(eloc2string);
handles.textoelocld_3,

eloc3string

get

eloc3

audioread(eloc3string);

elocdstring

(
(
(
(
(
(
get (handles.textoelocl4d_4,

(

(

(

elocd4 = audioread(elocdstring);
elocSstring = get (handles.textoelocl4d_5,
eloc5 = audioread(eloc5string);

%gera padrao do locutor 14

padraol4=gerPadraobeloc(elocl,eloc2,eloc3,eloc4d,eloc)d);

eloclstring get (handles.textoelocl5_1,

elocl

audioread(eloclstring);

eloc2string get (handles.textoelocl5_2,

eloc?2

audioread(eloc2string);
get (handles.textoeloclb_3,

eloc3string

eloc3

elocdstring

(

(

(

(

(
audioread(eloc3string);
get (handles.textoelocl5_4,
(
(
(

eloc4 = audioread(elocédstring);
elocSstring = get (handles.textoeloclb_5,
eloc5 = audioread(eloc5string);

%gera padrao do locutor 15

padraol5=gerPadraobeloc(elocl,eloc2,eloc3,eloc4d,eloc)d);

eloclstring get (handles.textoeloclo_1,

elocl

audioread(eloclstring);
get (handles.textoelocl6o_2,

eloc2string

'string');

%$barra de processamento
waitbar (12/21,h);

'string');

'string');

'string');

'string');

'string');

%$barra de processamento
waitbar (13/21,h);

'string');

'string');

'string');

'string');

'string');

%$barra de processamento
waitbar (14/21,h);

'string');

'string');

'string');

'string');

'string');

%$barra de processamento
waitbar (15/21,h);

'string');

'string');
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eloc2 = audioread(eloc2string);

eloc3string = get (handles.textoelocl6_3, "string');

eloc3 = audioread(eloc3string);

eloc4 = audioread(elocédstring);

(

(

(

elocd4string = get (handles.textoelocl6_4, 'string');

(

elocSstring = get (handles.textoelocl6_5, "string');
(

eloc5 = audioread(eloc5string);

%$gera padrao do locutor 16

padraol6=gerPadraob5eloc(elocl,eloc2,eloc3,eloc4d,elocd);

eloclstring = get (handles.textoelocl7_1, 'string'");

elocl = audioread(eloclstring);

eloc2string = get (handles.textoelocl7_2, 'string');

eloc2 = audioread(eloc2string);

eloc3string = get (handles.textoelocl?7_3, 'string');

elocdstring = get (handles.textoelocl7_4, 'string');

eloc4 = audioread(elocédstring);

elocbSstring = get (handles.textoelocl7_5, "string'");

(
(
(
(
(
eloc3 = audioread(eloc3string);
(
(
(
(

eloc5 = audioread(elocbstring);

%gera padrao do locutor 17

padraol/=gerPadraobeloc (elocl,eloc2,eloc3,elocd,eloc)h);

eloclstring = get (handles.textoelocl8_1, 'string');

elocl = audioread(eloclstring);

eloc2string = get (handles.textoelocl8_2, 'string');

eloc2 = audioread(eloc2string);
eloc3string = get

eloc3 = audioread(eloc3string);

elocdstring = get (handles.textoelocl8_4, 'string'");

elocd4 = audioread(elocdstring);

elocbstring = get (handles.textoelocl8_5, 'string');

(
(
(
(
(
(
(
(
(
(

eloc5 = audioread(eloc5string);

%gera padrao do locutor 18

padraol8=gerPadrao5eloc (elocl,eloc2,eloc3,elocd,eloc));

eloclstring = get (handles.textoelocl9_1, 'string');

elocl = audioread(eloclstring);

eloc2string = get (handles.textoelocl9_2, 'string');

eloc2 = audioread(eloc2string);
eloc3string = get

eloc3 = audioread(eloc3string);

elocd4string = get (handles.textoelocl9_4, 'string');

eloc4 = audioread(elocédstring);

elocSstring = get (handles.textoelocl9_5, 'string');

(
(
(
(
(
(
(
(
(
(

eloc5 = audioread(eloc5string);

%$gera padrao do locutor 19

handles.textoelocl8_3, 'string');

handles.textoelocl9_3, 'string');

%$barra de processamento
waitbar (16/21,h);

%$barra de processamento
waitbar(17/21,h);

%$barra de processamento
waitbar (18/21,h);

%$barra de processamento
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padraol9=gerPadraoSeloc(elocl,eloc2,eloc3,elocd,eloc)d);

waitbar(19/21,h);

eloclstring = get (handles.textoeloc20_1, 'string'");

elocl = audioread(eloclstring);

eloc2string = get (handles.textoeloc20_2, 'string');

eloc2 = audioread(eloc2string);
eloc3string = get

eloc3 = audioread(eloc3string);

handles.textoeloc20_3, 'string');

elocd4string = get (handles.textoeloc20_4, 'string');

elocd4 = audioread(elocdstring);

elocSstring = get (handles.textoeloc20_5, "'string');

(
(
(
(
(
(
(
(
(
(

eloc5 = audioread(eloc5string);

%gera padrao do locutor 20

%$barra de processamento

padrao20=gerPadrao5eloc (elocl,eloc2,eloc3,eloc4d,eloch); waitbar(20/21,h);

%$cria matriz com os padroes dos 20 locutores

matrizpadrao=[padraol;padrao2;padrao3;padraod;padrao5;padraocé6;padrao’; ...

padrao8;padrao9;padraoll; padraoll;padraol2;padraol3;padraold;. ..

padraol5;padraol6;padraol’;padraol8;padraol9;padrao20];

locutorl=get (handles.nomel, "string');
locutor2=get (handles.nome2, "string');
locutor3=get (handles.nome3, "'string');

locutord=get (handles.nome4, 'string');

locutoré=get (handles.nome6, 'string');
locutor7=get (handles.nome7, "string');

(
(
(
(
locutorb5=get (handles.nomeb, 'string');
(
(
locutor8=get (handles.nome8, "'string');
(

locutor9=get (handles.nome9, 'string');

r

locutorlO=get (handles.nomel0, 'string’

4

locutorll=get (handles.nomell, 'string’

locutorl2=get (handles.nomel2, 'string');

locutorl3=get (handles.nomel3, 'string');

4

locutorl4=get (handles.nomel4, 'string’

4

locutorlé=get (handles.nomel6, 'string’

locutorli=get (handles.nomel7, 'string');

locutorl8=get (handles.nomel8, 'string');

4

( )
( )
( )
( )
( )
locutorl5=get (handles.nomel5, 'string');
( )
( )
( )
locutorl9=get (handles.nomel9, 'string")
( )

4

locutor20=get (handles.nome20, 'string’

waitbar(21/21,h);
close (h);

%gera vetor com nome dos 20 locutores

vetornomes={locutorl; locutor2; locutor3; locutord4; locutor5; locutor6; ...

locutor7; locutor8; locutor9; locutorl0; locutorll; locutorl2; ...

locutorl3; locutorl4d; locutorl5; locutorl6; locutorl7; locutorl8; ...

locutorl9; locutor20};
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Tl = table([vetornomes], [matrizpadraol);
[filename, pathname] = uiputfile('x.txt',...
'Salvar arquivo de padroes dos locutores como:'); %abre tela salvar

arquivodospadroes= strcat (pathname, filename) ;

writetable (T1l, arquivodospadroes) ;

[

% gera arquivo txt com padroes
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vetorCaract.m

function [vetorCaracteristico]= vetorCaract (arquivoVoz)

SVETORCARACT Programa intermediario que faz uso da amplitude media

% presente no modulo do espectro de frequencias de cada

% sinal de voz, para gerar o vetor caracteristico de

% treinamento de cada locutor em teste. Este vetor

% sera utilizado no programa de geracao do padrao de cada
% usuario.

% Recebe como entrada o arquivo de voz (wav) de treinamento
% e gera como saida seu vetor caracteristico.

$Autores: Roberto F. B. Sotero Filho e Helio Magalhaes de Oliveira
$E-mail: rsotero@hotmail.com e hmo@ufpe.br

%$Universidade: Universidade Federal de Pernambuco

$Data: 04/06/2008

fs = 8000; % frequencia amostragem utilizada.
c = fsx20e-3; % numero de amostras em 20ms
arquivoVoz = myVAD (arquivoVoz) ; %$processa os endpoints do sinal

N = length (arquivoVoz); $comprimento do arquivo de entrada

$calculo do numero de blocos no arquivo de voz
if rem(N,c) ~= 0
n = round(N/c + 0.5);

arquivoVoz = [arquivoVoz; 0Oxones (nxc-N,1)];
else
n = N/c;
end
HAM = hamming(c); $criando janela de Hamming

o ‘

% Bloco de montagem espectro de frequencia simplificado (1 amostra/oitava) |

O ., ‘

for i=0:n-1
%$cria bloco de FFTs janeladas com apenas as amplitudes.
spectrum_bloco(cxi+l:cxitc)= abs (fft (HAM(l:c) .xarquivoVoz (cxi+l:cxi+tc)));

end

for k =0:n-1;

spectrum_bloco(cxk+1l)= 0; % anular parte dc
spectrum_bloco (cxk+81)= 0; % anular ponto desprezivel no espectro
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o\

Oitava -2 (32 - 64Hz)

intmenos2 = cx*k+2;

a(intmenos2)= spectrum_bloco (intmenos2);
spectrum_bloco(find(a ~= max(a)& a~=0))= 0;
clear a;

o\

Oitava -1 (64 - 128Hz)

intmenosl = cxk+3;

b (intmenosl)= spectrum_bloco (intmenosl) ;
spectrum_bloco (find(b ~= max(b)& b~=0))= 0;
clear b;

o\

Oitava 0 (128 - 256Hz)
int0 = cxk+4:cxk+6;

g(int0)= spectrum_bloco (int0);
spectrum _bloco (find(g ~= max(g)& g~=0))= 0;
clear g;

o\

Oitava 1 (256 - 512 Hz)
intl = cxk+7:cxk+11;

y(intl)= spectrum_bloco(intl);
spectrum_bloco (find(y ~= max(y)& y~=0))= 0;
clear y;

% Oitava 2 (512 - 1024 Hz)

int2 = cxk+12:cxk+21;
z (int2)=spectrum_bloco (int2);
spectrum_bloco (find(z ~= max(z)& z~=0))=0;

clear z;

o

Oitava 3 (1024 - 2048 Hz)
int3 = c*k+22:c*xk+41;
h(int3)=spectrum_bloco (int3);
spectrum_bloco (find(h ~= max(h)& h~=0))=0;

clear h;

o

Oitava 4 (2048 - 4096 Hz)
int4d = cxk+42:cxk+80;

J(int4)=spectrum_bloco (int4);

spectrum_bloco(find(j ~= max(j)&j~=0))=0;
clear 7j;
end
% MONTAGEM DAS ENERGIAS POR OITAVA E COMPARACAO DO PADRAO DE VO0OzZ

%$coloca os elementos das oitavas em linhas da matriz "block matrix"
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spc_block_matrix_oitmenos2 (i+1l,2)= spectrum_bloco (c*xi+2);

spc_block_matrix_oitmenosl (i+1l,3)= spectrum _bloco (c*xi+3);

spc_block _matrix _oit0(i+l,4:6)= spectrum_bloco(cxi+4d:c*1+6);

spc_block_matrix_oitl(i+l,7:11)= spectrum bloco(cxi+7:c*xi+11);

(

spc_block_matrix_oit2(i+1,12:21)

spc_block_matrix_oit3(i+1,22:41)
(

spc_block _matrix_oit4(i+1,42:80)

end

)

spc_block_matrix_oitmenos2_mean =
spc_block_matrix_oitmenosl_mean =
spc_block_matrix_oit0O_mean =
spc_block _matrix_oitl_mean =
spc_block _matrix_oit2_mean =
spc_block_matrix_oit3_mean =

spc_block_matrix_oit4_mean =

[)

somaOitavamenos2 =

somaOitavamenosl

somaOitaval
somaOitaval
somaOitavaz
somaOitava3

somaOitavad

% Soma das medias das amplitudes

= sum(spc_block_matrix_oit0_mean
= sum(spc_block_matrix_oitl_mean

( )
( )
= sum(spc_block_matrix_oit2_mean);
( )
( )

spectrum_bloco(c*xi+12:cxi+21);

spectrum_bloco (c*xi+22:cxi+41);

spectrum_bloco(cxi+42:cxi+80);

% media das amplitudes de todas as Jjanelas para as oitava

mean (spc_block_matrix_oitmenos2);
mean (spc_block_matrix_oitmenosl);

mean (spc_block_matrix_oit0

7
mean (spc_block _matrix_oitl);

4

4

( )
( )
mean (spc_block _matrix_oit2);
mean (spc_block_matrix_oit3)
( )

4

mean (spc_block_matrix_oit4
de todos os elementos das oitavas

sum (spc_block_matrix_oitmenos2_mean);

sum (spc_block_matrix_oitmenosl_mean);

4

4

sum (spc_block_matrix_oit3_mean);

sum (spc_block_matrix_oit4_mean);

%$Soma geral de todas as oitavas

somatotal =

somaOitavamenos2?2 + somaOitavamenosl + somaOitavalO +

somaOitaval + somaOitava2 + somaOitava3 + somaOitavai;

%Porcentagem de amplitude por oitava do arquivo de entrada a ser comparado

vetorCaracteristico =

[somaOitavamenos2 somaOitavamenosl somaOitava0
somaOitaval somaOitava2 somaOitava3 somaOitavadl]...
/somatotal * 100;

gerPadraoSeloc.m

function [padrao]l= gerPadraobeloc (x1l,x2,x3,x4,x5)

%$GERPADRAOSELOC Programa que calcula o padrao (tom equivalente / oitava)
% de cadalocutor.

% Recebe como entrada os 5 arquivos (wav) de treinamento e
% gera como saida o padrao desse locutor.

$Autores: Roberto F. B. Sotero Filho e Helio Magalhaes de Oliveira
$E-mail: rsotero@hotmail.com e hmo@ufpe.br

%$Universidade: Universidade Federal de Pernambuco

%$Data: 04/06/2008

vetorCaract (x1);
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ansl=ans;
vetorCaract (x2) ;
ans2=ans;
vetorCaract (x3);
ans3=ans;
vetorCaract (x4);
ans4=ans;
vetorCaract (x5) ;

ansb5=ans;

% geracao do padrao

(media dos 5 vetores caracteristicos de treinamento

padrao = (ansl+ans2+ans3+ansé4+ans5)/5;

end

gerPadraoEdit.m

function [padrao]l= gerPadraoEdit (x1,x2,x3,x4,x5,x6) %acrescentar entradas
$GERPADRAOEDIT Programa, editavel pelo usuario, que calcula o padrao (tom
% equivalente/oitava) de cada locutor de acordo com procedi-
% mentos disponiveis no Anexo C.

% Recebe como entrada os N arquivos (wav) de treinamento e

% gera como saida o padrao desse locutor.

%$Autores: Roberto F. B. Sotero Filho e Helio Magalhaes de Oliveira
$E-mail: rsotero@hotmail.com e hmo@ufpe.br

$Universidade: Universidade Federal de Pernambuco

$Data: 04/06/2008

vetorCaract (x1);
ansl=ans;
vetorCaract (x2) ;
ans2=ans;
vetorCaract (x3);
ans3=ans;
vetorCaract (x4);
ansd=ans;
vetorCaract (x5) ;
ansb=ans;
vetorCaract (x6) ;

ans6=ans;

% vetorCaract (xN) ;

[)

% ansN=ans;

%geracao do padrao

$exemplo para 6 elocucoes de treinamento

%$acrescentar ou retirar as linhas de codigos de

%$acordo com o numero de elocucoes de treinamento

(media dos N vetores caracteristicos de treinamento
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$padrao = (ansl+ans2+ans3+ans4+ansb+ans6+ansN) /N; %$editavel pelo usuario

%$exemplo para 6 elocucoes de treinamento

padrao = (ansl+ans2+ans3+ansd4+ans5+ans6) /6;

end

myVAD.m

function trimmedX = myVAD (x)

%Author: Olutope Foluso Omogbenigun
$Email: olutopeomogbenigun at hotmail.com
$University: London Metropolitan University
%Date: 02/08/07

%$Syntax: trimmedSample = myVAD2 (samplex) ;

$This function accepts an audio sample 'samplex' as input and returns a
$trimmed down version with non-speech sections trimmed off. Also known as
$voice activity detection, it utilises the algorithm due to Rabiner &
$Sambur (1975)

Ini = 0.1; $Initial silence duration in seconds

Ts = 0.01; $Frame width in seconds

Tsh = 0.005; $Frame shift in seconds

Fs = 16000; $Sampling Frequency

counterl = 0;

counter2 = 0;

counter3 = 0;

counterd = 0;

ZCRCountf = 0; $Stores forward count of crossing rate > IZCT
ZCRCountb = 0; %$As above, for backward count

ZTh = 40; %$Zero crossing comparison rate for threshold
w_sam = fix (Ts*Fs); $No of Samples/window
o_sam = fix (TshxFs); $No of samples/overlap

lengthX = length (x);

segs = fix((lengthX-w_sam)/o_sam)+1; $Number of segments in speech signal
sil = fix((Ini-Ts)/Tsh)+1; $Number of segments in silent period
win = hamming (w_sam) ;

Limit = o_samx* (segs—-1)+1; %$Start index of last segment
FrmIndex = l:o_sam:Limit; %$Vector containing starting index

$for each segment
ZCR_Vector = zeros(l,segs); %$Vector to hold zero crossing rate

%$for all segments
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$Below code computes and returns zero crossing rates for all segments in
%speech sample
for t = 1l:segs
ZCRCounter = 0;
nextIndex = (t-1)+*o_sam+1l;
for r = nextIndex+l: (nextIndex+w_sam—1)
if (x(r) >= 0) && (x(r-1) >= 0)

elseif (x(r) >= 0) && (x(r-1) < 0)
ZCRCounter = ZCRCounter + 1;
elseif (x(r) < 0) && (x(r-1) < 0)

elseif (x(r) < 0) && (x(r-1) >= 0)
ZCRCounter = ZCRCounter + 1;
end
end
ZCR_Vector (t) = ZCRCounter;

end

%$Below code computes and returns frame energy for all segments in speech

%$sample
Erg_Vector = zeros(l,segs);
for u = l:segs
nextIndex = (u-1)~*o_sam+1l;
Energy = x(nextIndex:nextIndex+w_sam-1) .*xwin;
Erg_Vector (u) = sum(abs (Energy));
end
IMN = mean (Erg_Vector(l:sil)); %Mean silence energy (noise energy)
IMX = max(Erg_Vector); $Maximum enerqgy for entire utterance
I1 = 0.03 % (IMX-IMN) + IMN; %$I1 & I2 are Initial thresholds
I2 = 4 % IMN;
ITL = min(I1,I2); %$Lower energy threshold
ITU = 5 * ITL; %Upper energy threshold

IZC = mean (ZCR_Vector(l:sil)); Smean zero crossing rate for silence region
stdev = std(ZCR_Vector(l:sil)); %standard deviation of crossing rate for

%$silence region

IZCT = min(ZTh, IZC+2xstdev) ; %Zero crossing rate threshold

indexi = zeros(l, lengthX); $Four single-row vectors are created

indexj = indexi; %$in these lines to facilitate computation
%below

indexk = indexi;

indexl = indexi;

$Search forward for frame with energy greater than ITU
for i = l:length(Erg_Vector)
if (Erg_Vector (i) > ITU)




ANEXO B. Cddigos Fonte (RAL) 255

counterl = counterl + 1;
indexi (counterl) = i;
end
end

ITUs = indexi (1);

$Search further forward for frame with energy greater than ITL
for j = ITUs:-1:1
if (Erg_Vector(j) < ITL)

counter?2 = counter2 + 1;
indexj (counter2) = 7J;
end
end
start = indexj(1)+1;

Erg_Vectorf = fliplr (Erg_Vector);%Flips round the energy vector
$Search forward for frame with energy greater than ITU
$This is equivalent to searching backward from last sample for energy > ITU
for k = 1l:length(Erg_Vectorf)
if (Erg_Vectorf (k) > ITU)
counter3 = counter3 + 1;
indexk (counter3) = k;
end
end
ITUf = indexk (1);

%$Search further forward for frame with energy greater than ITL
for 1 = ITUf:-1:1
if (Erg_Vectorf(l) < ITL)

counter4 = counterd + 1;
indexl (counterd) = 1;
end
end
finish = length(Erg_Vector)-indexl (1l)+1;%Tentative finish index

%$Search back from start index for crossing rates higher than IZCT

BackSearch = min(start,25);
for m = start:-1l:start-BackSearch+1
rate = ZCR_Vector (m);
if rate > IZCT
ZCRCountb = ZCRCountb + 1;

realstart

my
end

end

if ZCRCountb > 3
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start = realstart; $If IZCT is exceeded in more than 3 frames
$set start to last index where IZCT is
$exceeded

end

$Search forward from finish index for crossing rates higher than IZCT
FwdSearch = min(length (Erg_Vector)-finish,25);
for n = finish+l:finish+FwdSearch
rate = ZCR_Vector (n);
if rate > IZCT
ZCRCountf = ZCRCountf + 1;
realfinish = n;
end
end
if ZCRCountf > 3
finish = realfinish; $If IZCT is exceeded in more than 3 frames

$set finish to last index where IZCT is

%exceeded
end
x_start = FrmIndex(start); %actual sample index for frame 'start'
x_finish = FrmIndex (finish-1); %actual sample index for frame 'finish'

trimmedX = x(x_start:x_finish); %$Trim speech sample by start and finish

$indices
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ANEXO C — MANUAL PARA
GERACAO DO PADRAO DE VOZ

Procedimentos que o usudrio dever realizar caso necessite acrescentar mais de 5 elocucdes de

treinamento para geracdo do padrdo do locutor.

* Abrir MATLAB (versdes acima de 2013) e selecionar o diretério do sistema de RAL;

* no prompt de comando do MATLAB, chamar todas as elocugdes selecionadas para
treinamento através do comando “audioread’;

— exemplo para elocugdes gravadas no diretério “C:\”:

>> elocl = audioread('C:\elocucaol.wav');

>> eloc2 = audioread('C:\elocucao2.wav'):;

>> elocN = audioread('C:\elocucaoN.wav');

* editar algoritmo gerPadraoEdit (disponivel na pasta principal do sistema de RAL

proposto contido no CD anexo) da seguinte forma:

a) acrescentar quantidade de entradas na funcao de acordo com o ntimero N de elocugdes
de treinamento;

— exemplo:

function [padraol]= gerPadraokdit (x1,x2,x3,x4,x5,x6,...,xN)

b) acrescentar linhas de c6digos para a chamada do algoritmo vetorCaract, também de
acordo com o nimero N de elocugdes de treinamento;

— exemplo:

vetorCaract (x1);
ansl=ans;
vetorCaract (x2) ;
ans2=ans;
vetorCaract (x3) ;
ans3=ans;

vetorCaract (xN)
ansN=ans;
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c) acrescentar linhas de c6digos para obter o padrdo de acordo com o nimero N de
elocucdes de treinamento;

— exemplo:

padrao = (ansl+ans2+ans3+ans4+ans5+...+ansN) /N

* salvar algoritmo gerPadraoEdit;

* No prompt de comando do MATLAB, chamar o algoritmo gerPadraoEdit da seguinte

forma:

>> gerPadraoEdit (elocl,eloc2,eloc3,eloc4,eloc5,...,elocN)

* Copiar os valores gerados pelo sistema e substituir nas linhas do arquivo exemploPadrao.txt,
separados por virgula, de acordo com o exemplo abaixo. Renomear, também,
“nomedolocutor]” para o nome do locutor detentor do padrao;

—exemplo (locutorl = André):

ans =

7.6635 13.1833 23.2021 28.9004 11.0877 8.7292 7.2339

oo woserowelEl 5]

‘Arquivo Editar Formatar Exibir Ajuda

vetornomes ,matrizpadrao_1,matrizpadrao_2,matrizpadrao_3,matriz . '
padrao_4,matrizpadrao_5,matrizpadrao_6,matrizpadrao_7 J

André,7.6635,13.1833,23.2021,28.9004,11.0877,8.7292,7.2339
NomeloCuTor2, XXX, XXX, XXX, XXX, XXX, XXX, XXX
nomelocutor 3, XXX, XXX, XXX, XXX, XXX, XXX, XXX
nomelocutord , XXX, XXX, XXX, XXX, XXX , XXX , XXX
NOomMe 1oCUTOr S, XXX, XXX, XXX, XXX, XXX , XXX , XXX
NOomMeTOCUTOrN, XXX, XXX, XXX, XXX, XXX , XXX , XXX

* Fazer o mesmo procedimento para os demais locutores, completando as outras linhas do
arquivo exemploPadrao.txt;

— exemplo para 6 locutores (André, Arthur, Roberto, Victor, Caio e Daniel):

e

Arquivo Editar Formatar Exibir Ajuda

vetornomes ,matrizpadrao_1,matrizpadrao_2,matrizpadrao_3,matriz .
padrao_4 ,matrizpadrao_5,matrizpadrao_6,matrizpadrao_7 i
|André,7.6635,13.1833,23.2021,28.9004,11.0877,8.7292,7.2339
Arthur,9.9910,9.2412,34.0001,21.5977,13.0669,7.7683,4.3344
Roberto,9.5366,16.7955,23.3112,25.7084,11.9950,7.2625,5.3903
victor,6.7399,13.5792,23.8995,29.2026,10.3029,9.1512,7.1244
Caio,3.9519,9.8190,27.7399,36.1761,11.1124,7.0668,4.1336
paniel,6.2404,15.0329,25.9528,24.8450,15.5275,7.9255,4.4755

m
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* Salvar arquivo exemploPadrao.txt com o nome que desejar.

Ao finalizar esses procedimentos, o arquivo conterd todos os padrdes de voz dos N locutores, e

estard habilitado para ser alimentado no software RecLoc.



260

ANEXO D - CD

Este anexo inclui um CD contendo:

* Versdao em pdf desta dissertacio;

Algoritmos do vocoder proposto;

Algoritmos do sistema de RAL proposto;

Arquivos de voz utilizados nos testes.
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