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RESUMO

Sistemas de recomendacgéo tém desempenhado um papel importante em diferentes
contextos de aplicacdo (e.g recomendacdo de produtos, filmes, mdasicas, livros,
dentre outros). Eles automaticamente sugerem a cada usuario itens que podem ser
relevantes, evitando que o usuario tenha que analisar uma quantidade gigantesca de
itens para realizar sua escolha. Filtragem colaborativa (FC) é a abordagem mais
popular para a construcdo de sistemas de recomendacdo, embora sofra com
problemas relacionados a esparsidade dos dados (e.g., usuarios ou itens com
poucas avaliacdes). Neste trabalho, investigamos a combinacdo de técnicas de FC,
representada pela técnica de Fatoracdo de Matrizes, e técnicas de recomendagao
baseada em confianca (RBC) em redes sociais para aliviar o problema da
esparsidade dos dados. Sistemas de RBC tém se mostrado de fato efetivos para
aumentar a qualidade das recomendacfes, em especial para usuarios com poucas
avaliacOes realizadas (e.g., usuarios novos). Entretanto, o desempenho relativo
entre técnicas de FC e de RBC pode depender da quantidade de informacéo util
presente nas bases de dados. Na arquitetura proposta nesse trabalho, as predi¢des
geradas por técnicas de FC e de RBC sdo combinadas de forma ponderada através
de medidas de esparsidade calculadas para usuarios e itens. Para isso, definimos
inicialmente um conjunto de medidas de esparsidade que seréo calculadas sobre a
matriz de avaliacfes usuarios-itens e matriz de confianca usuarios-usuarios. Através
de experimentos realizados utilizando a base de dados Epinions, observamos que a
proposta de combinacao trouxe uma melhoria nas taxas de erro e na cobertura em

comparacao com as técnicas isoladamente.

Palavras-Chave: Sistemas de Recomendacdo. Filtragem Colaborativa.
Fatoracédo de Matriz. Sistemas de Recomendacéo Baseados em Confianca. Medidas

de Esparsidade.



ABSTRACT

Recommender systems have played an important role in different application
contexts (e.g recommendation of products, movies, music, books, among others).
They automatically suggest each user items that may be relevant, preventing the
user having to analyze a huge amount of items to make your choice. Collaborative
filtering (CF) is the most popular approach for building recommendation systems,
although suffering with sparsity of the data-related issues (eg, users or items with few
evaluations). In this study, we investigated the combination of CF techniques
represented by matrix factorization technique, and trust-based recommendation
techniques (TBR) on social networks to alleviate the problem of data sparseness.
TBR systems have in fact proven to be effective to increase the quality of the
recommendations, especially for users with few assessments already carried out
(e.g., cold start users). However, the relative performance between CF and TBR
techniques may depend on the amount of useful information contained in the
databases. In the proposed architecture in this work, the predictions generated by CF
and TBR techniques are weighted combined through sparsity measures calculated to
users and items. To do this, first we define a set of sparsity measures that will be
calculated on the matrix of ratings users-items and matrix of trust users-users.
Through experiments using Epinions database, we note that the proposed
combination brought an improvement in error rates and coverage compared to

combined techniques.

Keywords: Recommender Systems. Collaborative Filtering.  Matrix

Factorization. Trust-Based Recommendation Systems. Sparsity Measures.
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1 INTRODUCAO

Atualmente, com a grande quantidade de produtos, servicos, livros, revistas,
trabalhos cientificos, musicas, amigos em redes sociais, e outras infinidades de itens
gue 0s usuarios se deparam no uso da internet, sistemas de recomendacao tém se
tornado uma ferramenta importante para fornecer recomendacfes mais

personalizadas a esses usuarios.

Dentro deste contexto, a Filtragem Colaborativa (FC) se apresenta como a
abordagem mais popular em sistemas de recomendacdo e grande parte dos
sistemas comerciais online utilizam essa abordagem para recomendar produtos para
seus clientes (SU & KHOSHGOFTAAR, 2009; LIU & LEE, 2010). FC trabalha sobre
avaliagbes prévias do usuario sobre itens, para recomendar itens que o usuario
ainda n&o avaliou. E assumido, em FC, que se dois usuarios avaliaram um conjunto

de itens de maneira similar, eles também possuem gostos similares.

Duas abordagens tém tido destague em FC: (1) técnicas baseadas em
vizinhanca (ou baseadas em memoria) (SARWAR et al., 2001; DESHPANDE &
KARYPIS, 2004); e (2) técnicas baseadas em modelos utilizando fatoracdo de matriz
(MNIH & SALAKHUTDINOV, 2007; KOREN et al., 2009) . A FC baseada em
vizinhanca realiza a recomendacao apos ter calculado um conjunto de k vizinhos
mais similares ao usuario alvo. Uma medida é utilizada para calcular o grau de
similaridade entre dois usuarios a partir do conjunto de itens em comum que eles
avaliaram. A Fatoracdo de Matrizes (FM), por sua vez, usa técnicas de
decomposicdo de matrizes aplicadas a matriz de avaliacdes de usuarios a itens. A
decomposicao € realizada para encontrar fatores latentes que sdo utilizados entéo
para comparar usuarios e itens. Técnicas de FM em geral superam as técnicas
baseadas em memoria em termos de desempenho preditivo (KOREN et al., 2009;
SU & KHOSHGOFTAAR, 2009).

Apesar de sua grande popularidade, FC sofre de algumas fraquezas
intrinsecas. Essas fraquezas estdo relacionadas principalmente a problemas de
esparsidade nas bases de dados de sistemas reais (i.e. Usuarios e Itens com
poucas avaliacfes). Sistemas de recomendacdo baseados em confianca (RBC) tém

surgido mais recentemente, como uma das formas de lidar com o problema de
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bases de dados esparsas, fazendo uso de informacdes potencialmente Uteis
contidas em redes sociais. Tipicamente a FC tradicional ignora as informacdes das
redes sociais (e.g., relacdes de amizade ou confianca), pois ela se baseia apenas

nas informacdes de avaliacdo dos usuérios em itens.

Por exemplo, um usuario novo pode néo ter avaliado ainda uma quantidade
suficiente de itens de forma a receber boas recomendacdes por parte de um sistema
tradicional de FC. No entanto, esse usuario pode estar conectado em uma rede a
um bom numero de amigos que ja avaliaram itens. Desta forma, a recomendacao
para o usuario alvo poderia ser feita considerando os gostos e preferéncias dos seus

amigos na rede social.

1.1. CONTEXTO DA DISSERTACAO

Para amenizar problemas com a esparsidade dos dados, alguns trabalhos vém
incorporando informacdes de confiangca nos modelos de FC. Segundo Yang et al.
(2014), a grande maioria desses trabalhos se dividem em incorporar confianga em
dois casos: (1) dentro dos modelos de FC baseada em vizinhanca ou (2) dentro do
modelo de FM.

Por exemplo, Massa e Avesani (2007a) propuseram uma medida de confianca,
chamada MoleTrust, que calcula o nivel de confianca entre dois usuarios na rede.
Em seu trabalho, eles avaliaram a troca de uma medida de similaridade tradicional
pela medida MoleTrust, em uma arquitetura de FC baseada em vizinhanca. Os
resultados mostraram que para usuarios com poucas avaliacbes, 0s vizinhos
formados pela medida de confianga forneciam melhores recomendagfes que 0s
vizinhos formados pela medida de similaridade tradicional. Deste modo, a medida de
confiangca conseguiu amenizar a fraqueza dos usuarios com poucas avaliacdes em
FC.

Mais recentemente, alguns trabalhos (MA et al., 2009; JAMALI & ESTER; 2010;
BAO & ZHANG; 2014) incorporam informacdes de confiangca aos modelos de FM.
Esses trabalhos melhoraram a qualidade da recomendagdo incorporando uma
matriz de confianca usuarios-usuarios dentro do modelo tradicional de FM, que

utiliza apenas a matriz de avaliacdo usuarios-itens. Os resultados desses trabalhos
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mostram que o0 uso de confianga nos modelos de FM consegue amenizar 0s

problemas de usuarios com poucas avaliagdes e diminuir o erro da recomendacao.

Nesta dissertagdo, a técnica de FC (Fatoracdo de Matriz) e de sistemas de RBC
(MoleTrust) serdo combinadas através do uso de medidas de esparsidade de dados
com o intuito de melhorar a predicdo das avaliacbes de usuarios a itens. Nos
experimentos realizados por Massa e Avesani (2007a), técnicas de RBC se
destacam para usuarios com poucas avaliagées, enquanto que técnicas tradicionais
de FM (KOREN et al.,, 2009) se mostraram superiores para usuarios com muitas
avaliacdes sobre itens, ou seja, as duas abordagens possuem bons resultados em
porcoes diferentes dos dados, dependendo da presenca de informacéo relevante.
Motivado por essas observagdes, a arquitetura proposta neste trabalho pondera as
predicOes realizadas por cada abordagem através de um peso definido a partir de
medidas de esparsidade dos dados. O intuito de usar essas medidas € dar um peso
maior para as predi¢cdes fornecidas pelo método baseado em confiangca quando o
usuario tiver poucas avaliacdes (esparsidade alta da matriz de avaliagbes usuarios-
itens) ou muitos amigos (esparsidade baixa da matriz de confianca usuarios-
usuarios). Para usuarios com muitos amigos, esperamos que exista uma quantidade
de informacao util maior para que RBC forneca boas recomendacfes. No entanto,

esta ultima condi¢édo néo foi analisada na literatura até o momento.

1.2. OBJETIVOS

Diante do que foi exposto na secdo anterior, esse trabalho tem como objetivo

principal:

e Investigar a combinacdo de FC com RBC utilizando medidas de

esparsidade.
Para alcancar o objetivo principal deste trabalho, pretendemos também:

e Fazer uma revisdo dos assuntos envolvidos na dissertacdo e descrever
alguns trabalhos relacionados.

e Propor medidas de esparsidade para combinacdo de FC e RBC.
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e Realizar experimentos que verifiguem a eficacia da proposta que combina
as duas abordagens através das medidas de esparsidade em relacéo aos
algoritmos isoladamente.

e Analisar os resultados diante de métricas que avaliem a qualidade da
predicdo das avaliacdes.

e Investigar a eficacia da arquitetura proposta para aliviar os problemas

relacionados a usuarios com poucas avaliacoes.

1.3. ESTRUTURA DO TRABALHO
Esta dissertacao esta organizada da seguinte forma:

Capitulo 2 — Este capitulo fard uma breve introducdo sobre sistemas de
recomendacao e as principais abordagens utilizadas, dentre elas estd a FC que € o
foco deste capitulo. Serdo apresentados conceitos fundamentais de FC, os
principais desafios de FC e as duas principais abordagens: FC baseada em memdéria
e FC baseada modelos. Sera descrito com mais detalhes o modelo de FM em

recomendacao, ele sera o algoritmo de FC utilizado neste trabalho.

Capitulo 3 - Este capitulo abordard os sistemas de RBC. Serdo
apresentados alguns conceitos iniciais sobre este tema, uma explicacdo sobre
medidas de confianga globais e locais e como confianga tem sido incorporada na
abordagem de FC. Serdo apresentados trabalhos que envolvem FC baseada em

memoria utilizando confianca e FC baseada em modelos utilizando confianca

Capitulo 4 — Este capitulo apresentara a arquitetura proposta que combina
FC e RBC através de medidas de esparsidade. Ser4 apresentada a motivagédo para
o desenvolvimento da arquitetura, os componentes da arquitetura e as medidas de

esparsidade que foram propostas.

Capitulo 5 — Este capitulo apresentard a metodologia utilizada para os
experimentos e os algoritmos que serdo comparados. Sera descrita a base de

dados, métricas de avaliagbes e como foi feita a divisdo dos dados.

Capitulo 6 — Este capitulo fara a apresentacdo e andlise dos resultados dos
experimentos auxiliados por tabelas e gréficos. Sera avaliada se a proposta
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apresentada neste trabalho trouxe alguma melhoria em relagdo aos algoritmos que

foram comparados.

Capitulo 7 — Este capitulo apresentara as conclusdes da dissertacdo, os

pontos mais relevantes e descricdo de possiveis trabalhos futuros.
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2 SISTEMAS DE RECOMENDACAO

Este capitulo esta organizado do seguinte modo. A secao 2.1 fara uma breve
introducéo sobre sistemas de recomendacéo e as principais abordagens utilizadas.
Na secao 2.2, serdo apresentados conceitos fundamentais de FC. Na secéo 2.3, 0s
principais desafios de FC e trabalhos relacionados a esses desafios. Nas secdes 2.4
e 2.5, serdo apresentadas as abordagens de FC baseada em memoéria e FC
baseada modelos, respectivamente. Na secao 2.6, sera descrito com mais detalhes

o modelo de FM em recomendacao.

2.1. INTRODUCAO AOS SISTEMAS DE RECOMENDAGAO

Atualmente, com a grande quantidade de produtos, servicos, livros, revistas,
trabalhos cientificos, musicas, amigos em redes sociais, e outras infinidades de itens
gue o0s usuarios se deparam no uso da internet, torna-se de grande importancia um
sistema que ajude o usuéario a escolher produtos ou informagées que mais lhe
agradam. Seja para entretenimento ou trabalho, os sistemas de recomendagé&o
surgiram como uma alternativa Gtil para ajudar ao usuario a encontrar itens que ele

gostaria de obter, diminuindo a sobrecarga de informacdes.

A grande maioria das lojas virtuais ja utliza algum mecanismo de
recomendacdo, possibilitando assim um aumento das vendas e aumento da
satisfacdo do usuario no uso do sistema. Essas recomendacfes podem variar desde
recomendacdes ndo personalizadas, aquelas que sao apresentadas para todos 0s
usuarios que entram na loja virtual (e.g., Lista dos mais vendidos, lista dos mais
procurados), até recomendacdes mais personalizadas, coletando do individuo suas
preferéncias. Por exemplo, um sistema de recomendacéo pode utilizar o caminho
percorrido pelo usuério no site para coletar informagcdes sobre o interesse deste.
Geralmente as empresas possuem em seus websites a abordagem personalizada e
nao personalizada de recomendacdo. Segundo Kantor (2011), a ndo personalizada
€ geralmente mais simples de ser implementada e pode ser muito util em certas
situacdes (e.g., quando ndo ha um registro Unico para cada usuario). Neste trabalho
estamos interessados apenas em sistemas de recomendagdo que fornecem
recomendacdes personalizadas, em geral esse tipo de sistemas utiliza ferramentas

de inteligéncia computacional.
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Basicamente, podemos dividir os sistemas de recomendacdo em trés
abordagens: a Filtragem Baseada em Conteudo (Content-Based Approach),
Filtragem Colaborativa (Collaborative Filtering Approach) e Abordagem Hibrida
(Hybrid Approach). (ADOMAVICIUS & TUZHILIN, 2005; KANTOR et al., 2011,
FORSATI et al., 2014)

Na Filtragem Baseada em Conteudo (FBC), o sistema cria um perfil de cada
usuario e cada produto para caracterizar sua natureza. Por exemplo, um livro pode
ser caracterizado pelo assunto, autor, editora, ano de publicacéo e outros atributos.
Nesse caso, 0 sistema requer um conjunto de informacdes de contelddo que podem
ser dificil de extrair, dado a grande quantidade de diferentes itens em um sistema de
recomendacdo. A abordagem baseada em conteldo tem suas raizes nas areas de
Recuperacédo de Informacédo e Filtragem de Informacdo (ADOMAVICIUS e TUZHILIN,
2005). Muitos dos sistemas que utilizam essa abordagem trabalham com itens
baseados em textos e conteldos que possam ser descritos através de palavras
chaves.

O sistema de FBC analisa a descricdo e o conjunto de caracteristicas dos
itens previamente avaliados pelo usuéario. Em seguida, o sistema cria um perfil do
usuario baseado nas caracteristicas dos itens que o usuario avaliou (KANTOR et al.,
2011). Algumas das vantagens na utilizacdo dessa abordagem estdo na
independéncia entre os usuarios, transparéncia na recomendacao e recomendacao

para novos itens na base (RICCI et al., 2011).

e Independéncia - A independéncia entre 0s USuarios ocorre, pois na
construgdo do perfil dos usuérios apenas a caracteristicas dos itens
avaliados pelo préprio usuario sao levadas em consideracao.

e Transparéncia — Pelo fato da descrigdo dos itens e o perfil dos usuarios
ser formado por um conjunto explicito de -caracteristicas, torna-se
possivel conhecer a causa de uma lista de itens ter sido apresentada
para um usuario na recomendacao.

e Novos itens — Novos itens podem ser avaliados assim que entram no

sistema e apos terem suas caracteristicas descritivas fornecidas.
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Por outro lado, a recomendagdo baseada em conteddo tem algumas
limitagdes (RICCI et al., 2011).

Limitada analise de conteudo — O namero de caracteristicas coletadas
de um objeto/item tem um limite natural, seja de forma automética ou
manual. Muitos sistemas estdo associados a dominio especifico (e.g.,
filmes, livros, carros). E necessario algum conhecimento do dominio para
a representacao dos itens (e.g., um filme pode ser representado pelos
atores, diretor, categoria, ano). No entanto, nenhum sistema podera
diferenciar dois itens caso eles nédo tenham informacdes suficientes para
diferencia-los.

Superespecializacdo (Over-Specialization) — A FBC ndo é boa
estratégia para recomendar itens ndo esperados. As recomendacoes
tendem a ser logicas e associadas com a representacao do perfil de cada
usuario. Por exemplo, caso um usuario tenha avaliado apenas livros de
um autor o sistema s sera capaz de recomendar livros desse autor.
Novos usuarios — Quando o usuario avalia poucos itens, torna-se dificil
para o sistema de recomendacdo conseguir gerar um perfil rico desse
usuario para poder fornecer boas recomendac¢des. Esse problema pode
ser amenizado quando o sistema de FCB utiliza informagbes
demograficas (e.g., género, idade, endereco, escolaridade) ou

guestionarios apresentados ao usuario (KOREN et al., 2009).

A segunda grande abordagem em sistema de recomendacédo é chamada de

Filtragem Colaborativa (FC). A FC surgiu apos a FBC e atualmente tem atraido mais

atencdo nas pesquisas de sistemas de recomendacdo. No geral, FC supera os

resultados obtidos com a FBC em relacdo a acuracia das recomendac¢fes (KOREN

et al., 2009). Em FC, é bastante comum a recomendacédo de itens ndo esperados

(grau de inovacdo), o que nao ocorre com a FBC que fornece recomendacao

associada com a representacao do perfil do usuario. Ao contrario da FBC, a FC nao

precisa guardar informacgdes descritivas dos itens.

Em FC, a recomendacédo é realizada utilizando apenas as informacdes de

avaliagbes dos usuarios em itens e na similaridade dos gostos entre usuarios

baseada nessas avaliacbes. Por exemplo, o usuario A avaliou os mesmos filmes de
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um usuario B fornecendo notas muito semelhantes. Possivelmente o usuario B pode
ter assistido a um filme que o usuario A ainda ndo assistiu e esse filme tem grandes
chances de ser recomendado através de FC. O grande problema da FC €& com
usuarios que avaliaram poucos itens e itens pouco avaliados (MELVILLE et al.,
2002; KOREN et al., 2009). Neste aspecto, a FBC é superior (KOREN et al., 2009).
Sistemas de FBC podem utilizar outros meio além das avaliacdes de usuérios a
itens para construir o perfil dos usuérios (e.g., dados fornecidos pelos usuarios) e

assim amenizar esse problema.

Com o objetivo de superar as limitacdes de ambas as abordagens surgiram
algoritmos hibridos unindo FC e FBC. Um exemplo dessa abordagem é o trabalho
de Melville et al. (2002), no qual foi utilizado conteddo externo de informacgfes

textuais para superar problemas da FC com 0s novos USUarios e novos itens.

Nesta dissertacdo, ndo trabalharemos com técnicas de filtragem baseada em
conteudo. O foco desta dissertacdo serd em FC e como o uso de informacgdes de

confianca entre usuarios pode ajudar a superar os problemas dessa abordagem.

2.2. FILTRAGEM COLABORATIVA

A Filtragem colaborativa € uma abordagem que assume que se dois usuarios
A e B avaliaram um conjunto de N itens de maneira similar, eles possuem também
gostos similares. A FC utiliza as informacgdes explicitas (e.g., avaliagcbes de usuarios
sobre produtos ou informagfes) ou avaliag6es implicitas (e.g., visita do usuario ao
produto, compra do produto, assistir um filme, ouvir uma muasica) para poder realizar
a recomendacao (SU & KHOSHGOFTAAR, 2009). Em FC, basta apenas guardar um
identificador para cada usuario e item dos dados, e uma lista de itens que o0 usuario
avaliou. Diferentemente da FBC, a FC € livre de dominio e ndo necessita guardar
informacdes sobre as caracteristicas dos itens (KOREN et al., 2009). Isto significa
que toda a informacdo utilizada em FC deriva exclusivamente do julgamento
humano, permitindo assim um conjunto de dados repleto de conhecimento tacito
dificil de representar (SAMPAIO, 2006).

Digamos que em um sistema de recomendacao que utiliza FC, os usuarios
podem avaliar um conjunto de itens de qualquer natureza (e.g., produtos eletrénicos,

filmes ou servicos de hotéis) em uma escala que vai de 1 a 5, com 1 indicando que o
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usuario ndo gostou do item ou gostou muito pouco e 5 quando o usuério gostou
muito do item. Em um cenario tipico, os dados deste sistema sdo representados
através de uma matriz, onde usuarios estdo dispostos em linhas e itens dispostos
em colunas. No caso de um sistema de recomendacao de filmes, uma matriz de

usuarios x itens utilizando a escala mencionada seria semelhante a da tabela 3.1.

Tabela 2.1 - Exemplo de matriz de usuarios x itens

Os Vingadores Shrek O Poderoso Cheféao
Marcos 4 2
Silvia 3 1
Pedro ? 4 2

Na tabela 2.1, Pedro seria o usuario ativo para o qual ndés gostariamos de
predizer a nota para o filme “Os Vingadores”. Possivelmente, podem existir alguns

ou varios valores faltantes (matriz muito esparsa) em uma matriz deste tipo.

2.3. DESAFIOS EM FILTRAGEM COLABORATIVA

Naturalmente, a FC também apresenta alguns problemas e desafios. Muitos
desses problemas tém sido estudados e tém sido fonte de diversos trabalhos em
FC. Grandes companhias como Amazon® e eBay? utilizam FC em suas lojas virtuais
(LINDEN et al., 2003). Essas companhias operam com um conjunto muito grande de
produtos e usuarios. Uma melhoria na acuracia da recomendacéo traria um grande

retorno para essas companhias.

Alguns dos principais desafios em filtragem séo os seguintes:

' www.amazon.com
2 www.ebay.com
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e Esparsidade dos dados

A esparsidade dos dados pode ser observada pela grande quantidade de
avaliacdes faltantes na matriz de usuarios x itens (Ver tabela 1). Esse problema
ocorre com frequéncia nos sistemas reais de recomendacédo, pois existe uma
enorme quantidade de itens (Sobrecarga de Informacdes) para a capacidade dos
usuarios em avalid-los, podendo acontecer de itens ndo terem nenhuma

avaliacao.

O problema da esparsidade dos dados pode causar uma baixa da
cobertura da recomendacdo (SU & KHOSHGOFTAAR, 2009). Itens que nao
tiveram nenhuma avaliagdo ndo conseguem ser preditos utilizando apenas FC.
Cobertura pode ser definida como o percentual de itens relevantes que o

algoritmo consegue recomendar.

Para lidar com problemas de grande esparsidade dos dados os autores
(MNIH & SALAKHUTDINOV, 2007; KOREN et al., 2009) utilizaram a técnica de
Decomposicdo em Valores Singulares (SVD, do inglés: Singular Value
Decomposition) para reduzir a dimensionalidade da matriz de usuarios-itens

(matriz de avaliacdes).

A esparsidade da base esta diretamente relacionada a problemas como
usuarios novos (usuarios com poucas avaliacbes) e itens novos, embora seja
possivel encontrar usuarios novos em bases densas e usuarios com muitas

avaliagdes em bases esparsas.

e Problema do Usuéario Novo ou Usuério com Poucas Avaliacdes (Cold
Start User)

O problema de usuarios novatos ocorre com usuarios que acabaram de
entrar no sistema ou usuarios que ndo possuem o habito de realizar avaliacdes.
Isto representa um grande problema para os sistemas de recomendacdo, pois
eles ndo conseguem fornecer recomendacdes personalizadas para estes
usuarios utilizando FC (Bobadilla et al., 2013). Desde as primeiras avaliacdes de

um usuario, o sistema comeca a ser habilitado a recomendar, embora seja
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necessario um numero suficiente de avaliagdes para que a recomendacédo tenha

uma confiabilidade razoavel.
e Problema do Item Novo ou Item com Poucas Avaliacfes

O mesmo problema que acontece com usuarios também acontece com 0s
itens novos que entram no sistema. Itens novos que nao foram avaliados por
nenhum usuério ndo podem ser recomendados ficando de fora da recomendacéo
por FC até que algum usuario os avalie. Esse problema também é denominado
de Recomendacdo de Cauda Longa (Long Tail Recomendation) por alguns
autores como Shi et al. (2014) e Anderson (2006). A cauda longa € um fendmeno
que ocorre no gréafico mostrado na figura 2.1. Nos sistemas reais € comum que
se tenha alguns itens muito populares com mais de 1000 avaliagdes enquanto a
grande maioria dos itens tem poucas avaliacées. Em um sistema que recomenda
filmes, por exemplo, a recomendacao de um filme menos popular, que seria mais
dificil de o usuario descobrir informacdes, resulta em uma grande satisfacdo dos
usuarios (SHI et al., 2014). O problema do item novo tem menos impacto sobre
0s sistemas de recomendacdo que o problema do usuario novo, pois esses
sistemas podem criar politicas de propaganda para esses itens (Bobadilla et al.,
2013).

§ 40000 § 250000

4 : % _:

§ 30000 et

= : > 150000

g A $ 100000

t 10000 oo

£ £

E 0 P S E 0 3
0 50 100 150 0 50 100
numero de itens numero de itens

(a) MovieLens (b) Netflix

Figura 2.1 - Distribuicdo de cauda longa no conjunto de dados MovieLens e Netflix. O
ponto (x,y) significa que x itens tiveram y avaliacdes. Fonte: Shi et al., 2014.
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e Usuario Ovelha Negra.

Ocorre geralmente com aqueles usuarios que tém avaliado um conjunto
de itens ndo usuais, ou seja, poucos ou henhum usuario tém gostos similares ao
dele. O sistema de recomendacgédo ndo consegue descobrir bons vizinhos para
esse tipo de usuério, apresentando geralmente uma recomendagdo com pouca
confiabilidade. Existem também os casos descritos como usuario ovelhas cinza
(SU & KHOSHGOFTAAR, 2009). Neste caso, 0s usuarios tém avaliado itens que
ja foram avaliados por outros usuérios, mas as avaliagGes deles ndo concordam

com as avaliagdes de outros usuarios.

A estratégia mais comum para amenizar os problemas de usuérios e itens
novos é buscar informacgdes adicionais ao conjunto de avalia¢cdes de usuarios sobre
itens. Geralmente sao utilizados algoritmos hibridos que combinam FC com outros
tipos de recomendacdo (e.g., filtragem baseada em conteddo, recomendacéo
baseada em dados demograficos e recomendacéo baseada em redes sociais) (SU &
KHOSHGOFTAAR, 2009). Um dos primeiros trabalhos (BALABANOVIC &
SHOHAM, 1997), desenvolvido na Universidade de Stanford em 1997, aplicou FC
em conjunto com a recomendacdo baseada em conteddo em um sistema de
recomendacdo de paginas web chamado FAB. A proposta hibrida permitiu superar
algumas fraquezas das duas abordagens, inclusive recomendacdo para usuarios
novos e itens novos. Ja Loh et al. (2009) utilizaram uma representacdo do perfil do
usuario obtida a partir das informacfes das suas publicacdes cientificas para aliviar
0 problema com usuérios novatos. Enquanto Martinez et al. (2009) apresentaram um
sistema hibrido que combinava FC com técnicas de aprendizagem baseado em

conhecimento.

Do mesmo modo, a recomendacao para usuarios ovelhas negra ou ovelhas
cinza pode ser realizada através da combinacdo de FC com a FBC (Bobadilla et al.,
2013). Massa e Avesani (2007a) mostraram que a utilizagdo de informacdo de
confiangca entre usuarios pode melhorar a qualidade da recomendacédo para 0s

casos de usuario novo e usuario ovelha negra.
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2.4. FILTRAGEM COLABORATIVA BASEADA EM MEMORIA

As duas principais abordagens em FC sdo: baseada em memoria (memory-
based) e a baseada em modelo (model-based). Nesta secédo, € descrita a primeira
delas.

As abordagens baseadas em memodria sdo as mais populares e mais
utilizadas pelos sistemas comerciais que adotam FC (MA et al., 2008). Elas
correspondem as primeiras geracdoes de técnicas em FC. Seu funcionamento é
baseado no célculo de similaridades entre usuarios (baseado em usuario) ou itens
(baseado em itens). Na abordagem baseada em usuéario (BREESE et al., 1998;
MASSA & AVESANI, 2007a), o usuario ativo tem sua nota predita para um item (com
nota desconhecida) baseado nas notas fornecidas por um conjunto de N usuérios
similares a ele e que ja tenham avaliado o item. Enquanto que na abordagem
baseada em itens (SARWAR et al., 2001; DESHPANDE & KARYPIS, 2004), é
avaliado quem sao os itens mais similares, dentre os previamente avaliados pelo
usuario ativo, ao item cuja nota se deseja predizer, e a partir dai é calculada a nota

predita para aquele item.

As duas abordagens de FC baseada em memoria realizam a predicdo de uma
avaliacdo através de 2 passos bastante semelhantes. A seguir sera descrita a
abordagem por usuério, contudo, para maiores detalhes da abordagem baseada em
itens, o trabalho de Sarwar et al. (2001) podera ser consultado.

Na abordagem baseada em usuario (Figura 2.2), o primeiro passo realiza o
calculo da similaridade entre o0 usuario ativo e 0s outros usudrios da base,
resultando em um peso que reflete grau de similaridade entre cada usuario da base
e 0 usuario ativo. Em geral, sdo procurados os N vizinhos mais similares. O céalculo
de similaridade entre dois usuarios x e y é feito baseado nos itens em comuns que

eles avaliaram.
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K Valores de similaridade

wi) : Riu, i)
Buscar os K usuérios mais ! Calcular a nota do usuario

Ao B
similares de u para o item

Figura 2.2 - FC baseada em memaria

Existem diferentes medidas para calcular a similaridade entre usuarios. A
principal e mais utilizadas delas € o coeficiente de correlacdo de Pearson (CCP),
que assume que dois usuarios avaliaram pelos menos alguns itens em comum para
poder calcular a similaridade. Quando a base de dados cresce e aumenta 0 nimero
de usuarios e itens, o calculo da similaridade entre o usuério ativo e cada usuario da
base pode ser tornar custoso, sendo a escalabilidade um dos problemas
relacionados a esse tipo de abordagem (SU & KHOSHGOFTAAR, 2009).

Para realizar a busca pelos N vizinhos mais similares, diversos trabalhos vém
utilizando CCP (RESNICK et al., 1994, BREESE et al., 1998; MASSA & AVESANI,
2007a; SARWAR et al., 2001). O calculo do CCP é dado pela seguinte férmula, onde

a saida € um valor de similaridade entre o usuario a e o usuario u (Sg ,,).

Sa Y= i=1[(7'a,i - 7_'a)(ru,i_ Tu) (2.1)
Jz;il(ra,i - T2 I (i )

1

Na equacéo acima, o r,; e r,; Sao as avaliagbes do usuario a e usuario u
para o item i, respectivamente; 7, e 7;, S80 as medias das avaliagcdes dos usuarios a
e u, respectivamente. Nesta equagdo m representa o numero de itens que foram
avaliados por a e também por u, ou seja, o calculo apenas leva em consideracao os

itens avaliados pelos dois usuarios.

Em alguns casos, existem poucos itens avaliados em comum entre dois
usuarios. Consequentemente, o valor de similaridade fornecido para esses casos
pode ndo ser muito confiavel. Por exemplo, dois usuarios em sistema de
recomendacao de filmes que possuem poucos filmes avaliados em comum podem

ter valor de similaridade alta pela equacdo 2.1. Herlock et al. (1999) prop0s a
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reducdo da medida de similaridade quando a interse¢cdo do conjunto de itens

avaliados por dois usuarios tiver tamanho menor que 50.

ApoOs o calculo de similaridade entre o usuario ativo e todos 0s outros
usuarios base, é criada uma lista dos tops k usuarios mais similares ao usuario ativo.
No segundo passo da FC, é realizada a predicdo da nota para um item que o
usuario ativo ainda ndo avaliou. A equacao mais utilizada para realizar esse calculo,

que foi descrita por Resnick et al. (1994), é dada por:

ZE:l[(Tu,i_ Ty )Wa,u ]

ZE:l Wau

Pai = g + (2.2)

Onde p,; € a nota de usuario a para o item i, 7, € a média das avaliagdes do
usuario a (usuario ativo), r,,; e 1, séo a avaliagdo de um usuario u para o itemie a
média das avaliacbes do usuario u, respectivamente. O numero de usuarios
similares é dado por n. Finalmente, o w,, € o peso calculado através de alguma

medida de similaridade.

2.5. FILTRAGEM COLABORATIVA BASEADA EM MODELO

A FCBM consiste em gerar modelos (e.g., algoritmos de aprendizagem de
maquina e mineracdo e dados) a partir dos dados, guardando os parametros
aprendidos durante o treinamento. Os modelos gerados a partir da interacdo dos
usuarios com itens guardam representacdes de caracteristicas como, preferéncias
de usuarios e categorias dos itens. As abordagens baseadas em modelos sdo muito
rapidas ap0s os parametros serem aprendidos. Pode-se dizer que enquanto o
gargalo na FCBM ¢ a fase de treinamento, o gargalo da recomendacéo baseada em
memoria seria na fase de predi¢cdo (JAMALI & ESTER, 2010).

Geralmente, algoritmos de classificagdo séo utilizados como modelos de FC
quando as avaliacdes dos usuérios sdo categoricas e modelos de regressdo séo
utilizados quando avaliagdes sao numéricas. Alguns algoritmos ja investigados para
criacdo dos modelos s&do: Redes Neurais (ROH et al., 2003), Classificador
Bayesiano (PARK et al.,, 2007), Sistemas Fuzzy (YAGER, 2003), Algoritmo
Genéticos (GAO & LI, 2008), Fatoracdo de Matriz (JAMALI & ESTER, 2010).
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Essa abordagem é geralmente mais dificil de ser implementada que a
abordagem baseada em memoaria. Por outro lado, de modo geral, a FCBM possui
melhor desempenho de predicdo e melhor cobertura (GUO et al., 2014). Pode
ocorrer uma dificuldade de interpretacdo dos resultados da recomendagao, pois

alguns algoritmos de aprendizagem de maquina funcionam como caixas-pretas.

Apesar de tanto a abordagem baseada em memdria quanto a abordagem
baseada em modelos sofrer com todos os problemas descritos na secédo 2.3, a
abordagem baseada em memaria sofre ainda mais com os problemas de usuarios
novos ou com poucas avaliacdes. Isso é causado pela dificuldade de encontrar os
usuarios mais similares em bases muito esparsas através das medidas de
similaridade. A escalabilidade dos sistemas de recomendac¢éo € outro problema que
afeta mais aqueles que utilizam recomendacédo baseada em memodria. Quando o
namero de usuarios e itens de um sistema cresce muito, o custo computacional de
calcular os k vizinhos mais similares torna-se bastante oneroso. Em resumo,
escalabilidade e esparsidade dos dados sao os dois principais problemas existentes
em recomendacdo baseada em memoéria, e que a recomendacdo baseada em
modelos tenta superar (FORSATI et al., 2014).

Devido ao sucesso alcancado em sistemas de recomendacdo com grande
guantidade de dados, a FM tem se tornado um dos mais populares métodos dentro
da abordagem baseada em modelos (GUO et al.,, 2014). Na proxima secdo, €
descrito um pouco a sobre Fatoracdo de Matrizes, pois ela serd umas das técnicas

utilizadas no trabalho desenvolvido nesta dissertacao.

2.6. FATORACAO DE MATRIZ

A FM é uma técnica baseada em modelos de fatores latentes. Um modelo de
fatores latentes tenta caracterizar os usuarios e itens a partir de um conjunto de k
fatores. Em um sistema de recomendacao de filmes, por exemplo, esses fatores
podem representar uma tendéncia no estilo do filme. Um filme pode durante toda
sua duracéo pertencer a uma serie de categorias, e muitas vezes podem ser dificeis
categoriza-lo em apenas uma, podendo o filme pertencer a diversas categorias com
diferentes graus de pertinéncia. Fatores do modelo de FM podem representar

implicitamente categorias de filmes ou estilo de gostos de pessoas, que estao
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escondidos nos dados e que sao dificeis de interpretar. Uma alta correspondéncia

entre os fatores dos itens e dos usuarios levam a uma recomendacao.

Uma definicdo simples pode ser encontrada no site do Mahout® sobre a FM.
“Na disciplina de algebra linear, a decomposi¢cao ou fatoracdo de matriz € uma
técnica de reducdo de dimensionalidade que fatora a matriz em um produto de

matrizes, usualmente duas”. A figura 3.3 abaixo representa a ideia da decomposigao

de matrizes.
P
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—0.40 0.70 0.27 —-0.27 0.99 0.44 0.39 0.74
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;| 4 17 2 3239 30 24
u, 48 21 27 26 47 38 24 49
u 5 1 2 34 4 3 15|46
ug | 4 3 29/2 4 34 3 5

1
u | 5 225 3 48 4
3

PQt =

Figura 2.3 - Fatoragcdo da matriz R. Fonte: Adaptada de Ma et al. (2008).

Tendo por base a figura 2.3 e utilizando um pouco de notacdo matematica,
definiremos alguns conceitos sobre FM. Chamaremos de R a matriz de usuarios e
itens de dimensGes m x n, onde m € o niUmero de usuarios € n o niamero de itens.
Chamaremos de P e Q duas matrizes de dimensbes m x k e n x k respectivamente,

onde k € o numero de fatores latentes, e o produto de P com a transposta de Q sera

uma matriz R que aproxima R.

R~PxQT=R (3.3)

3 https://mahout.apache.org/users/recommender/matrix-factorization.html
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Deste modo, cada linha de P representa a forca da associacdo de cada um
dos m usuarios com cada um dos k fatores, e cada linha de Q representa a forca da
associacdo de cada item com cada um dos k fatores. A ideia apresentada esta muito
relacionada com a técnica de SVD que identifica fatores latentes seméanticos em
Recuperacdo de Informacdo (KOREN et al.,, 2009). SVD pode ser considerada a
abordagem mais béasica de FM (YANG et al, 2014). Alguns modelos (FUNK, 2006;
MNIH & SALAKHUTDINOV, 2007; KOREN et al., 2009;) vém alterando a ideia
original de SVD e realizando a decomposi¢céo através de duas matrizes apenas (ver

equacdao 3.3), sendo chamados apenas por modelos de fatoracédo de matriz.

Apoés a fatoracdo da matriz R em duas matrizes, podemos calcular a nota
predita de um usuéario u para um item i, a partir de equacédo 3.4. Ela mostra o
produto cartesiano de um vetor p,, com um vetor q; . Sendo p,, um vetor da matriz P
e dimensao k, que representa quanto o usuario u esta relacionado a cada um dos k
fatores. Da mesma forma, o vetor g/ mostra a correlagdo entre um item i e um
conjunto de k fatores. Finalmente, ,; representa o valor predito da nota de um

usuario u para um item i.

Tui = q;'rpu (3.4)

Em um sistema de recomendacdo de filmes, o filme Ghost pode ser
representado por um vetor como (-1; 2; 2.5; 4). Supondo que os 4 fatores do vetor
estejam implicitamente relacionados com as seguintes categorias de género dos
filmes: terror, ficcdo, comédia e romance. Maria € uma usuaria do sistema que tem
aversao por filmes de terror e cujo vetor de caracteristicas e dado por (-1; 1.2; 4; 3).
Pela equacao 3.4, pode-se calcular a nota predita da usuaria para o filme. A nota é

calculada somando o produto dos fatores de Maria com o do filme Ghost.
Tui = —1x(=1) + 2x1.2 + 2.5x4 + 4x3 (3.5)

Note que o fator -1 do filme com o fator -1 da usuéaria sdo multiplicados, e a
troca de sinal reforca que o filme se adéqua ao perfil do usuario.

Uma grande dificuldade para se trabalhar com FM é o grande numero de
valores faltantes. A técnica de SVD convencional ndo esta preparada com matrizes
incompletas. Funk (2006) propds uma evolugcdo no SVD que trabalha ignorando os
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valores faltantes, criando o modelo diretamente com os valores preenchidos. Como
a quantidade de dados preenchidos na matriz R muitas vezes nao passa de 10%,
existe uma preocupacdo com o problema do Superajuste que pode ser evitado
através da inclusdo de um fator regularizacdo no modelo. Evitar o Superajuste é
essencial para que o modelo possa recomendar bem para dados que ndo estejam

no conjunto original de dados.

Para encontrar as matrizes P e Q fatoradas, cujo produto dado pela equacao
3.3 ira resultar em R aproximada (R), nés devemos minimizar a “equacéo de erro” ou
“funcao de custo”, representado neste trabalho por J. A equacao de erro é dada pelo
somatério do quadrado diferenca entre cada valor preenchido na matriz R (r,;) € 0

seu valor predito (7y;).

J = Z(u,i)eR(rui - Zk Puk qitk)2 = Z(u,l’)eRe2 (3.6)

Sendo e a diferenca de cada valor preenchido da matriz R para seu valor

predito, e seu quadrado dado pela equagéo.

e? = (ry; — Xk Puk qfk)z (3.7)

Onde r,; € o valor preenchido na matriz R, € Y, pux 95 € o valor predito (7). u
e i sdo a linha que representa o usuario e a coluna que representa o item da matriz
R.

Existem duas abordagens principais para minimizar a equacdo de erro
(KOREN et al., 2009): Gradiente Descendente e Minimos Quadrados Alternados
(MQA). A ideia principal da abordagem de MQA é minimizar a complexidade da
equacao de erro, fixando ora a matriz P e ora a matriz Q para ajuste dos parametros
do modelo. O método MQA pode ser utilizado quando se quer trabalhar com
computagcdo paralela tornando os sistemas mais escaldveis, como descrito no
trabalho de Zhou et al. (2008). Explicaremos mais detalhadamente como funciona o
método do Gradiente Descente, pois foi utilizado durante o trabalho dessa

dissertacgéao.
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2.6.1. MODELO DE TREINAMENTO DO GRADIENTE DESCENDENTE

O método do Gradiente Descendente para treinamento da técnica de FM foi
popularizado por Funk. Em Funk (2006), ele descreveu com detalhes como

conseguiu ficar na terceira posicdo do Premio Netflix*.

O método do gradiente funciona de maneira iterativa e apenas utiliza os
valores preenchidos da matriz R (matriz esparsa) para treinar duas matrizes P e Q
(matrizes densas) que seréo utilizadas para predizer os valores faltantes da matriz
R (ver figura 3.3). As matrizes P e Q geralmente iniciam o treinamento com valores
aleatdrios ou fixos muito baixos e sdo ajustados a cada iteracdo do algoritmo até que

o critério de parada seja atingido (e.g., numero de iteracdes, ponto de minimo).

Durante o treinamento das matrizes P e Q, para cada valor preenchido o
algoritmo busca minimizar o quadrado do erro e da equacdo 3.7, atualizando os
valores dos vetores p,, € qi; na direcdo oposta do gradiente. Para isso, sera

necessario derivar a equacao 3.7 com relacdo aos dois vetores (p, € q;),

separadamente.
d o
ODur €y = _Z(rui_ Tui)(GIki) = —2eyiqy; (3.8)
0 o
ddin elzti = —2(ry — ) Puk) = —2eyiPur (3.9)

Obtido o gradiente, podemos formular a equacdo de atualizacdo dos vetores

da seguinte maneira.

d 2

Puk = Pux + a5 —eu = Puk T 20€yiqk; (3.10)
J 2

AQri = dii + X 5are ui = dkj + 2aey,;puk (3.11)

Note que foi incluido um elemento a, cujo valor determina a taxa de

aprendizagem, ou seja, a velocidade de aproximacgdo para o minimo. A atualizagédo

* Premio Netflix — E uma competicdo patrocinada pelo sistema de aluguel e recomendacgéo de
filmes online Netflix. O objetivo é diminuir o erro de predi¢cao do sistema em um percentual de 10% e
0 ganhador leva um premio em dinheiro.
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dos vetores ocorre sobre cada valor preenchido da matriz R, como dito
anteriormente. Ap0s uma iteracdo do método de treinamento sdo somados 0s

quadrados dos erros obtidos de cada valor preenchido em relacdo ao valor predito

(ez) para saber se o valor de J esta diminuindo.

2.6.2. REGULARIZACAO

O treinamento do algoritmo utilizando a equacédo de erro dada pela equacgao
3.6 pode conduzir ao problema do Superajuste. Conforme pode ser observado na
figura 2.4, o Superajuste pode ser representado graficamente por uma diminuigéo
continua dos erros de treinamento (curva azul) ao longo das iteracfes, enquanto que
o erro do conjunto de teste aumenta depois de certo tempo (curva vermelha). Esse
comportamento nas curvas de erro mostra que o algoritmo esta se adaptando
exageradamente aos dados de treinamento e ndo esta generalizando bem para

dados novos.

Erro

>
Tempo

Figura 2.4 - Gréfico do erro de treinamento e teste

Em geral, € comum o acréscimo de um fator de regularizacdo na equacéao de
erro 3.7, resultando na equacdo 3.11. A adicdo desse fator de regularizacdo é
ajustada por um parametro ¢ que controla a magnitude das matrizes P (matriz de
usuarios) e Q (matriz de itens). Na verdade, ocorre uma penalizagdo para valores

muito altos. O valor do fator ¢ é geralmente calculado por validacdo cruzada
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(KOREN et al., 2009), sendo bastante comum um valor na ordem de 0,02 (YEUNG,
2010).

e? = (ryi — Yh=1Puk 4i)? + o(lqiill* + Npwell®) (3.12)
onde ||. ||, é a norma Frobenius (MEYER, 2000).

Para encontrar as novas regras de atualizacdo dos vetores p, e q;, devemos
derivar a equacgéo 3.12, de modo semelhante ao que foi feito com a equagéo 3.7. As

novas regras de atualizacdo séo:

P
Puk = Pur + “meii = pux + a(2ey,;qki — OPyk) (3.13)
P
TQri = ki + Of@eii = Qi + a(2eyiPuk — 0qki) (3.14)
2.6.3. BIAs

Na predicdo de uma nota de usuério u para um item i, até agora temos
utilizado a equacéao 3.4, que multiplica os vetores de caracteristicas correspondentes
ao usuario com o vetor de caracteristicas correspondentes ao item. Esta equacéo
captura a interacdo dos usuarios com os itens. No entanto, alguma parcela da nota
predita pode ser atribuida ao usuario ou ao item em questdo de modo independente
da interacdo entre eles. Por exemplo, alguns usuarios podem ser mais criticos que
outros, possuindo assim uma nota média baixa. Alguns itens podem tender a serem
avaliados sempre com notas altas pelos usuarios (e.g., um filme ganhador do
Oscar). Nestes casos pode néo ser satisfatério explicar a nota apenas utilizando o
produto dos vetores p, e q; (KOREN et al., 2009). De maneira simples, o problema

pode ser resolvido através da seguinte equacao:

fui= p+ b+ by + TiPur 95 (3.11)

Onde u corresponde a média das avaliacdes fornecidas na base inteira,
b; a média de notas sobre o item i e b, a média de notas fornecidas pelo usuario u.
Resumindo, a nota final predita dependera de um conjunto de 4 fatores (KOREN et
al., 2009).
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Concluindo, a equacéao de erro final (J) utilizando bias e regularizacéo

seréa dada por:

] = Z(u,i)e r(ryi—u — b; — by — Zk Puk qgk)z +

+o(llqull? + llpwel® + A(by* + b + p?) (3.12)

2.7. CONSIDERACOES FINAIS.

Neste capitulo, iniciamos apresentando as trés abordagens mais populares
em sistemas de recomendacédo: FBC, FC e Algoritmos Hibridos que tentam superar
as fraquezas das duas primeiras abordagens. A filtragem colaborativa foi o foco
deste capitulo. Foram apresentadas algumas limitacbes e desafios que FC tenta
superar para realizar predi¢cdes de alta qualidade. Essas limitagbes atingem as duas
abordagens de FC que foram descritas neste capitulo: FC baseada em memoaria e
FC baseada em modelos, embora a abordagem baseada em memoria sofra mais
com os problemas relacionados a esparsidade dos dados (e.g. usuarios novos) e
escalabilidade (FORSATI et al., 2014). No final deste capitulo, foi descrito um dos
modelos de maior sucesso em FC, que é baseado em técnicas de fatoracdo de
matrizes. Este modelo ser& utilizando neste trabalho. A fatoracdo de matrizes vem
obtendo destaque pelo seu bom desempenho de predicdo e sua boa capacidade
para trabalhar com grande volumes de dados.

Como mencionado neste capitulo, a utilizacdo de informacdes
complementares a matriz de avaliagdo de usuarios-itens € uma estratégia comum
para amenizar problemas de esparsidade dos dados. Informag¢des demogréficas,
contetdo dos itens, questiondrios aos usuarios ou informagfes obtidas das redes
sociais podem ajudar aos algoritmos de FC a melhorar a qualidade de suas
predicdes. No proximo capitulo, descreveremos como informacdes sobre confianca
entre usuarios vém sendo utilizadas nas duas abordagens de FC (baseada em

memoria e baseada em modelos).
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3 SISTEMAS DE RECOMENDACAO BASEADOS EM CONFIANCA

Neste capitulo, faremos a revisao de alguns trabalhos relacionados ao
trabalho desenvolvido nesta dissertacdo. Iniciaremos esclarecendo a motivacédo para
o0 uso de confianca em recomendacdo (secdo 3.1), em seguida falaremos de
recomendacdo baseada em confianca no contexto de FC (secdo 3.2), abordagem
baseada em memoria (subsecdo 3.2.3) e abordagem baseada em modelos
(subsecao 3.2.4). Na subsecao 3.2.1 falaremos a respeito de medidas de confianca

locais e globais e na subsecédo 3.2.2 acerca da medida de confianca local Moletrust.

3.1. CONFIANCA EM RECOMENDACAO

Tradicionalmente, a FC foca principalmente na matriz de usuarios-itens
ignorando informacdes sobre a conexdo social entre usuarios ou relacdes de
confianca. No entanto, em diversas situacfes de nossas vidas, quando pedimos
recomendacgBes de filmes, musicas, restaurantes e livros aos nossos amigos, nés
utilizamos conexdes sociais para fazer isso. Impulsionado pelo crescimento das
redes sociais e das informacfes provenientes dela, tem surgido uma nova

abordagem em recomendacéo chamada de Recomendacdo Baseada em Confianca.

Segundo Shi et al. (2011), informacdes de confianca sdo um subconjunto de
informacdes sociais, e as duas sao informa¢des complementares a matriz usuarios-
itens. Informagdes sociais sdo aquelas derivadas das atividades de uma rede social.
Alem das informacdes de confianca ou desconfianca entre usuarios, as redes sociais
sdo fonte de outras informagbes que sdo fornecidas pelos usuarios (e.g., tag,
postagens, comentarios, informacdes de demograficas e localizacdo atual)
(BOBADILLA et al., 2013). Essas informag¢des também s&o utilizadas como fontes
adicionais para amenizar problemas de esparsidade em FC (BOBADILLA et al.,,
2013). Esse capitulo ndo tem como objetivo tratar da utilizacdo destes outros tipos

de informacgdes derivadas das redes sociais em FC.

As chamadas ‘“informagbées de confianga” sado informagbes que estédo
tipicamente dispostas em forma de grafo e que relacionam dois individuos (nés do
grafo) da rede através de um valor de confianca (peso da aresta). Tipicamente, 0

desenho de uma rede de confianca € algo como a figura 3.1. A avaliacdo de
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confianca entre os usuarios pode ser explicita ou implicita. Por exemplo, de maneira
explicita um usuario x pode atribuir um valor de confianca para outro usuario vy,
mesmo que X e y ndo se conhecam na vida real, e que y ndo confie em x. A ligacao
de confianca indica simplesmente que x confia nas avaliacbes do usuario y, e
acredita que o usuério y tenha gostos parecidos com os seus. Em contrapartida, nas
redes sociais como facebook.com, Google+ e Linkedin, as conexdes séao
bidirecionais e refletem as ligacdes do mundo real. Dessas ligacbes e de mais
algumas informacdes (e.g., informacdes demograficas, grau de parentesco entre
usuarios, interesses em comum) contidas na rede, também podem ser obtidos, de
maneira implicita, valores de confian¢a entre usuarios. O trabalho de Chen e Fong
(2010) propés uma mensuracado de valores de confianca entre usuarios na rede
social Facebook.com a partir de suas ligagcbes e informacdo de conteudo e
atividades em comum entre os usuarios. Por definicdo, pode-se dizer que confianca
explicita tende a fornecer melhor predicdo em relacdo a confianca implicita (GUO et
al. 2014), no entanto, seria necessario um estudo comparativo para responder essa

guestéo.

Figura 3.1 - Rede de confianca formada por 6 usuarios e valores de confianca entre
eles : Fonte: Ma et al. (2008)

Alguns autores, como Jamali e Ester (2010) e Forsati et al. (2014), tratam
redes de confianca e redes sociais como sinbnimos, por acreditar que as ligacoes
existentes nas redes sociais sao ligacbes de confianca implicita. Neste capitulo, os

trabalhos que seréo revisados apenas lidam com informagdes de confianga, sejam
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elas obtidas de maneira implicita ou explicita (fornecida de um usuario para outro

diretamente).

E comum a utilizacdo de uma representacédo dos valores de confiangca entre
usuarios em forma de uma matriz n x n, onde n é o niumero de usuarios. Podendo a
matriz ser simétrica no caso em que a confianca seja bidirecional. Um exemplo de
matriz de confianga € mostrado na tabela 4.1. Neste caso, a tabela representa um
sistema onde os valores de confianga variam de 1 a 5, e o relacionamento de

confianca é unidirecional.

Tabela 3.1 - Matriz de confianca

Alice Pedro Ana Mario
Alice - 1 3 2
Pedro 5 - 3 1
Ana 4 5 - 2
Mario 1 3 4 i

3.2. CONFIANCA EM FILTRAGEM COLABORATIVA

Muitos trabalhos vém incorporando informacdes sobre confiangca como
informacédo adicional nas suas recomendacdes por FC, melhorando a acuracia da
recomendacdo e minimizando os problemas relacionados com a esparsidade (e.g.
usuario novo, usuario ovelha negra e ovelha cinza) (MASSA & AVESANI, 2007). De
um modo geral, pode-se dizer que o problema dos usuarios novos € 0 mais grave
dentre os problemas relacionados a esparsidade (MARTINEZ et al., 2009), pois nas
bases de dados reais existem muitos usuarios deste tipo, aliviar esse problema é um

dos objetivos da maioria dos trabalhos que utilizam confianca (GUO et al., 2014).

De maneira geral, a presente secdo 3.2 estd divida em trabalhos de FC
baseada em memadria com uso de confianca e trabalhos de FC baseada em modelos
com uso de confianca. Nos trabalhos de FC baseada em memodria tipicamente sé&o

utilizadas medidas de confianga locais, combinadas ou substituindo as medidas de
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similaridade. Nos trabalhos de FC baseada em modelos, por sua vez, a grande
maioria utiliza modelos de FM com incorporacdo de uma matriz de usuarios-
usuarios. Na proxima subsecdo 3.2.1, sera abordado o assunto de medidas de
confianca locais e globais, e na subsecdo seguinte, a métrica de confianca local
Moletrust 3.2.2. Estes conceitos serdo importantes quando foram descritos 0s
trabalhos de FC baseada em memodria com uso de confianga.

3.2.1. MEDIDAS DE CONFIANGCA GLOBAIS E LOCAIS.

Algumas medidas de confianca foram propostas para inferir valores de
confianca entre usuarios ndo diretamente conectados. Por exemplo, um usuario
Alice em sistema de recomendac&o onde usuarios utilizam uma escala de confianca
de 1 a 5, avaliou diretamente um usuario Pedro com valor de confianca 2. Pedro, por
sua vez, avaliou Daniel com valor de confianga 5. Uma métrica de confianga poderia
dizer qual o valor que Alice avaliaria Daniel (figura 3.2). O calculo da propagacéo de

confianca pode variar entre as medidas.

¥ 7

©0'0

Figura 3.2 - Transitividade da confianca

Medidas de confianca podem ser classificadas em medidas globais e medidas
locais (MASSA & AVESANI, 2007a; ZIEGLER & LAUSEN, 2004). Todas as duas
tentam predizer a confiabilidade de um dado usuario. Medidas globais tentam
determinar um valor de confianga para o usuario que é visto do mesmo modo por
qualquer outro usuario do sistema. Sistemas como o mercadolivre.com.br e
ebay.com usuarios podem avaliar outros usuarios em relacdo a confiabilidade deles
como vendedores. Esses sistemas agrupam as avaliagbes fornecidas para cada
vendedor gerando uma nota que mede a confiabilidade global dele. PageRank
(PAGE et al., 1999) , por exemplo, € uma medida de confianca global que € utilizado
pelo motor de busca Google.com. O PageRank considera o link de um site para

outro como uma expressao de confiancga.
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Por outro lado, utilizando uma métrica de confianca local, um usuério pode ter
diferentes valores de confianca em relacéo a diferentes usuarios. Massa e Avesani
(2004) investigaram a diferenca entre medidas globais e locais com relacdo a
usuérios controversos. Usuarios controversos sdo usuarios que séo confiaveis para
um conjunto de usuarios e ndo confiaveis para outro conjunto de usuarios. Utilizando
a base do Epinions.com o0s autores provaram que utilizando medidas locais eles
obtiveram melhor acuracia na recomendacdo. Medidas de confianca local
personalizam melhor a recomendacdo, pois dependem do julgamento de cada
usuario. No caso de usuarios controversos isto é particularmente evidente, pois as
avaliacOes deles serdo Uteis para uns usuarios enquanto que para outros ndo. Uma
medida de confianca global ndo seria adequada para avaliar a confianca de usuarios
controversos. Os mesmos autores em 2007, chegaram a mesma conclusdo ao
comparar o uso de uma métrica local Moletrust em relacdo a uma métrica global
PageRank. Em resumo, eles concluiram que medidas globais de confianca ndo séo
adequadas para tarefa de encontrar bons vizinhos e fornecer recomendacfes
personalizadas (MASSA & AVESANI, 2007a).

3.2.2. MOLETRUST

Massa e Avesani (2007b) desenvolveram o MoleTrust, uma métrica de
confianca local, que trabalha como uma busca em largura, para inferir valores de
confianca entre um usuario fonte e outros usuarios ndo diretamente conectados ao
fonte. Em MoleTrust é possivel informar o nivel de propagacao horizontal desejado.
Quando o nivel é 1 atingimos apenas 0s amigos diretos, para um nivel 2 séo
atingidos até os amigos dos amigos , e assim por diante. Quanto maior o valor deste
parametro, um numero maior de pessoas é levado em consideragéo, embora o nivel
de confianca tenda a diminuir para as pessoas em um nivel maior de profundidade.
Como cada propagacédo de confianca pode comecar por diferentes usuérios fonte, o
valor de confianga de um usuario em relacdo a outro pode variar dependendo do

usuario fonte escolhido.

MoleTrust pode ser modelado em 2 passos. O primeiro passo € remover 0s
ciclos de uma rede de confiangca gerando um grafo direcionado aciclico que parte de
um usuario fonte. Sem ciclos o tempo de processamento tende a diminuir, pois

assim néo existe o risco de um nd ser visitado mais de uma vez. O Segundo passo
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consiste em caminhar pelo grafo a partir do usuario fonte calculando os valores de

confianca dos nos visitados.

e ™ T

-~ it
( Pedro 0.9 Marcelo
. b
Maria T
:r\ T\\ 0.8 0.6
] |

o o1 /_L

e it
- ™ Alice
Jodo 1.0 EBruno
™ T
T

Figura 3.3 - Rede de confianca. Fonte: Adaptada de Massa e Avesani (2007b)

A figura 3.4 abaixo mostra como uma rede de confianca representada na

figura 3.3 € modificada apos o passo 1, tomando Alice como usuario fonte.

Distancia 1 e
Distancia 2
N
( Pedro /’#—H“\
009
/ o T Marcelo
0.8

A ___—os

Maria

Figura 3.4 - Passo 1 de MoleTrust. Fonte: Adaptada de Massa e Avesani (2007b)

No passo 2, caminha-se a partir do usuario fonte (Alice) em direcdo aos
usuarios diretamente conectados (Pedro, Bruno e Maria) computando 0s seus
valores de confianca. Para os usuarios diretamente conectados os valores de

confianca serdo 0os mesmo ja atribuidos pelo usuario fonte. Em seguida, MoleTrust
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se move para camada dos usudrio com distancia 2 e assim por diante, computando
os valores de confianca. Pode-se notar que apenas é necessario visitar cada né uma
vez para calcular o valor de confianca. Na camada 2, os usuarios Marcelo e Jo&o
terdo seus valores de confianca determinados a partir dos valores dos usuarios da
camada anterior. O calculo do valor de confianca para um usuario u € calculado pela

seguinte equacéo, descrita por Massa e Avesani (2007b).

i epredecessores(confian(}a(a'l') x aresta(i,u))

i epredecessores Confianca(a,i)

Confianca(a,u) = (4.1)

Para o usuario Marcelo, por exemplo, o valor de confianca depende dos

usuarios Pedro e Bruno. O calculo deste valor € dado por:

0.8x0.9+1x0.6

Confianca(Alice, Marcelo) = —oarr 073 (4.2)
Distancia 1 Distancia 2
08,
Pedro _ [D'n:/ﬁ\
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/ﬁ\ [ [J-/r‘—ha\ ,;f”/fffﬂ \n____f/
( Alice ) B
. y —— runo /ﬁ\
Sy
\ \U/ ( Jodo )
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\ /,--‘_‘a\ ,_—/"’_f’ \U/
\aria
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Figura 3.5 - Passo 2 de MoleTrust. Fonte: Adaptada de Massa e Avesani (2007b)

MoleTrust determina que seja adotado um valor minimo de confianca durante
a propagacao. O limiar adotado no exemplo foi de 0,5. Usuarios que recebem
valores de confianca abaixo do limiar adotado sdo considerados nao confiaveis, e

suas opinides ndo sdo consideradas no calculo do valor de confianga de outros
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usuarios. No exemplo adotado, a usuéria Maria recebeu avaliagdo de confianca 0.1,
e como o usuario Jodo apenas foi avaliado por Maria ele ndo sera visitado por

Moletrust.

TidalTrust (Golbeck, 2006) funciona de maneira muito similar a Moletrust. A
principal diferenca entre os dois é que MoleTrust recebe um parametro que
determina a profundidade méaxima da vizinhanca (JAMALI & ESTER, 2009)

3.2.3. CONFIANCA EM FC BASEADA EM MEMORIA

Como ja descrito no capitulo 2, o primeiro passo da abordagem baseada em
mem©éria consiste basicamente na busca dos k vizinhos a partir de uma medida de
similaridade. Essa busca dos k vizinhos é feita ha abordagem tradicional apenas a
partir do conjunto de dados de avaliagdes dos itens (matriz de avaliagdes usuarios-

itens).

Atualmente, diversos sistemas tém permitido ao usuario ndo apenas avaliar
os itens mais também a qualidade de outros usudrios quanto avaliadores. Deste
modo, 0 usuario para o qual se deseja recomendar, chamado de usuario ativo, tem a
possibilidade de escolher diretamente os seus vizinhos, que neste contexto sao
chamados de amigos (BAO & ZHANG, 2014; HAYDAR et al.,2014). Alguns sistemas
permitem gque seja atribuido um peso da confianca em relacdo ao amigo escolhido.
Medidas de confiangca (MASSA & AVESANI, 2007a; GOLBECK, 2006) tém sido
elaboradas para predizer valores de confianca entre dois usuarios nao diretamente
conectados na rede. Alguns trabalhos (MASSA & AVESANI, 2007a; GOLBECK,
2006) tém utilizado essas medidas de confianca no lugar das ja tradicionais medidas
de similaridade entre usuarios. O resultado da troca das medidas de similaridade por
medidas de confianca tem mostrado que o uso de confianca tem trazido beneficios
para usuarios com poucas avaliagcbes e também aumento de cobertura das
avaliacoes preditas. O uso de medidas de similaridade tem mostrado ser
inapropriado para descobrir bons vizinhos para usuarios com poucas avaliagdes
(JAMALI & ESTER, 2010). Usuarios que nao avaliaram itens ou avaliaram poucos
itens (usuérios novos), mas que contém ligacdes de confianca podem receber

recomendacdes a partir dos seus amigos confiaveis. Alguns trabalhos que envolvem
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0 uso de recomendacdo baseada em memoria com recomendacdo baseada em

confianca sdo descritos a seguir.

Ziegler e Lausen (2004) provaram uma correlacdo entre confianca e
similaridade entre usuarios através de um estudo empirico em uma comunidade
online chamada All Consuming®. O trabalho concluiu que existia uma maior
similaridade entre um usuario com seus amigos confiaveis do que outros usuarios da

comunidade.

Massa e Avesani (2004) mostraram que 0 uso de confianga pode amenizar
muitas fraquezas da FC baseada em memodria e em especial o problema de
recomendacdo para usuarios novos. Eles mostraram que o simples uso de
informacdes de confianca binaria pode melhorar a cobertura e o numero de

recomendacao que podem ser realizadas.

Golbeck (2006) desenvolveu um sistema online denominado Filmtrust, no qual
0s usuérios podem avaliar filmes e também outros usuarios em relagcdo a quanto
eles confiam nas avaliacbes desses usuarios. Golbeck desenvolveu também
TidalTrust, uma métrica de confianca que trabalha como uma busca em largura
semelhante a Moletrust, para inferir valores de confianca entre usuarios néo
diretamente conectados. Mesmo com uma base de dados de apenas 500 usuarios,
Golbeck provou que o uso de recomendacao baseada em confianca pode melhorar
a acuracia em relacdo a FC baseada em CCP, principalmente nos casos que a

opinido do usuério difere da média.

No trabalho denominado TrustWalker, os autores Jamali e Ester (2009)
combinaram recomendacéo baseada em confianga com recomendacéo baseada em
similaridade dos itens. A ideia principal é percorrer o grafo dos usuarios confiaveis
de um usuario ativo, procurando quais dos seus amigos confiaveis avaliaram o item
ativo (item para qual se deseja predizer uma nota). Caso nenhum amigo do usuario
ativo tenha avaliado o item ativo, o algoritmo tera duas op¢des de caminho a seguir.
O primeiro é encontrar um item similar ao item ativo que tenha sido avaliado por

algum amigo. O segundo é continuar percorrendo randomicamente o grafo,

procurando amigos em uma profundidade maior. O objetivo do algoritmo € balancear

° http://allconsuming.net/
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questdes como acuracia de predicdo e cobertura. Muitas vezes 0s amigos mais
préximos de um usuario ativo, ndo avaliaram o item ativo. Neste caso, o algoritmo
procura itens similares, possibilitando assim uma recomendacdo baseada nas
avaliacOes recebidas por estes itens que séo similares. Avaliagdes de usuarios mais
proximos ou itens similares s&o considerados mais confidveis. A abordagem
proposta pelos autores superou a acuracia de predi¢cao e cobertura da FC utilizando
similaridade via CCP e também as abordagens utilizando apenas medidas de

confianca.

Proposta de Massa e Avesani

Na arquitetura proposta por Massa e Avesani (2007a), os autores
combinaram FC baseada em memoria utilizando CCP, com uma medida de
confianga criadas por eles, denominada MoleTrust (subsecdo 3.2.2). A arquitetura
proposta é semelhante a arquitetura de FC tradicional, pois também é baseada em
duas etapas, a primeira é o calculo dos usuarios mais similares (vizinhos) e a
segunda o calculo da nota predita utilizando uma estratégia de média ponderada
pelo peso da similaridade de cada vizinho (ver secdo 1.2 sobre FC baseada em
memoéria). Os vizinhos e os pesos foram calculados de dois modos. O primeiro
através do calculo similaridade via CCP e o segundo através da estimativa de
confiangca com MT. Depois de encontrados os vizinhos e seus pesos, a nota predita
€ calculada utilizando a mesma equacado 1. Eles concluiram que a combinacédo da
FC com CCP e MoleTrust (FC+MT) nédo era melhor que a utilizagdo apenas de MT.
Utilizando apenas MoleTrust para geragdo dos vizinhos foi observado um aumento
da cobertura (nUmero de avaliacdes preditas) enquanto a acuracia foi mantida a
mesma em relacdo a acurécia de FC utilizando CCP. Os autores também analisaram
os resultados com relacdo a 6 diferentes visdes além da visdo geral, para ajudar a
entender onde uma técnica era melhor que a outra. As 6 visbes foram: usuarios
novos, usuarios com muitas avaliagdes, itens controversos, itens de nicho, usuario
ovelha negra e usuario com opinido forte. Na andlise dos resultados, ocorreu um
destaque da recomendacdo baseada em confiangca para usuarios com poucas
avaliacdes, onde os resultados foram bem melhores que o obtido por FC utilizando
CCP.
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3.2.4. CONFIANCA EM FC BASEADA EM MODELOS

A fatoracdo de matriz € uma técnica que modela através de um pequeno
namero de fatores as atitudes ou preferéncias dos usuarios (KOREN et al., 2009).
Ma et al. (2008) desenvolveram o SoRec, onde os autores propuseram a fusdo da
matriz de usuérios-itens com informacdes da rede de confianca através da matriz de
fatores do usuério, o seu resultado mostrou uma melhoria em relacdo a FM
tradicional, que utiliza apenas matriz usuario-item. Um dos problemas é que a
proposta tem baixa correspondéncia com processos de recomendacdo que

acontecem no mundo real.

Logo em seguida os mesmos autores Ma et al. (2009) propuseram um
framework chamado Social Trust Ensemble (STE). O objetivo do trabalho era
modelar a informacdo de confianca de maneira mais realista. Baseado em
processos observados do mundo real, foi proposto que a nota predita de um usuério
a um item dependesse de dois componentes. O primeiro sdo 0s gostos pessoais do
usuario e o segundo os gostos dos amigos dele. Os resultados obtidos provaram a
melhoria em relacdo a FM probabilistica (MNIH & SALAKHUTDINOV, 2007) e ao
SoRec (MA et al., 2008). A equacéo de predicdo da nota de um usuario u para um

item i & dada por:
R\ui = g(aPJQi + (1 - CZ) ZveNu TuiPut Ql) (4-3)

onde g(x) = (1_% , € a funcéo logistica.

)

O parametro a controla o efeito dos vizinhos sobre a nota predita. P, Q, T
representa a matriz de fatores latentes dos usuarios, dos itens e a matriz de
confianca. Sendo P € R¥*N Qe R¥*M e T € RN*N N e M representa o nimero

de usuarios e itens, respectivamente. Para encontrar o melhor a foi fixado alguns

valores entre 0 e 1, sendo 0.4 o melhor valor de encontrado para o parametro

Jamali e Ester (2010) melhoraram o trabalho anterior incorporando a
propagacéo de confianga no modelo proposto por Ma et al. (2008), chamando esse

novo modelo de SocialMF.
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Bao e Zhang (2014) utilizaram maquina de vetor de suporte (SVM, do inglés:
Suport Vector Machine) para decompor a confianga explicita fornecida em um
conjunto de 4 gerais aspectos da confianca (i.e. benevoléncia, integridade,
competéncia e previsibilidade). Entéo foi utilizado o valor de confianga predita por
SVM dentro do tradicional modelo de fatoracdo de matriz probabilistica (MNIH &
SALAKHUTDINOQV, 2007).

3.3. CONSIDERACOES FINAIS

7

A recomendacdo baseada em confianga é uma abordagem que utiliza
informagdes potencialmente uteis das redes sociais como forma de lidar com o
problema da esparsidade das bases de dados. O Trabalho de Massa e Avesani
(2007a) mostrou que a utilizacdo de medidas de confianca € mais indicada que a
utilizacdo de medidas de similaridade tradicionais nos casos de usuarios com
poucas avaliacdes. Para esses casos, as medidas tradicionais de similaridade nao
sdo capazes de encontrar bons vizinhos, no entanto, esse tipo de usuario pode se
beneficiar das informacfes de redes sociais e conseguir boas recomendacgdes. A
respeito dos trabalhos deste capitulo, na abordagem FC baseada em memoria, a
grande maioria utiliza medidas de similaridade tradicionais combinadas com
medidas de confianca calculadas na rede. Por outro lado, nos trabalhos de FC
baseada em modelos, FM se destaca no uso de confianca por suas boas predicdes,
esses modelos incorporam informacdes de confianca a partir de matrizes de

confianca usuarios-usuarios.

No proximo capitulo, descreveremos a proposta deste trabalho. A proposta
gue sera apresentada difere dos trabalhos anteriores envolvendo FM ou trabalhos
envolvendo medidas de confianga, visto que tenta combinar modelos de FM,
geralmente melhores que os algoritmos de FC baseada em memdria, com modelos
de RCB utilizando Moletrust no lugar de medidas de similaridade, proposto por

Massa e Avesani (2007a).
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4 COMBINANDO FILTRAGEM COLABORATIVA E RECOMENDACAO BASEADA
EM CONFIANCA ATRAVES DE MEDIDAS DE ESPARSIDADE

Neste capitulo serd apresentada a motivacado para o desenvolvimento deste
trabalho e sua relagcdo com trabalhos anteriores (secéo 4.1), além da descricdo do
modelo arquitetural proposto (se¢éo 4.2) e as medidas de esparsidade que o modelo

utiliza (secéo 4.3).
4.1. MOTIVAGAO

O objetivo deste trabalho é combinar os resultados de duas abordagens (FC e
RBC) através de medidas de esparsidade sobre os dados (matriz de avaliacbes
usuarios-itens e matriz de confianga usuéarios-usuarios) do sistema Epinions. Do lado
da filtragem colaborativa pura sera utilizada a técnica de fatoracdo de matriz e do
lado da RBC sera utilizada e técnica proposta por Massa e Avesani (2007a) que

utilizada a medida de confianga MoleTrust (descrita na subsecgéo 3.2.2).

Experimentos realizados por Massa e Avesani (2007a) mostraram que a RBC
utiizando MoleTrust apresenta bons resultados para usuarios com poucas
avaliacdes, por outro lado, a Fatoracdo de Matriz apresenta bons resultados para
usuarios com muitas avaliagdes. Deste modo, as abordagens apresentam bons
resultados para usuarios com caracteristicas diferentes. Como uma abordagem
hibrida envolvendo Fatoracdo de Matriz e medidas de confianca ndo tem sido
estudada até o momento, decidimos investigar uma estratégia de combinacéo entre

elas.

A Fatoracdo de matrizes € uma técnica de FC baseada em modelo que utiliza
modelos de fatores latentes com grande sucesso em recomendacao e tem se
tornado a técnica dominante em FC (KOREN et al., 2009). O modelo tradicional de
fatoracdo de matriz apenas utiliza a matriz de usuarios-itens para ajustar seus
parametros (MNIH & SALAKHUTDINOV, 2007). Mais recentemente, alguns
trabalhos vém incorporando informagfes de confianga dentro do modelo de
Fatoracdo de Matrizes (MA et al., 2009; JAMALI & ESTER; 2010; BAO & ZHANG,;
2014). Nesses casos, a informacéo da rede de confianca é incorporada durante o

treinamento do modelo de matrizes. Nesses trabalhos, o uso de informacfes de



49

confiangca tem diminuido os problemas com usudrios com poucas avaliagbes e

melhorado a acuracia da recomendacao.

7

MoleTrust, juntamente com TidalTrust, é uma das medidas de confianca
locais mais conhecidas. Seu objetivo é calcular o valor de confianca entre dois
usuarios nao diretamente conectados em uma rede onde os usuarios explicitamente
informam quem sdo seus amigos confidveis. MoleTrust foi escolhido para compor o
algoritmo hibrido proposto neste trabalho pela sua popularidade, facilidade de

implementacéo e os bons resultados para usuarios com poucas avaliacoes.

A ideia de combinar algoritmos de recomendacdo através medidas de
esparsidade foi inspirada no trabalho de Anand e Bharadwaj (2011). O trabalho
deles utilizou a equagédo 4.1 para realizar uma combinacao linear de técnicas de FC
baseada em memoria, que utilizam similaridade local e global, respectivamente. O
intuito dos autores € ponderar a importancia de cada abordagem através de uma
medida de esparsidade (f). Foi observado que quando o conjunto de dados de
avaliacbes é esparso, os algoritmos que utilizam similaridade local ndo consegue
achar muitos vizinhos e o uso de similaridade global é preferivel. Por outro lado,
quando a matriz de avaliacbes é densa existe geralmente um conjunto de vizinhanca
local rica e deste modo um peso maior é dado para a predicdo com similaridade
local. Os autores consideraram diversas medidas de esparsidade, medidas de

esparsidade global da base e também de esparsidade ao nivel de usuarios e itens.
predR = (1 — B) *predR; + B * predR; (4.2)

Um estudo sobre a utilizacdo de recomendacdo baseada em confianca na
arquitetura proposta foi uma das futuras direcOes indicadas pelos autores. Deste
modo, foi realizada uma adaptacao da equacao 4.1 para este trabalho e gerada uma
arquitetura que sera descrita na proxima secao. Algumas medidas de esparsidade
utiizadas no presente trabalho foram baseadas em medidas de esparsidade
descritas no trabalho de Anand e Bharadwaj (2011). Diferentemente do trabalho
deles, o trabalho atual mede a esparsidade tanto da matriz de avaliacdes usuarios-
itens quando da matriz de confianca usuarios-usuarios. Foram propostas algumas

medidas de esparsidade por usuario e por usuario e item sobre esses dois conjuntos



50

de dados. Medidas de esparsidade global ndo foram utilizadas, pois seria necessario

trabalhar com mais de uma base de dados.

4.2. ARQUITETURA PROPOSTA

Nota Predita
Matriz Recomendagédo Baseada em Medida de
Confianga Confianga Espargidade
[NxN]
Matriz :
Usuério x Nota Predita
Item Final

o \ Filtragem Colaborativa
Nota Predita

Figura 4.1 - Arquitetura do trabalho proposto

A figura 4.1 mostra a arquitetura deste trabalho, que combina 2 formas basicas
de recomendacdo: (1) recomendacdo com FC tradicional, que é baseada apenas
nas avaliagbes disponiveis dos usuarios aos itens (matriz usuéarios-itens); e (2)
recomendacdo baseada em confiangca, que considera também uma rede social
(matriz de usuarios-usuarios). Na arquitetura proposta, inicialmente as predi¢cdes de
cada modelo sdo obtidas separadamente. Em seguida, as predicbes sé&o
combinadas de forma ponderada:

Pai = ,Ba,ipg,(i + (1 - .Ba,i)pg,?c (4-2)

onde p,; € a nota final predita para o usuario ativo a e item ativo i, p5§ e p5Z¢
sdo respectivamente as notas preditas pela recomendacdo com FC tradicional e
pela recomendacéo baseada em confianga. O parametro f,;, por sua vez, define a
ponderacédo entre as duas técnicas e sera definido usando medidas de esparsidade

para as matrizes de usuarios-itens e de usuarios-usuarios.

O parametro B,; neste trabalho é definido de forma a aumentar o peso da

recomendacao baseada em confianca em duas situacdes opostas:
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(1) Esparsidade alta na matriz de usuarios-itens, i.e., quando 0 usuério ativo
tiver poucos itens avaliados. Esse caso é motivado pelos resultados
apresentados por Massa e Avesani (2007a), onde RBC se mostrou uma
solugcdo para usuarios com poucas avaliacdes, enquanto FC obteve bons
resultados para usuarios com muitas avaliagdes.

(2) Esparsidade baixa na matriz de usuarios-usuérios, i.e., quando o USUArio
tiver muitos amigos confiaveis. Neste caso, espera-se que a matriz de
usuarios-usuarios contenha uma maior quantidade de informacao

potencialmente Gtil para aumentar o desempenho preditivo de RBC.

Esperamos com a arquitetura proposta, diminuir as taxas de erro observadas
pelas técnicas sendo combinadas. Outro aspecto a ser considerado no trabalho € o
aumento da cobertura das recomendacdes. Neste trabalho, quando alguma das
técnicas ndo conseguir retornar uma predi¢cdo para um dado par de usuario e item,
ela ndo sera utilizada para compor a nota predita final. Por exemplo, RBC
isoladamente ndo consegue recomendar itens para usuarios que nao possuem
amigos confiaveis e FC por sua vez quando o usuario ndo avaliou ainda nenhum
item. Esses casos sdo refletidos diretamente nos valores do peso (B) de

combinacao.

Para verificar a viabilidade da nossa proposta, foi implementado um sistema
onde MT foi utilizado como componente RBC na arquitetura da figura 4.1 e FM
baseado em gradiente foi utilizada como componente de FC, por sua vez. A escolha
da técnica de FM se deve ao bom desempenho desse tipo de técnica em

comparacdo com FC baseada em memoria (KOREN et al., 2009).

Descreveremos algumas medidas de esparsidade que foram utilizadas na
nossa arquitetura. Algumas delas sado baseadas nas medidas propostas do trabalho
de Anand e Bharadwaj (2011) e adaptadas ao nosso trabalho. O trabalho desses
autores difere do nosso como mencionado na sec¢éo anterior, pois combinava
técnicas de recomendagcdo baseado em vizinhanca que utilizavam medidas de

similaridade global e local.
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4.3. MEDIDAS DE ESPARSIDADE

Neste trabalho, foi avaliado um conjunto de cinco medidas de
esparsidade que sdo descritas abaixo. Todas as medidas geraram valores no
intervalo fechado de [0, 1]. Os valores 0 e 1 também foram atribuidos caso néo fosse
possivel a recomendacdo por FC ou RBC, respectivamente (ver equacao 4.2). As
medidas 1, 2 e 3 sdo medidas de esparsidade especificas do usuario, ou seja, nao
dependem do item que esta sendo recomendado. Neste caso, por simplicidade, sera
utilizada apenas a notacéo S, para o peso da combinacéo. Por sua vez, as medidas
4 e 5 sado medidas especificas de usuarios e itens. Neste caso, serd mantida a

notacéo f,; da segdo anterior.

O trabalho de Anand e Bharadwaj (2011) definiu uma medida chamada de
Medida especifica por usuéario (USS, do inglés: User Specific Sparsity), dada pela

seguinte equacéao.

Ng

USS(a) = (4.3)

maxy ey Ny

onde n, é o niUmero de itens avaliados pelo usuario ativo a; U é o conjunto de
todos os usuarios. Nosso trabalho, utiliza a medida USS para servir de base para o

calculo da medida 1.

l. Medida 1: Em bases como a do Epinions onde se tem grande
namero de usuarios com poucas avaliagdes e um pequeno numero deles
com muitas avaliacdes, o calculo através da medida USS tende a ser na
grande maioria das vezes muito proximo a 0. Consequentemente, se fosse
aplicada a medida USS a equacédo 4.2 diretamente, teriamos na maioria
das vezes um peso muito maior para a nota predita por MT do que a nota
calcula por FM. Para tentar diminuir a dispersdo entre os valores da
medida, foi aplicada uma transformada logaritmica a medida USS.
Utilizando o logaritmo da USS, conseguimos encontrar valores, dentro do
intervalo de 0 a 1, menos dispersos entre si. Por exemplo, utilizando a
equacao 4.3, dado que o numero maximo de avaliacdes € de 1023, a taxa
fornecida para um usuario que avaliou apenas 1 valera 0,000978 e para o
usuario que avaliou 907 itens é de 0,8866. Depois da aplicacdo da
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transforma a taxa para esses dois casos sera de 0,75247 para um usuario
gue avaliou 1 item e de 0,01307 para o usuario que avaliou 907 itens. No
Nnosso caso, quanto maior o numero de itens avaliados por um usuario
maior deve ser o peso dado a técnica FM em relagdo a MT. Baseado nas
consideracdes citadas, a medida 2 ser& definida por:

Boa =1 —1logUSS(a) (4.5)

Para um usuério que avaliou uma grande quantidade de itens o
logaritmo de USS resulta em um valor bem préximo a 0 e S, resulta em um
valor proximo a 1, deste modo quando o usuario tem muitas avaliacbes a FM

terd peso maior em relagdo a MT.

Medida 2 : Esta medida também é uma medida especifica do usuario. Ela é
dada pelo célculo do numero de avaliacbes do usuario ativo dividido por 2
vezes o valor da mediana do nimero de avaliagdes dos usuérios sobre itens.
Foi utilizado a mediana, pois, na base do Epinions, o histograma construido a
partir dos dados do numero de avaliacbes de cada usuario é um gréfico
assimétrico positivo devido a grande maioria dos usuarios com poucas
avaliagcdes. A mediana neste caso sintetiza melhor a massa de dados, pois a
média sofre grande influéncia de dados nos extremos, os chamados outliers.
Utilizando essa medida, caso um usuario ativo tenha avaliado exatamente a
guantidade de itens igual ao valor da mediana, o resultado final da medida 2
valerd 0,5. Ou seja, usuarios que avaliam quantidade de itens préximos a
mediana tem 0 mesmo peso para MT e FM na equacéo 5.2. Ja usuarios que
avaliam uma quantidade maior que a mediana tem maior peso de FM em sua

nota final.

Ng

Ba = (4.6)

2xMediana,  ynu

Medida 3: A medida 3 & bastante parecida com a medida 2 e € dada pelo
calculo do numero de usuarios confiaveis do usuario ativo (na,), dividido pelo

dobro da mediana do nimero de usuarios confiaveis de todos os usuarios. A
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mediana é calcula fazendo uma lista com o niumero de usuarios confiaveis de
cada usuario e em seguida obtendo o valor que divide o conjunto ao meio. A
ideia € aumentar o peso de MT quando o niumero de amigos for maior que a

mediana.

nag

Bo=1- 4.7)

2xMedianay  ynay

Medida 4 : Esta medida € similar a medida anterior. No entanto, o céalculo da
medida € restrito aos amigos de a que avaliaram o item i. Esta medida esta
baseada em informacGes de usuarios e itens, e utiliza informacfGes de
avaliacdes da matriz de usuarios-itens e informacfes de confianca da matriz

usuarios-usuarios.

nag,i

Ba,i =1- (4.8)

2xMedianay ¢ ynay

A medida é calculada pelo nimero de amigos do usuario ativo a que
avaliaram o item i (na,;), dividido pelo dobro da mediana da quantidade de
amigos de todos os usuarios. Essa medida de esparsidade leva em
consideracdo que, em geral, usuarios que possuem mais amigos confiaveis
tém erro de predicdo menor para MT do que usuariosS com poucos amigos
confidveis. No entanto, apenas ter amigos confiaveis ndo garante que todos
eles avaliaram o item i para o qual se quer predizer uma nota. O que mais

importa para MT € a quantidade de amigos que avaliaram o item i.

Medida 5 : Esta medida de esparsidade € baseada no numero de amigos
confiaveis que avaliaram o item i (na,;), dividido pelo numero total de
pessoas que avaliam o item i (Ni). O objetivo é dar mais peso a MT quando
mais amigos avaliaram o item i em relacdo ao numero total de avalia¢cdes do

item. A medida é representada pela equacéo 4.9.

naarl-

Bai=1——7+ (4.9)

Ni
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5 EXPERIMENTOS

Neste capitulo, iremos responder as seguintes perguntas: O que foi avaliado?
Que conjunto de dados foi utilizado? Como foram comparados os resultados? A
primeira pergunta sera respondida na sec¢ao 5.3, onde serdo descritos os algoritmos
comparados. O conjunto de dados sera apresentado na secdo 5.1 e as métricas

utilizadas para comparacao dos algoritmos seréo apresentadas na se¢ao 5.2.

5.1. BASE DE DADOS

Epinions € um sistema real e ativo desde 1999 cujo objetivo € compartilhar
conhecimento e avaliagBes sobre itens de diferentes tipos. Funciona também como
uma rede social, na medida em que cada usuéario pode avaliar outros, dizendo se
confia nas avaliacbes desses usuarios. As categorias dos itens variam desde

aparelhos eletrénicos como, DVD players, cameras até filmes e musicas.

A base de dados Epinions utilizada foi coletada por Massa e Avesani (2006) e
pode ser encontrada na pagina do ambiente cooperativo de pesquisa de métricas de
confiangca TrustLet’. Os dados dessa base sao formados por dois arquivos. Um
conjunto de avaliacBes de usuarios sobre itens com notas que variam de 1 a 5,
podendo essas avaliacbes ser representando por uma matriz N x M de usuarios-
itens. Um conjunto de avaliac6es de confianca de usuarios sobre usuarios, podendo
ser representado em uma matriz N x N de usuarios-usuarios. Os totais de cada
conjunto de dados sdo mostrados nas tabelas 5.1 e 5.2, respectivamente. A relacéo
de confianca entre usuérios é unidirecional, ou seja, o usuario a pode confiar nos

gostos de um usuario b, mas a reciproca pode néao ser verdadeira.

Tabela 5.1 - Quantidades do conjunto de avaliagdes de usuérios sobre itens

NUmero de usuarios 40163
NUmero de itens 139738
Avaliacdes 664824

6 http://www.trustlet.org/wiki/Extended_Epinions_dataset
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Tabela 5.2 - Quantidades do conjunto de avaliagbes de confianca

Ndmero de usuarios 33960

Sentencas de confianca 487182

A densidade na matriz de usuarios-itens é de aproximadamente 0,012%, ou
seja, a matriz tem apenas esse percentual de células preenchidas. Outras bases
bem conhecidas como Movielens’ e Eachmovie® tém aproximadamente 4,25% e
2,29% de densidade (Ma et al., 2008). Na base Movielens, em patrticular, tem-se a
garantia de que todos os usuarios tém pelo menos 20 avaliagbes, 0 que nao

acontece na base Epinions.

Na base Epinions, do total de 40163 usuarios, um total de 20468 avaliaram
menos de 7 itens. Por outro lado, o usuario que avaliou mais itens teve 1023
avaliacOes sobre itens. Outro dado interessante é que 301053 das avaliacdes foram
de nota 5, o que representa 45% das notas. Do restante das avaliacbes, 29%
avaliaram como 4, 11% como 3, 8% como 2 e 7% como 1 (ver figura 5.1). A média
das notas dadas foi 3,99. Na tabela 5.3, é exibido um conjunto de informacdes a

respeito das médias dos usuarios e itens do conjunto de dados de avaliacdes.

Pelos dados apresentados, pode-se perceber que base de dados Epinions
contém algumas caracteristicas desafiadoras para os algoritmos de recomendacao
atuais, dentre eles: a grande esparsidade dos dados e grande quantidade de

usuarios com poucas avaliacées (50% dos usuarios tem menos de 7 avaliacdes).

! http://www.cs.umn.edu/Research/GroupLens.
8 http://www.research.digital.com/SRC/EachMovie.
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Figura 5.1 - Quantidades exemplos de acordo com a nota

Tabela 5.3 - Estatisticas sobre dados de avaliagbes de usuérios sobre itens

Por usuério Por item
NUmero minimo de avaliagbes 1 1
NUumero maximo de avaliagbes 1023 2026
Numero médio de avaliagbes 16,55 4,76
Desvio padrao 37,17 20,02
Mediana 6 1

5.2. METRICAS DE AVALIACAO

57

Nesta secdo serdo descritas as métricas de avaliacdo dos algoritmos de

recomendacdo comparados neste trabalho. Estes algoritmos serdo avaliados quanto

a sua acuracia da predicdo de uma avaliacdo (nota de um usuario para um item).

Existe outra abordagem de avaliacdo de sistema de recomendacdo, mas que néo é

o foco deste trabalho, chamada de recomendacéo top-N, que recomenda os N itens

mais relevantes para um usuario. Para obter mais detalhes sobre esse tipo de

recomendacdo e métricas de avaliagcbes para top-N, o trabalho de Sarwar (2000)

podera ser consultado.
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1) MAE E MAE POR UsUARIO (MAEU)

Media Absoluta dos Erros (MAE) € a média aritmética do modulo das
diferencas entre cada valor real de uma avaliacdo em relagcéo ao valor predito desta
avaliacdo. E definida pela seguinte equacao:

MAE = Zi.f|Ri}$‘§i,J’| @

onde Ri,j representa a avaliacdo real dada por um usuério i a um item j, e 0

-~

Ri,j representa a nota predita, e N é o numero de avalia¢cdes no conjunto de teste.

Um dos problemas com MAE é gue a média dos erros é calculada sobre
todas as predic6es sem levar em consideracdo os usudrios. Desta forma, predi¢cdes
para usuarios com maior nimero de avaliagcbes tendem a influenciar mais no
resultado. Além disso, sistemas de recomendacdo tendem a produzir melhores
predicbes para usuarios com muitas avaliacbes (e.g., usuario antigo e ativo)
comparadas com as predi¢cdes para usuarios com poucas avaliacdes (e.g., usuario
novo). Na base Epinions, temos alguns usuérios com mais de 500 avaliagbes e
varios usuarios com apenas uma avaliacdo. Nestes casos, a medida MAE pode ser

enviesada.

Para minimizar o problema acima, também utilizamos a Média absoluta dos
erros por usuario, proposta por Massa e Avesani (2007a). O MAE por usuario tende
a ver cada usuario com o mesmo peso no resultado final. O célculo é realizado
somando os erros médios (MAE) de cada usuario e em seguida dividindo pela

guantidade de usuarios existentes.

2) COBERTURA E COBERTURA POR USUARIO

Outra importante medida na avaliagdo de sistemas de recomendacédo € a
Cobertura. Cobertura corresponde a fracéo de avaliagdes, ou exemplos do conjunto
de teste, que conseguem ser preditos pelos algoritmos de recomendacao.
Dependendo da técnica de FC que esta sendo utilizada a cobertura pode variar
bastante. Em bases de dados como o Epinions, muito esparsa e com grande

quantidade de usuérios com poucas avaliacdes, isso se torna uma questdo
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importante pela dificuldade de predicdo de algumas avaliagdes. Por acreditar que a
fracdo pode esconder alguma diferenca de cobertura importante entre os algoritmos
comparados, neste trabalho, ndo utilizaremos como medida de Cobertura e a
Cobertura por usuério a fracdo das avaliag6es cobertas ou usuérios cobertos, mas o
inteiro que representa o total de avaliacdes preditas e o total de usuéarios cobertos
(usuérios que tiveram pelo menos uma avaliagdo predita pelo algoritmo de
recomendacao). No entanto, o percentual pode ser obtido, para isso, basta dividir o
total de avaliacBGes preditas pelo total de avaliagdes do conjunto de teste, ou dividir o

total de usuérios cobertos pelo total de usudrios no conjunto de teste.

5.3. METODOS COMPARADOS

Nesta secdo serdo apresentados os meétodos que foram comparados nos
experimentos. Os métodos foram comparados utilizando as métricas descritas na

secao anterior.

a) Fatoracéo de Matriz: Foi utilizada a verséo descrita por (KOREN et al., 2009) com
bias, fator de regularizacao e treinada com Gradiente Descendente. Essa técnica
nao leva em consideracao informacdes sobre confianca.

b) RBC utilizando MoleTrust: Proposto por Massa e Avesani (2007a), utiliza as
informagdes de confianga para encontrar os melhores vizinhos. Esse algoritmo
se mostrou efetivo para usuarios com poucas avaliacdes. Estd descrito com
maiores detalhes na subsecédo 3.2.2.

c) Proposta Hibrida: Método proposto neste trabalho e descrito na secao 4.2. Foram
utilizadas cada uma das 5 medidas de esparsidade descritas na secéo 4.3, e
também o B valendo 0,5, que é igual a combinacdo de resultados através de
média aritmética entre as duas primeiras técnicas. A partir dessas medidas,
foram formadas 6 configuragcbes para a arquitetura proposta. Na analise de
resultados, as arquiteturas serdo nomeadas com o prefixo Hibrida + namero da

medida de esparsidade (e.g., Hibridal, Hibrida2)
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5.3.1. CONFIGURACAO DOS PARAMETROS

Para a FM, treinado com gradiente descendente, foi utilizado para o numero
de caracteristicas (k), taxa de aprendizagem (a) e taxa de regularizacdo (o) o0s

valores 5, 0.002, 0.02, respectivamente. Para chegar a esta configuracdo, foram

analisadas 3 possibilidades de valores para cada parametro. Numero de

caracteristicas € {5, 10, 15}, taxa de aprendizagem € { 0.0002 , 0.002, 0.02} e taxa

de regularizacdo € {0.002, 0.02, 0.2}. Os conjuntos de valores de cada parametro
foram baseados em trabalhos anteriores (MA et al., 2009; JAMALI & ESTER; 2010;
WEIDELE; 2014) que também envolvem Fatoracdo de Matriz com a base Epinions.
Foram testadas todas as possiveis combinacfes entre os valores dos parametros
gerando um total de 27 possibilidades de configuracdo para a técnica de FM onde a
melhor foi selecionada (menor média absoluta dos erros de teste). Foi utilizado um
namero de 1000 iteracbes como critério de parada do algoritmo gradiente
descendente, novamente esse valor foi baseado nos trabalhos anteriores (MA et al.,
2009; JAMALI & ESTER; 2010; WEIDELE; 2014). Em todos os 3 trabalhos, o
algoritmo de FM s6 comeca a convergir ap6s 300 iteracdes. Devido a existéncia de

um fator de regularizacdo (o) que controla 0 Superajuste, 0s autores mostraram

pouca diferenca na taxa de erro do conjunto de teste para diferentes nimeros de
iteragBes apds o algoritmo ter convergido. Por conta deste fato, ndo foi analisado
outros valores para numeros de iteragdes.

Para MoleTrust, apenas um parametro pode ser configurado, o nivel de
profundidade da busca de amigos confiaveis, ou seja, o nivel de propagacdo da
confianca na rede. Foi avaliada a recomendacéo utilizando MoleTrust com valor de
profundidade 1 e 2, separadamente. A primeira leva em consideracdo apenas 0s
gostos dos amigos e a segunda dos amigos e também os amigos dos amigos.

O Algoritmo Hibrido foi executado utilizando os mesmos parametros da FM
padrao. Como foi utilizado o MoleTrust com profundidades 1 e 2, foram geradas 2
visées do algoritmo Hibrido. A primeira com profundidade 1 e a segunda com

profundidade 2.
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5.4. METODOLOGIA DOS EXPERIMENTOS

Para a execucao dos experimentos e determinacdo do desempenho de cada
técnica foi utilizando o método Holdout, um método simples de avaliacdo de
desempenho de algoritmos, que consiste em dividir a base de dados em dois
conjuntos: conjunto de treinamento e conjunto de teste. Neste trabalho, foi dividido o
conjunto de dados de avaliacbes de usuarios sobre itens na proporcdo 90% de
treinamento e 10% de testes. Para deixar o desempenho obtido menos dependente
das particbes, foi realizado o Holdout 5 vezes, gerando 5 subconjuntos de
treinamento e teste (ver figura 5.2). No capitulo 6, serdo apresentados os resultados
obtidos por cada algoritmo segundo as métricas de avaliacdo (MAE, MAE por
usuario, cobertura e cobertura por usuario), essas meétricas foram obtidas das

médias do desempenho de cada algoritmo para cada um dos 5 subconjuntos.

Treinamento 1 teste 1

Treinamento 2 teste 2

Conjunto de avaliacbes de teste 3

usuarios em itens Treinamento 3

teste 4
Treinamento 4

/N

teste 5

IR

Treinamento 5

Figura 5.2 - Divisdo dos dados

A selecdo dos exemplos de teste foi uma selecéo estratificada em relagéo aos
usuarios da base. A selecéo estratificada pelos usuarios tende a ser mais justa com
usuarios com poucas avaliagdes do que a divisdo dos dados com selecéo aleatoria,
pois tenta trazer para o conjunto de testes a mesma propor¢ao de usudrios existente
na base toda. A selecéo aleatéria pode enviesar os resultados na medida em que as
amostras de avaliacoes tendem a selecionar usuarios com muitas avaliacbes, na

grande maioria das vezes.
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Das 664824 avaliagbes de usuério a itens existentes na base do Epinions,
611756 avaliacGes pertencem a usuarios com mais de 7 avaliacdes, ou seja metade
dos usuarios possuem 92% das avaliacbes, enquanto que a outra metade dos
usuérios com menos de 7 avaliagbes possui apenas 8%. A preparacdo do conjunto
de dados de treinamento e teste € uma questdo importante, pois dependendo de
como for feita poderd subestimar alguns problemas (e.g., usuarios com poucas

avaliacdes).

A fim de entender como cada uma das técnicas comparadas se comportava
para usuarios com diferente quantidade de avaliacbes foram analisados usuarios
dentro de 3 categorias: usuarios com 0 até 10 avaliacdes, de 11 a 100 avaliacdes e
mais que 100 avaliagBes. No capitulo de resultados (capitulo 6), chamaremos essas
categorias de visao 1, visdo 2 e visdo 3, respectivamente. As tabelas 54 e 5.5
apresentam os guantitativos de avaliacdes e usuarios em cada uma das 3 visOes,
para o conjunto de dados inteiro e para 0os 5 conjuntos de teste. Apesar do
guantitativo de avaliacdes variar entre 0os 5 conjuntos de teste nas visdes 1, 2 e 3,
todos os conjuntos de teste tiveram 0 mesmo numero de total de avaliacées (10% do
total da base, segunda coluna da tabela 5.4). Os conjuntos de teste ndo tiveram o
mesmo numero total de usuarios (ver tabela 5.5, segunda coluna), pois a selecao
estratificada por usuario ndo garante que exista a mesma quantidade de usuarios
em cada conjunto de teste, apenas que a quantidade de usuarios no conjunto de

teste se aproxime da quantidade de usuarios na base inteira.
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Tabela 5.4 - Quantidade de avaliagbes na base inteira e no conjunto de teste em
diferentes visdes

Total Visdo1l | Viséo 2 Viséo 3
Total de avaliagdes de usudrios em itens | 664.820 | 94.231 394.521 176.068
na base
Avaliacbes no conjunto de teste 1 66.483 9.374 39.520 17.589
Avalia¢des no conjunto de teste 2 66.483 9.410 39.482 17.591
Avalia¢des no conjunto de teste 3 66.483 9.362 39.519 17.602
Avaliagbes no conjunto de teste 4 66.483 9.380 39.500 17.603
Avaliagbes no conjunto de teste 5 66483 9.449 39.427 17.607
Média dos 5 conjuntos de teste 66.483 9.395 39.489,6 17.598,4

Tabela 5.5 - Quantidade de usuarios na base inteira e no conjunto de teste em

diferentes visdes

Total Visdo1l | Viséo 2 Viséo 3
Total de usuarios na base 40.163 25.393 13.888 882
Usuarios no conjunto de teste 1 24.144 9.374 13.888 882
Usuarios no conjunto de teste 2 24.180 9.410 13.888 882
Usuarios no conjunto de teste 3 24.132 9.362 13.888 882
Usuarios no conjunto de teste 4 24.150 9.380 13.888 882
Usuérios no conjunto de teste 5 24.218 9.448 13.888 882
Média dos 5 conjuntos de teste 24.164,8 9.394,8 13.888 882
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5.5. FERRAMENTAS UTILIZADAS

Os métodos descritos no trabalho foram desenvolvidos utilizando a linguagem
Java, versao 7.0, no ambiente integrado de desenvolvimento Eclipse, verséo Luna.
Foi empregada uma API Java do projeto Mahout, de Aprendizagem de Maquina,
para gerar recomendacdo com Fatoracdo de Matriz. O Mahout® é um projeto de
codigo fonte aberto mantido pela Apache Software Foundation (ASF). O objetivo
principal do projeto € construir algoritmos de aprendizagem de maquina que sejam
escalaveis e livres para serem utilizados sob a licenga Apache. A versdo da API
utilizada foi a 0.9, ela implementa a fatoragcdo de matriz descrita por Koren et al.,
(2009) com bias, regularizacdo e treinada por gradiente descente.
RatingSGDFactorizer € a classe que implementa a recomendacédo com Fatoracéo de

Matriz.

Foi utilizada a ferramenta WEKA para a preparagdo do conjunto de dados e
selecéo estratificada das instancias do conjunto de teste e treinamento. Foi utilizada
a classe StratifiedRemoveFolds do WEKA, ela pertence abordagem de filtragem
supervisionada de instancias. Essa funcdo permite realizar uma amostragem
estratificada passando como parametro o atributo alvo (0s usuarios, neste caso).
Foram selecionados os 5 subconjuntos de treinamento e teste, na proporcéo de 90%
de dados para treinamento e 10% de dados para teste, utilizando esta funcédo do
WEKA.

o http://mahout.apache.org/
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6 RESULTADOS

Neste capitulo serdo apresentados os resultados obtidos a partir da proposta
de algoritmo Hibrido com as medidas de esparsidade propostas (secédo 4.3) e os

meétodos base que compdem a arquitetura deste trabalho (se¢éo 5.3).

Neste trabalho, foram avaliadas duas possibilidades para o parametro que
determina a profundidade do algoritmo MT. Deste modo, os resultados serdo
avaliados para cada uma das profundidades testadas. Na secdo 6.1, serdo
apresentados os resultados para MT utilizando profundidade 1, e na sec¢éo 6.2, 0s
resultados para MT com profundidade 2. Na secdo 6.3, foi selecionado o melhor
resultado deste trabalho para realizar uma comparacdo com os resultados dos

métodos base.

Os resultados foram obtidos através da metodologia descrita na se¢éo 5.4,
deste modo, as taxas de erro e coberturas apresentadas neste capitulo
correspondem a média dos resultados obtidos para cada um dos 5 subconjuntos de
treinamento e teste. Os valores de cobertura foram arredondados para os valores
inteiros mais proximos, pois os valores originais sdo decimais obtidos da média dos

5 subconjuntos de treinamento e teste.

6.1. MOLETRUST COM PROFUNDIDADE 1 (APENAS AMIGOS).

Nas tabelas 6.1 e 6.2, podemos observar que todas as propostas de medidas
associadas ao algoritmo Hibrido melhoraram as medidas de erro em relagdo aos
meétodos base quando todos os usuarios sdo considerados (segunda coluna). A
proposta hibrida com medida 1 (Hibrida 1) foi a que obteve a menor taxas de erro®.
FM obteve um melhor resultado em relagcdo a MT, mas ndo melhor que a

combinagao usando 3 = 0,5 (tabelas 6.1 e 6.2, segunda coluna).

Na visdo 1 (usuarios com 0 até 10 avaliagdes), MT obteve a menor taxa de
erro, no entanto, todas as cinco medidas e o B fixado em 0,5 melhoraram o MAE e o
MAE por usuario em relacdo a FM, o que mostra que a estratégia hibrida conseguiu

aliviar o problema de usuérios com poucas avaliacdes em FM.

19 As taxas de erro neste trabalho sdo calculadas pela MAE e MAE por usuario (ver secao
5.2).
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Na visdo 2 (usuarios com 11 até 100 avaliagbes) e na visdo 3 (usuarios com
mais de 100 avaliacbes), novamente todas as cinco medidas melhoraram ou
igualaram os resultados (MAE e MAE por usuario) em relacdo a FM e em relacdo a
MT. Entretanto, para o B fixado em 0,5 o resultado na viséo 3 foi pior que o da FM
simplesmente. Neste caso, enquanto nas outras medidas o (3 fornecia peso maior
para o resultado de FM no algoritmo hibrido, a medida fixada em 0,5 atribuia o

mesmo pesos para 0s 2 meétodos base.

Dado que o algoritmo hibrido proposto combina resultados a partir dos
exemplos cobertos por cada um dos 2 métodos base, esse algoritmo apresenta a
mesma cobertura para todas as 5 medidas de esparsidade testadas (ver tabela 6.3 e
6.4). Em outras palavras, as diferentes medidas de esparsidade ndo afetam a

cobertura da proposta hibrida deste trabalho.

Em relacdo a cobertura dos exemplos de teste preditos (avaliagcbes de
usuarios a itens), o algoritmo Hibrido cobriu 109 exemplos a mais que FM —
método base de maior cobertura de exemplos de teste (ver tabela 6.3, segunda
coluna). O ganho de cobertura por usuario foi de 63 usuarios em relacdo aos
usuérios cobertos pela FM (ver tabela 6.4, segunda coluna).

As tabelas 6.1 e 6.2 mostram a média absoluta dos erros (MAE e MAE por
usuario) dos algoritmos. Como descrito na secédo 5.2, a MAE é calculada somando o
modulo de todos os erros obtidos entre cada valor predito e cada valor real das
avaliacdes do conjunto de teste, e dividindo pelo total de avaliagbes do conjunto.
Intuitivamente podemos considerar os resultados apresentados nas tabelas 6.1 e 6.2
como bons, visto que a escala de avaliacdo dos itens na base Epinions varia de 1 a
5, e na média o erro de predicdo foi sempre menor que 1 (ndmero inteiro) para
qualquer um dos algoritmos avaliados. O algoritmo MT foi 0 que apresentou maior
erro geral (tabelas 6.1 e 6.2, segunda coluna) com o MAE de 0,8014 e MAE por
usuario de 0,8041.

Observando as tabelas 6.1 e 6.2, pode-se notar que FM é o método base
dominante sobre os resultados da proposta hibrida, dado que os algoritmos hibridos
possuem taxas de erro proximas a FM. A causa desta grande influéncia dos

resultados de FM sobre os algoritmos hibridos deve-se principalmente pela
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superioridade da cobertura de FM em relacdo a cobertura de MT. A cobertura de
exemplos de testes cobertos e de usuarios cobertos de FM é 3 vezes maior que a
cobertura de MT (ver tabelas 6.3 e 6.4, segunda coluna). E valido ressaltar que
apesar do resultado de MT ser muito bom para usuarios com até 10 avaliagbes
(tabela 6.3 e 6.4, terceira coluna), ele possui baixa cobertura e por isso influencia
menos no resultado final da proposta hibrida. Em resumo, as taxas de erro obtidas
pelos algoritmos hibridos séo influenciadas diretamente pelo poder de cobertura e
taxas de erro dos métodos base, deste modo as tabelas de erro e cobertura devem

ser analisados em conjunto.

Tabela 6.1 - MAE (MT com profundidade 1)

MAE (Média Absoluta dos Erros)
Algoritmos VisOes
Todos Visdo 1 Visdo 2 Visdo 3

Tabela 6.2 — MAE por usuario (MT com profundidade 1)

MAE por usudrio
Algoritmo Visdes
Todos Visdo 1 Visdo 2 Visdo3
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Tabela 6.3 — Cobertura (MT com profundidade 1)

Cobertura

Algoritmos VisOes
Todos Visdo 1 Visdo 2 Visdo 3
Total de avaliagdes 66.483 9.395 39.490 17.598

Hibrido 57.584 7.966 35.456 14.163

Tabela 6.4 — Cobertura por usuario (MT com profundidade 1)

Cobertura por usuario
Algoritmo VisOes

Todos Visdo 1 Visdo 2 Visdo 3
Total de usudrios 24.165 9.395 13.888 882

Hibrido 22.411 7.966 13.563 882

6.2. MOLETRUST COM PROFUNDIDADE 2 (AMIGOS E AMIGOS DOS AMIGOS).

Analisando os resultados da proposta hibrida utilizando MT com profundidade
2, 0os ganhos relativos aos métodos base foram ainda mais destacados, tanto nas
medidas de erro quanto na cobertura. Novamente a proposta hibrida com a medida
1 obteve os menores erros (MAE e MAE por usuario), dentre as medidas utilizadas
(ver tabela 6.5 e 6.6, segunda coluna). A proposta hibrida com medida 1 melhorou
seu desempenho com aumento da profundidade de 1 para 2 e também o
desempenho em relacdo a FM. A proposta hibrida com medida 4 obteve destaque
com profundidade 2, chegando a ter um resultado melhor que a proposta Hibrida 1,
no entanto, a Hibrida 1 mostrou ser mais equilibrada nas diversas visdes e

apresentou MAE por usuario superior.

Na visdo 1 (usuéarios com 0 até 10 avaliagbes), novamente todas as cinco
medidas e o B fixado em 0,5 melhoraram o MAE e o MAE por usuario em relagéo a
FM, no entanto os resultados foram melhores com profundidade 2 em relacdo a
profundidade 1, ou seja, amenizou-se ainda mais o problema dos usuarios com

poucas avaliacdes em FM.
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Nas tabelas 6.7 e 6.8 (segunda coluna), podemos ver que houve o aumento
de cobertura dos exemplos de testes e usuarios que conseguiram ser preditos. Isto
era de se esperar, ja que houve aumento da cobertura do método com MT por si.
Em relacdo a FM, a proposta hibrida teve um aumento de 327 exemplos de teste e
147 usuérios preditos.

Tabela 6.5 — MAE (MT com profundidade 2)

MAE

Algoritmos VisGes

Todos Visdo 1 Visdo 2 Visdo 3

Tabela 6.6 - MAE por usuario (MT com Profundidade 2)

MAE por Usuario
Algoritmos VisOes

Todos Visdo 1 Visdo 2 Visdo 3




Tabela 6.7 — Cobertura (MT com profundidade 2)
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Cobertura
Algoritmos Visdes
Todos Visdo 1 Visdo 2 Visdo 3
Total de avaliacbes 66.483 9.395 39.490 17.598

Hibrido 57.802 8.062 35.507 14.233
Tabela 6.8 — Cobertura por usuario (MT com profundidade 2)
Cobertura por Usuario
Algoritmos VisOes
Todos Visdo 1 Visdo 2 Visdo 3
Total de usuarios 24.165 9.395 13.888 882

Hibrido

22.510

8.062

13.567

882

6.3. COMPARACAO DOS METODOS BASE COM A PROPOSTA HIiBRIDA DE MEDIDA 1.

Nas figuras que seguem, apresentaremos uma comparacao de resultados
entre a proposta hibrida com medida 1 (melhor resultado entre as medidas) e os
métodos base utilizados.

Na figura 6.1, é apresentado o resultado segundo a medida de erro MAEU
utilizando MT com profundidade 1. Podemos ver que RBC com MT possui erro muito
baixo para usuarios com poucas avalia¢cdes, o que confirma que essa € uma boa
abordagem para resolver esse tipo de problema em FC. Como ja mencionado no
trabalho Massa e Avesani (2007a), este resultado é bastante relevante dado que

50% dos usuarios da base Epinions tem menos de 7 itens avaliados.

Utilizando MT com profundidade 2, ou seja, considerando também os amigos
dos amigos além dos amigos diretos, foi notada uma diminuigdo da acuracia de MT
para usuarios com poucas avaliagbes (ver na figuras 6.1 e 6.2). Apesar da
diminuicdo da acuracia de MT na visédo 1, houve um aumento da acuracia na visao
todos os usuéarios. Na figura 6.4, podemos observar que a cobertura dos usuarios da

visdo 1 mais do que triplicou, passando de aproximadamente 800 para 2709
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usuarios. Resumidamente, cobertura e acuracia para MT na visdo 1 sao
inversamente proporcionais, pois quanto maior a profundidade, maior quantidade de

amigos e menos similares serdo 0s amigos em relacdo ao usuario ativo.

Em relacdo a proposta hibrida com medida 1, houve um aumento da acuréacia
na visao todos os usuarios apds o aumento da profundidade. Esse aumento de
acuracia deve-se ao aumento da acuracia obtido por MT na visdo todos 0s usuarios
e também um aumento de cobertura significativo na visdo 1 de MT, como
mencionado no paragrafo anterior. FM néo influenciou no aumento da acuréacia da

proposta hibrida, pois ele ndo é influenciado pelo aumento da profundidade.

Pode-se notar observando as figuras 6.3 e 6.4, que também houve aumento
de cobertura da proposta hibrida com aumento da profundidade. Mais
especificamente, um aumento de 100 usuarios entre o algoritmo Hibrido com
profundidade 2 em relacdo ao de profundidade 1. Por outro lado, ndo houve
aumento de cobertura na FM, pois ela néo é influenciada com a profundidade. Logo,
pode-se concluir que o aumento de cobertura e acuracia ocorrido com a proposta
hibrida apés o aumento da profundidade, esta relacionado exclusivamente com o

aumento de cobertura e acuracia que ocorreu em MT.

0,85
0,819 0,821
0,804 9852

0,8

0,75 G
»4?39 B Moletrust
B Fatorac3o de Matriz
0,7
| Hibrido 1

0,65

0,6

Todos Visdo 1 Visdo 2 Visdo 3

Figura 6.1 - MAEU dos algoritmos em diferentes visées (MT com profundidade 1)
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0,72

0,7

0,68
Todos
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Viséo 2
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B Moletrust

M Fatoracdo de Matriz

® Hibrido 1

Figura 6.2 - MAEU dos algoritmos em diferentes visdes (MT com profundidade 2)

30000

25000
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15000

10000

TODOS VISAD 1 WISAD 2 VISAD 3
m Total de usudrios 24165 Q395 13888 BEZ2
W Moletrust 6708 800 5078 830
W Fatoracdo de Matriz 22363 7921 13560 BBZ2
EHibrido 22411 7066 13563 BB2

Figura 6.3 — Usuarios cobertos pelos algoritmos (MT com profundidade 1)
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o Todos Visdo 1 Visdo 2 Visdo 3
M Total de usudrios 24165 9395 13888 882
W Moletrust 12915 2709 9348 BSEB
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M Hibrido 22510 7ozl 13567 BEZ

Figura 6.4 — Usudarios cobertos pelos algoritmos (MT com profundidade 2)

6.4. DISCUSSAO DOS RESULTADOS

Nesta secdo, sumarizamos o0s resultados mais importantes. O primeiro deles é o
ganho com relacdo a acuracia que foram obtidos com a proposta hibrida. Na viséao
geral dos dados (utilizando todos os exemplos de testes ou todos os usuarios), todas
as medidas de esparsidade utilizadas geraram um ganho de acuracia em relacédo
aos métodos base, nas duas profundidades de MT testadas. O melhor resultado
para esse trabalho foi do algoritmo Hibrido com medida 1 utilizando profundidade 2
(ver Tabela 6.6).

O segundo é o ganho de cobertura da proposta hibrida em relacdo aos métodos
base. Um aumento de cobertura de usuarios € um resultado importante, pois esse
aumento permite que o sistema de recomendacao consiga atingir usuarios que antes
nao recebiam nenhuma recomendacdo. Em relacdo a FM que é o método base de
maior cobertura e acuracia, os resultados com todas as medidas se mostraram

superiores nos dois critérios.

Foi realizado um teste-t pareado com nivel de confiangca de 99%, ou seja, nivel
de significancia de 0,01, para saber se os resultados obtidos com os algoritmos

hibridos na visdo “todos” diferem estatisticamente dos resultados dos métodos base.
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Foi utilizado o teste pareado devido aos algoritmos terem sido treinados e testados
nas mesmas condicfes (mesma plataforma, conjunto de treinamento e testes, etc.).
As variaveis aleatorias consideradas no teste-t foram os valores das MAEs e MAEUs
de cada algoritmo (tabelas 6.1, 6.2, 6.5 e 6.6, segunda coluna). Por exemplo, para a
tabela 6.6 (MAEU com MT utilizando profundidade 2) foram testadas as seguintes
hipteses nulas (Ho): Xm = X1, Xm = X2, Xm = X3, Xm = Xa, Xm = Xo,5, Xm = Xos € X=Xz X
=Xo, X =Xp, Xi =X3 X;=Xg Xs=Xps. A tabela 6.9 contém a descricdo dessas variaveis
aleatérias Para realizar os testes-t, foram obtidos também os desvios padrbes dos 5
subconjuntos de testes. A tabela 6.11 contém os valores dos desvios padrées dos
MAEs e MAEUs de todos os algoritmos na visao “todos”.

Os resultados dos testes determinaram a rejeicdo das hip6teses nulas, ou seja,
€ possivel dizer com nivel de confianca de 99% que todos os resultados das MAEs e
MAUSs dos algoritmos hibridos diferem estatisticamente dos resultados dos métodos
base. Apenas um caso ndo passou heste teste, que foi o algoritmo hibrido com B
fixado em 0,5 para MAE com MT utilizando profundidade 1, no entanto, é possivel
com uma confianca de no minimo 80% dizer que existe uma diferenca estatistica
entre os valores deste algoritmo hibrido e os valores dos métodos base.

Tabela 6.9 - Variaveis aleat6rias consideradas no testes de hipdtese para a tabela
6.6

X MAE por usuario utilizando MT com profundidade 2 do algoritmo MT

Xi MAE por usuério de FM

X MAE por usuario utilizando MT com profundidade 2 do algoritmo Hibridol

X, MAE por usuario utilizando MT profundidade 2 do algoritmo Hibrido2

X3 MAE por usuério utilizando MT profundidade 2 do algoritmo Hibrido3

X4 MAE por usuério utilizando MT profundidade 2 do algoritmo Hibrido4

X5 MAE por usuario utilizando MT profundidade 2 do algoritmo Hibrido5

Xos MAE por usuario utilizando MT profundidade 2 do algoritmo Hibrido com 3 = 0,5
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Tabela 6.10 - Desvios padroes dos MAEs e MAEUSs dos algoritmos na visédo “todos”.

MT PROFUNDIDADE 1 MT PROFUNDIDADE 2

DESVIOS DESVIOS DESVIOS DESVIOS

PADROES PADROES PADROES PADROES

(MAE) (MAEU) (MAE) (MAEU)
MoleTrust 0,002044482| 0,005485205 0,003761611 0,002621835
Fatora¢do de Matriz | 0,003912950| 0,003538393 0,004104397 0,004115884
Hibrido 1 0,004012828| 0,004274203 0,003876974 0,004354386
Hibrido 2 0,004250812| 0,004585561 0,004600540 0,005251395
Hibrido 3 0,004329904 | 0,004280043 0,003901514 0,004779701
Hibrido 4 0,003743417| 0,003772397 0,003715969 0,004583297
Hibrido 5 0,004135524 | 0,004233478 0,004107120 0,004265942
beta=0,5 0,003864770| 0,003584131 0,003252745 0,003237131

6.5. COMPARAGCAO COM OS RESULTADOS DO TRABALHO DE MASSA E AVESANI.

O trabalho de Massa e Avesani (2007a) é o que possui a metodologia dos

experimentos mais proxima ao trabalho desta dissertacdo. Os autores utilizaram a

mesma base de dados Epinions e as métricas de erro MAE e MAEU. Os autores

dividiram os resultados segundos algumas visbes dos dados: usuarios novos,

usuarios com muitas avaliacfes, itens controversos, itens de nicho, usuario ovelha

negra e usuario com opinides fortes. As categorias ou visdes utilizadas pelos autores

estdo resumidas na seguinte tabela.

Tabela 6.11 - Visdes sobre os dados no trabalho de Massa e Avesani (2007a)

Usuario novo

Usuéario com até 5 avaliacbes

avaliacOes

Usuario com muitas

Usudrio com mais de 10 avaliacdes

Itens controversos

maior que 1.5

Itens que receberam avaliaces cujo desvio padréo das notas é

Itens de nicho

Itens que receberam menos de 5 avaliagbes

Usuaério ovelha

negra™

Usuério com mais de 4 avaliagbes cuja média das notas

fornecidas pelo usuario difere das medias da nota dos itens de 1

Usuario com

opinides fortes

notas € maior que 1.5

Usuério com mais de 4 avaliagdes cujo desvio padrdo entre as

! Este caso é relatado como ovelha cinza no trabalho de Su e Khoshgoftaar (2009).
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O trabalho deles também utilizaram apenas a profundidade 1 e profundidade
2 de MT. A tabela 6.12 abaixo mostra uma comparacdo com os resultados desta
dissertacdo. O presente trabalho conseguiu resultados bem proximos ao trabalho
original de Massa e Avesani para o algoritmo MT. No entanto, € importante ressaltar
que existem algumas diferencas de metodologia dos experimentos entre os dois
trabalhos o que explica uma diferenga entre os resultados. O trabalho de Massa e
Avesani utilizou uma estratégia de Leave-on-out para testar a predicao realizada por
MT, no presente trabalho foi utilizado um Hold-out na proporcao 90/10. O leave-on-
out seria muito custoso se aplicado no presente trabalho, pois devido ao treinamento
da Fatoracdo de matriz essa abordagem torna-se inviavel. Outra diferenca
importante € na quantidade de avaliagbes consideradas para determinacdo de
usuarios novos ou usuarios antigos (com muitas avaliacdes). Massa e Avesani
consideram usuarios com menos de 5 e mais que 10 avaliagdes, respectivamente. O
trabalho desta dissertacdo considerou usuérios com menos de 10 avaliagbes como
usuarios novos. Os resultados para os usuarios antigos do trabalho de Massa e
Avesani serdo comparados com os resultados obtidos para os usuarios da Viséo 2
desta dissertacéo (ver tabela 6.11).

Tabela 6.12 — Resultados de MT no trabalho de Massa e Avesani (2007a) e nesta
dissertacdo segundo a MAE e visdes de usuario.

MAE
MT com profundidade 1 MT com profundidade 2
Usuérios novos | Usuarios Usuarios Usuéarios
antigos/Visao 2 | novos antigos/
Viséo 2
Massa e Avesani 0,6740 0,8730 0,8330 0,8690
Dissertacao 0,6880 0,8125 0,7608 0,7910

BN

Em relacdo a visdo “todos os exemplos de teste”, ocorreu uma pequena
diferenca entre o trabalho de Massa e Avesani e o trabalho desta dissertacdo. No
trabalho original, houve um aumento do erro geral com o aumento da profundidade,
ja no trabalho desta dissertacdo houve uma diminuicdo do erro geral (ver tabela
6.12). Como mencionado, os trabalho utilizam diferentes metodologias para

treinamento e divisdo dos dados o que provavelmente podem ter influenciado nos
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erros apresentados. Por exemplo, no Leave-on-out existe uma garantia que todas as
avaliacdes de base e usuarios da base participaram do conjunto de teste a cada
rodada, ja no Hold-out ndo existe essa garantia. Os resultados com a proposta
hibrida 1 mostra que existem uma diminuicdo significativa do erro em relacdo ao
trabalho original de MT e ao MT implementado nesta dissertacao (ver tabela 6.12).

Tabela 6.13 - Resultados de MT no trabalho de Massa e Avesani (2007a) e nesta
dissertacdo segundo a MAE e visao todos.

MAE
MT profundidade 1 MT profundidade 2
Viséo Todos Visédo Todos
MT (Massa e Avesani) 0,8320 0,8460
MT (Dissertacao) 0,8014 0,7797
Hibrida 1 0,7634 0,7599

No presente trabalho, ndo foi avaliado o desempenho da proposta hibrida em
relacdo a outros problemas listados na tabela 6.10, como por exemplo, usuarios
ovelhas negras, itens de nicho (itens com poucas avaliagdes), itens controversos,
etc. Segundo Massa e Avesani (2007a), MT consegue melhores resultados para
esses problemas em relagdo a FC tradicional. Para entender como seria o
desempenho proposta hibrida para esses outros problemas seria necessario
visualizar os resultados também sob esses aspectos. No entanto, o escopo do
trabalho desta dissertacéo esta limitado a andlise de apenas 3 visfes (visdo 1, 2 e 3)
relativas a quantidade de avaliagbes do usuario. Em trabalhos futuros, poderdo ser
criadas outras medidas de esparsidade que favorecam os resultados de MT em
relacdo aos da FM nos casos usuarios ovelhas negras, itens de nicho (itens com

poucas avaliagdes), itens controversos, etc.
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7 CONCLUSOES

Os sistemas de recomendacédo tém sido uma ferramenta importante de sugestao
informacGes para usuarios. Como descrito no capitulo 2, FC tem se tornado a
abordagem mais popular para sistemas de recomendacao, embora sofra de algumas
fraquezas intrinsecas, como por exemplo, 0s usuarios com poucas avaliacdes. Para
amenizar esse e outros problemas em FC tradicional, surgiram estratégias que

utilizam as informacgdes obtidas das redes sociais sobre confianca entre 0s usuarios.

No capitulo 3, foram descritas as duas principais estratégias de FC que utilizam
informacdes de confianca em suas recomendacgdes: A recomendacdo baseada em

memaoria com confianca e recomendacéo baseada em modelos com confianca.

Neste trabalho, investigamos uma estratégia de arquitetura Hibrida (secéo 4.2)
envolvendo um algoritmo de FC baseada em modelos (Fatoracéo de Matriz) com um
algoritmo de RBC utilizando a medida de confianca MoleTrust. Um conjunto de 5
medidas de esparsidade foi desenvolvido para realizar a combinacdo ponderada
entre os dois algoritmos. Foi testada também a combinacdo onde cada técnica tinha
0 mesmo peso ha combinacdo (B = 0,5), independentemente da esparsidade dos

dados.

Os resultados dos experimentos realizados mostraram que a arquitetura
proposta melhorou a acuracia e cobertura em relacdo aos dois algoritmos
combinados. A combinacao utilizando medidas de esparsidade mostrou ser Gtil para
superar as fraquezas dos dois algoritmos, que na fatoracdo de matriz sdo os
usuarios com poucas avaliacbes e em MoleTrust sdo usuarios com muitas

avaliacoes.

Diante do trabalho apresentado na dissertacdo, podemos concluir que as

principais contribuicdes do mesmo foram:

¢ Revisédo do estado da arte nos assuntos investigados

e Desenvolvimento de uma arquitetura Hibrida de FC e RBC através de
medidas de esparsidade. Anand e Bharadwaj (2011) foram os primeiros a
incorporar medidas de esparsidade dentro de estratégias hibridas de FC, no
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entanto, no contexto de RBC essa estratégia ndo tinha sido investigada, até o
momento.

e Foi realizada uma combinacdo de FM e RBC utilizando MoleTrust. Até o
momento, a maioria das estratégias que combinaram FM com confianca o
faziam incorporando confianca dentro do modelo de FM (MA et al., 2009;
JAMALI & ESTER; 2010; BAO & ZHANG; 2014).

¢ Desenvolvimento de um conjunto de medidas de esparsidade que podem ser
aplicadas ao conjunto de dados de avaliacdo e/ou ao conjunto de dados de
confianca (secéo 5.3).

¢ Melhoria na acuracia de predicdo em relacdo aos algoritmos combinados. A
melhoria de acuracia obtida foi conseguida pela superacao das fraguezas de
cada algoritimo base, que em FM é a recomendacdo para usuarios com
poucas avaliacbes e em MT, a recomendacdo para USUArios com muitas
avaliacoes.

e Aumento de cobertura em relagcéo aos algoritmos combinados com a proposta
hibrida. Isto possibilitou que mais usuarios conseguiram se beneficiar com

alguma recomendacao personalizada.

7.1. LIMITACOES E TRABALHOS FUTUROS

O presente trabalho atingiu uma melhoria em termos de acuracia de predicéo
e cobertura com a proposta Hibrida descrita no capitulo 5 em relacdo a acuracia e
cobertura dos algoritmos de FC e RBC que foram combinados. No entanto, existem
alguns pontos interessantes que podem se estender deste trabalho, alguns desses

pontos sao originados de algumas limitagdes do trabalho.

e Utilizar outros algoritmos de FC e outras medidas de confianca.

e Investigar a melhor configuracdo de parametros do algoritmo de FM
testado para a versdo da base Epinions utilizada.

e Nao foram investigadas medidas de esparsidade que avaliasse o nivel
geral de esparsidade da base. Esse tipo de medida poderia ser utilizado
para ponderar a importancia de uma técnica de FC em relacdo a RBC a
depender do nivel de esparsidade da base inteira. Seria interessante

trabalhar com mais de uma base, tendo essas bases diferentes niveis de
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espardidade. No entanto, o presente trabalho utilizou apenas a base do
Epinions.

e Investigar outras medidas de esparsidade por usuério ativo e item ativo,
apenas por usuario ativo e apenas por item ativo. Neste trabalho nao foi
investigada nenhuma medida de esparsidade que dependesse apenas do
item ativo. Juntamente com medidas de esparsidade por item ativo, seria
interessante analisar como se comportam as diferentes abordagens que
serdo combinadas para itens com poucas avaliagcdes (item novo) e itens
com muitas avaliacdes.

e Investigar uma estratégia para unificar as medidas de esparsidade da
base de avaliagdo usuério-item e da base de avaliagdo usuario-usuario.
Uma das possibilidades € criar uma equacédo Unica a partir das medidas
das duas bases através de uma equacédo ponderada, onde 0s pesos serao
calculados por algum algoritmo de busca e otimizagdo. Anand e
Bharadwaj (2011) utilizaram algoritmo genético para criar uma medida de
esparsidade unificada em seu trabalho.

e Utilizar bases de avaliagbes de usudrio-usuario com informacdes de
confianca e desconfianca entre usuarios.

e Utilizar bases de dados com diferentes niveis de confianga explicitamente
informados pelos usuéarios. Na versdo da base Epinions utilizada, os
valores de confianca eram binarios, e a ocorréncia de uma amizade era
indicada apenas com o valor 1.

e Realizar uma comparacéo da proposta hibrida deste trabalho com outros
trabalhos que incorporam confianga nos modelos de fatoracdo de matriz
(MA et al., 2009; JAMALI & ESTER, 2010; BAO & ZHANG). Analisar os
resultados para usuarios com diferentes niveis de avaliagdo, afim de
entender qual das abordagens consegue lidar melhor com os usuarios

novos.

Esperamos que as limitacbes apontadas tragam possibilidades para novos

trabalhos futuros.
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