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DMBUILDING: UMA METODOLOGIA PARA MONTAGEM DE VI§(~)ES EM
BASES DE DADOS DIRIGIDAS A PROBLEMAS DE MINERACAO DE
DADOS

Resumo

Os avangos tecnoldgicos tém aumentado drasticamente a magnitude dos dados armazenados
em diversos dominios de aplicagdo. Esta abundancia de dados tem excedido a capacidade de
andlise humana. Como conseqiiéncia, algumas informacdes valiosas escondidas nestes
grandes volumes de dados ndo sdo descobertas. Este cendrio impulsionou a criagdo de varias
técnicas capazes de extrair conhecimento de grandes volumes de dados. Algumas dessas
técnicas sao resultantes do emergente campo de Descoberta de Conhecimento em Bases de
Dados (Knowledge Discovery in Databases - KDD).

O processo de KDD é composto de vdrias etapas. A etapa de preparacdo dos dados
consome de 50% a 90% do tempo e esfor¢o necessario para a realizacdo de todo o processo.
Quanto mais completa e consistente for a preparag@o, melhor serd o resultado da mineragdo de
dados. Uma forma de garantir a completude e a consisténcia dos dados é utilizar uma
metodologia que aborde detalhadamente todas as atividades relacionadas a preparacdo dos
dados.

Muitas metodologias foram propostas para o desenvolvimento de projetos de KDD.
Apesar da maioria citar o processo de preparacdo dos dados, poucas metodologias especificas
para montagem de visdo de dados tém sido propostas. Diante deste cendrio, esta dissertagdo
tem como objetivos investigar as metodologias para o desenvolvimento de projetos de KDD,
enfatizando os aspectos relacionados a preparacdo dos dados, e como resultado da
investigacdo, propor uma metodologia para montagem de visdes em bases de dados dirigidas
a problemas de Mineracdo de Dados. Esta metodologia engloba, de forma detalhada, todo
processo de preparagdo dos dados, desde o entendimento do problema até a geracdo da base.

A viabilidade pritica da metodologia proposta, DMBuilding, é demonstrada através
da realizacdo de um estudo de caso que utiliza uma base de dados de um problema real de
larga escala no dominio da andlise de risco crédito. Os resultados ilustram os beneficios da
metodologia, comprovando sua relevincia para a montagem de visdo em bases de dados.
Palavras-chave: Descoberta de Conhecimento em Bases de Dados, Preparagdo dos Dados,

Metodologia para o Desenvolvimento de Projetos de Descoberta de Conhecimento em Bases

de Dados, Metodologia para Montagem de Visdo, Andlise de Crédito.



DMBUILDING: A NEW METHODOLOGY FOR DATA MART GENERATION
IN THE SOLUTION OF DATA MINING PROBLEMS

Abstract

Technological advances have dramatically increased the volume of data stored in various
domains of applications. Since this data abundance has highly exceeded the ability of humans
to analyze and use the information available, some valuable hidden information are not
understood and employed for efficient decision making processes. This scenario stimulated in
the past few years the creation of several techniques for extracting knowledge from large
amounts of data. Some of these techniques are the result of the emerging field of Knowledge
Discovery in Databases - KDD.

The process of KDD is composed of several steps. The preparation of the data
stage takes from 50% to 90% of the time and effort necessary for the completion of the whole
process. The more complete and consistent is the preparation, the better the data mining
results. One way to ensure the completeness and consistency of the data is to use a
methodology that addresses in detail all the activities related to the preparation of the data.

Many methodologies have been proposed for the development of KDD but the
majority of them only mention the data preparation process, and even fewer are devoted to the
specific creations of data marts which integrate the whole data used to solve the KDD
problem. This dissertation studies the methodologies for the development of KDD projects,
emphasizing aspects related to the preparation of the data, and as a result, proposes a thorough
methodology — DMBuilding — for the design of data marts in the context of KDD problems.
This methodology includes, in detail, all of the data preparation process, from the
understanding of the problem until the generation of the database.

The practical feasibility of the proposed methodology is demonstrated through the
completion of a case study that uses a database with a real world complex problem in the field
of credit risk analysis. The results illustrate the benefits of the methodology, showing its
relevance for the design of data marts addressed to the data mining problems.

Keywords: Knowledge Discovery in Databases, Data Preparation, Methodology for the
Development of Projects of Knowledge Discovery in Databases, Methodology for Data Marts

Generation in the Solution of Data Mining Problems, Credit Analysis.
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Capitulo 1

Introducao

1.1 Consideracoes Iniciais

Atualmente, existem muitas metodologias para o desenvolvimento de projetos de Descoberta
de Conhecimento em Base de Dados (Knowledge Discovery in Databases - KDD). Apesar de
a maioria das metodologias citarem o processo de preparacdo dos dados, poucas metodologias
especificas para montagem de visdo de dados t€m sido propostas. Diante deste cendrio, esta
dissertacdo tem como principal objetivo propor uma metodologia para montagem de visdes
em bases de dados dirigidas a problemas de Mineragdo de Dados (MD). Esta metodologia
engloba, de forma detalhada, todo processo de Preparacdo dos Dados, desde o entendimento
do problema até a geracdo da base de dados que serd utilizada na fase de MD. Para
demonstrar a aplicac¢do pratica da metodologia proposta foi desenvolvido um estudo de caso

de andlise de crédito, um problema real e de larga escala.

1.2 Motivacao

No passado, a tecnologia limitada, tanto em relagdo ao hardware como em relacdo ao
software, permitia o armazenamento de pequenos volumes de dados. Consultas simples eram
suficientes para a andlise destes dados. Nas tultimas décadas, grandes avangos tecnoldgicos
tém permitido o armazenamento e o processamento de grandes volumes de dados.
Conseqiientemente, a andlise manual se tornou impraticavel, sendo necesséria a utilizagdo de
métodos eficientes e auxiliados por computador para a andlise dos dados e extracdo de

conhecimento. Alguns desses métodos sdo resultantes do campo de KDD, que incorpora
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técnicas utilizadas em 4reas como Reconhecimento de Padrdes, Inteligéncia Artificial (IA),
Aquisicdo de Conhecimento, Estatistica, Banco de Dados, Data Warehousing (DW),
Visualizacdo de Dados e outras dreas [Han & Kamber 2006].

Segundo [Fayyad et al. 1996a], KDD é um processo ndo trivial de identificacdo de
padrdes validos, novos, potencialmente uteis e compreensiveis. Este processo € iterativo
(melhorias consecutivas podem ser realizadas a fim de obter melhores resultados) e interativo
(vérias decisdes sdo tomadas pelos usudrios durante o processo), composto das seguintes

etapas:

Selecdo de Dados: Obter um conjunto de dados do qual se deseja extrair
conhecimento;

e Pré-processamento: Tratar dados inconsistentes e incompletos;

e Transformacdo: Representar os dados de acordo com o algoritmo de MD;

e Mineragdo de Dados: Extracdo de conhecimento da base de dados;

e Interpretagdo e Avaliacdo dos Resultados: Interpretacdo e avaliacdo dos padrdes

interessantes.

A metodologia de Fayyad et al. foi a primeira metodologia desenvolvida para projetos
de KDD. E uma metodologia til, porém muito limitada em alguns aspectos, principalmente
nas atividades relacionadas ao pré-processamento e transformacao de dados.

A realizacdo de um projeto de KDD é uma tarefa muito complexa. Para garantir
solugdes de qualidade € imprescindivel o uso de alguma metodologia que sirva de guia,
especificando o fluxo a ser seguido e as atividades que devem ser realizadas.

Muitas metodologias foram propostas para o desenvolvimento de projetos de KDD,
entre as quais se destacam:

e Abordagem de Fayyad et al. [Fayyad et al. 1996a]: Considera o processo de KDD

como sendo iterativo e interativo, composto das seguintes etapas: Selecdo de
Dados, Pré-processamento, Transformagdo, Mineracdo de Dados e Interpretagdo e
Avaliagao dos Resultados;

e  CRISP-DM (Cross-Industry Standard Process for Data Mining) [Chapman et al.
2000]: Propde um modelo de processo hierdrquico que consiste de seis fases:
Entendimento do Negécio, Entendimento dos Dados, Preparacdo dos Dados,
Modelagem, Avaliagdo e Utilizacdo;

e DMEasy [Cunha 2005]: Aborda uma metodologia genérica, interativa e iterativa

2

para projetos de KDD integrada com um sistema de documentacio de processos. E
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fortemente baseada em CRISP-DM [Chapman et al. 2000], DMLC (Data Mining
Life Cycle) [Hofmann & Tierney 2003] e PMBOK (Project Management Body of
Knowledge) [PMBOK 2000], e estd dividida em seis fases: Iniciacdo,
Planejamento e Organizacdo, Execucdo, Distribuicdo e Finalizaco,

Acompanhamento e Controle do Projeto, e Processos Genéricos.

As atividades relacionadas a preparacdo dos dados consomem de 50% a 90% do tempo e

esfor¢o necessdrio para a realizacdo de todo o processo de KDD [Two Crows 1999]. Quanto

mais completa e consistente for a preparacdo, melhor serd o resultado da mineracdo dos dados

[Bigus 1996]. Uma forma de garantir a completude e a consisténcia dos dados é utilizar uma

metodologia que aborde de forma detalhada todas as atividades relacionadas a preparacdo e a

transformag@o dos dados. Por este motivo, algumas metodologias focam na etapa de

Preparacdo dos Dados, entre as quais se destacam:

Abordagem de Yu et al. [Yu et al. 2006]: Apresenta um esquema integrado de
preparacdo de dados para andlise de dados com a utilizacio de Redes Neurais
Artificiais (RNA). Esta metodologia estd dividida em trés fases: Pré-andlise dos
Dados, Pré-processamento dos Dados e Pés-andlise dos Dados. Cada fase é
dividida em sub-processos;

Metodologia da empresa Quadstone [Quadstone 2003]: Propde uma metodologia
composta de trés fases: Captura de Comportamento do Cliente, Andlise dos Dados
e Modelagem, e Atribuicdo de Scores e Tomada de Decisao.

Metodologia de Han & Kamber [Han & Kamber 2006]: Propde uma metodologia
focada no pré-processamento de dados e na explanagdo de técnicas de mineragdo
de dados. Esta metodologia estd dividida em quatro fases: Limpeza e Integracio,
Selecdo e Transformacdo, Minera¢do de dados e Avaliacdo e Apresentacdo. Cada

fase € dividida em sub-processos.

Apesar de a maioria das metodologias citadas fazerem referéncia a atividades

relacionadas a preparacdo dos dados, poucas metodologias especificas para montagem de

visdo de dados t€m sido propostas. A falta de metodologias especificas para a fase de

Montagem de Visdes de dados é o foco da motivagdo dessa dissertaco.
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1.3 Objetivos

Motivada pela importincia das atividades relacionadas a preparacdo dos dados em projetos de
KDD e pela escassez de metodologias que abordem estas atividades de forma detalhada, esta
dissertacdo tem como objetivos:

e Investigar as metodologias para o desenvolvimento de projetos de KDD,
enfatizando os aspectos relacionados a preparacao dos dados;

e Como resultado da investigacdo, propor uma metodologia para montagem de
visdes em bases de dados dirigidas a problemas de MD, com foco em dados
cadastrais e comportamentais;

® Aplicar a metodologia proposta em um problema de larga escala no dominio de

andlise de risco de crédito, para andlise e valida¢do da metodologia proposta.

1.4 Justificativas

Apesar de KDD ser uma drea recente com muitos aspectos que ainda precisam ser
pesquisados em profundidade, varias metodologias para o desenvolvimento de projetos de
KDD jéa foram propostas. A maioria dessas metodologias visa a defini¢do das etapas do
processo de KDD, especificando a seqiiéncia de execugdo e a interacdo entre elas. Nenhuma
etapa € completamente explorada, pois o foco é descrever o processo como um todo. Com o
crescimento da aplicacdo de KDD em diversos dominios, percebeu-se que as atividades
relacionadas a preparacdo dos dados consomem de 50% a 90% do tempo e esforco necessario
para a realizacdo de todo o processo de KDD [Two Crows 1999]. Portanto, quanto mais
completa e consistente for a preparagdo, melhor serd o resultado da minera¢do de dados
[Bigus 1996]. Apesar de a maioria das metodologias citarem o processo de preparacdo dos
dados, poucas metodologias especificas para montagem de visdo de dados tém sido propostas.
Portanto, a principal contribui¢do dessa dissertacdo € a proposicdo de uma metodologia
especifica para montagem de visdes em bases de dados dirigidas a problemas de MD. Esta
metodologia engloba, de forma detalhada, todo processo de preparagdo dos dados, desde o
entendimento do problema até a geracdo da base de dados. Para cada fase sdo especificados os
processos, as atividades, as entradas, as saidas e os responsaveis. Este nivel de detalhe permite
que a metodologia seja utilizada como guia completo para montagem de visdes em bases de

dados.
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A metodologia proposta nesta dissertacdo ¢é fortemente baseada nas seguintes
metodologias: abordagem de [Fayyad et al. 1996a], CRISP-DM [Chapman et al. 2000],
DMEdasy [Cunha, 2005], abordagem de [Yu et al. 2006] e metodologia da empresa Quadstone
[Quadstone 2003]. As trés primeiras metodologias sdo voltadas para o desenvolvimento de
projetos de KDD, englobando todas as etapas do processo. As demais sdo mais focadas no
processo de preparagdo dos dados.

A abordagem de [Fayyad et al. 1996a] e a CRISP-DM [Chapman et al. 2000] foram
escolhidas por serem referéncias relevantes na drea de KDD. A abordagem de [Fayyad et al.
1996a] foi um marco para a area de MD, pois introduziu o conceito de MD em um contexto
mais amplo (KDD), focando muito mais na solu¢do do problema do que nos resultados das
técnicas de MD [Cunha 2005]. A metodologia CRISP-DM [Chapman et al. 2000] foi
concebida por um consorcio de empresas interessadas em MD que decidiram criar um modelo
de processo padrdo, ndo proprietirio e disponivel para todos, que fosse baseado em
experiéncias reais.

As principais motivacdes para investigar a metodologia DMEasy [Cunha 2005] sdo:
possibilidade de uma especificagdo mais detalhada do processo de KDD em relagéo as outras
metodologias, suporte a documentacdo do processo e €nfase na especificacdo do negdcio
associado ao problema. Esta metodologia foi proposta com o intuito de ser uma metodologia
geral, completa e que atenda a realidade dos desenvolvedores de solugdes de KDD.

A abordagem de [Yu et al. 2006] e a metodologia da empresa Quadstone [Quadstone
2003] também foram consideradas como base para a metodologia proposta por apresentarem
como foco o processo de preparacio dos dados, caracteristica ausente nas demais
metodologias. A abordagem de [Yu et al. 2006] especifica os problemas relacionados aos
dados e apresenta uma série de técnicas de processamento que podem ser aplicadas para
resolu¢do dos mesmos. A metodologia da empresa Quadstone [Quadstone 2003] estd mais
focada na modelagem de varidveis comportamentais que sdo de extrema importincia para
resolucdo de problemas de KDD.

A metodologia proposta nesta dissertagdo foi aplicada em um problema de larga escala
no dominio de andlise de crédito. Este dominio foi escolhido por se tratar de um problema de
larga complexidade, envolver um grande nimero de informacdes a serem analisadas, com
multiplos atributos relacionados, e ser de interesse de diversas instituicdes e empresas. Tais
caracteristicas permitiram a verificacdo da viabilidade pratica da metodologia e a avaliacio

das suas virtudes e deficiéncias.
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1.5 Estrutura da Dissertacao

Esta dissertacdo estd organizada em seis capitulos. O Capitulo 1 apresenta uma visdo geral da
drea de KDD e das metodologias para o desenvolvimento de projetos de KDD. Este capitulo
também expde as motivacdes, 0s objetivos e as justificativas desta dissertacdo. O Capitulo 2
descreve detalhadamente todas as etapas do processo de KDD e destaca algumas dreas de
aplicag@o. O Capitulo 3 aborda as principais metodologias para o desenvolvimento de projetos
de KDD e para montagem de visdo de dados, enfatizando os aspectos relacionados a
preparagdo dos dados. O Capitulo 4 descreve de forma bastante detalhada a metodologia
proposta nesta dissertagdo para montagem de visdes em bases de dados dirigidas a problemas
de MD. O Capitulo 5 descreve a aplicagdo da metodologia em um problema de andlise de
crédito. Por fim, o Capitulo 6 apresenta as conclusdes, as contribuicdes, as limitacdes e os

trabalhos futuros relacionados a dissertacao.



Capitulo 2

Descoberta de Conhecimento em Bases de Dados

2.1 Introducao

O crescente avancgo da tecnologia e o uso extensivo de Sistemas Gerenciadores de Banco de
Dados (SGBD) proporcionam, gradativamente, mais recursos computacionais para a coleta,
armazenamento, processamento e distribui¢do dos dados [Kimball et al. 1998].

A geracdo de informacdes corretas a partir dos dados armazenados € de essencial
importancia para qualquer organiza¢do. [Almeida 1995] afirma que ao ter acesso a
informag@o uma empresa é capaz de aumentar o valor agregado de seu produto ou reduzir
seus custos. Para [Freitas 1993], as informacdes e o conhecimento compdem um recurso
estratégico essencial para o sucesso da empresa em um ambiente competitivo. Segundo
[Oliveira 1999], toda empresa tem informagdes que proporcionam a sustentacio para as suas
decisdes. Entretanto apenas algumas empresas conseguem otimizar o seu processo decisorio e
aquelas que estdo neste estdgio evolutivo seguramente possuem grande vantagem.

Apesar de as organizacdes reconhecerem a importancia das informacdes “embutidas”
em suas bases de dados, devido ao grande volume de dados, percebeu-se que era impraticavel
a realizac@o de andlise puramente humana [Romao 2002].

Data Warehousing (DW) foi um dos primeiros passos a fim de aprimorar a andlise de
grandes quantidades de dados [Kimball et al. 1998]. O Data Warehouse (DW) € o resultado
de um processo de preparacdo de dados para exploragdo analitica. Este termo € utilizado para
descrever um conjunto muito grande de dados orientados a assuntos, integrados e ndo
voléteis, que suportam as tomadas de decisdo [Srivastava & Chen 1999]. O desenvolvimento
e a implantacdo de um DW envolvem a integra¢do de dados de diversas fontes, realizando

transformagdes sobre os mesmos a fim de obter dados limpos, agregados e consolidados. O
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principal resultado esperado da utilizacdo de um DW € um ambiente de consultas analiticas,
onde as informagdes podem ser exploradas (analisadas) segundo algumas dimensdes. Estas
consultas, chamadas OLAP (Online Analytical Processing). So orientadas pelo usudrio, o
qual possui uma hipdtese que queira validar ou simplesmente executa consultas aleatdrias
[Rezende et al. 2003]. Isso faz com que padrdes escondidos nos dados ndo sejam descobertos
de forma “inteligente”, visto que € exigida do usudrio a capacidade de pensar em todas as
relacdes e combinar diversas hipéteses a fim de extrair conhecimento em uma grande massa
de dados.

Neste contexto, surgiu a drea de Descoberta de Conhecimento em Base de Dados
(Knowledge Discovery in Databases - KDD) [Fayyad et al. 1996a]. A area de KDD pode ser
entendida como a exploracdo e a andlise de grandes quantidades de dados, de maneira
automdtica ou semi-automdtica, com o objetivo de descobrir padrdes e regras relevantes
[Berry & Linoff 2004], que podem ser usados no processo de tomada de decisao.

Este capitulo trata do processo de KDD, enfatizando a preparagio e o pré-

processamento dos dados, foco dessa dissertagdo.

2.2 O Processo de Descoberta de Conhecimento

O termo KDD surgiu em um workshop, em 1989, para enfatizar o produto final desse
processo: o “conhecimento” [Fayyad et al. 1996a].

KDD ¢é um processo de identificacdo de padrdes vélidos, novos, potencialmente tteis e
compreensiveis ao ser humano [Fayyad et al. 1996a]. Portanto, o conhecimento obtido deve
ser considerado interessante, auxiliando no processo de tomada de decisao.

Todo o processo de KDD ¢ orientado ao dominio de aplicacdo e aos repositérios de
dados. Para usar os dados € necessario que os mesmos estejam estruturados de forma a serem
consultados e analisados adequadamente [Rezende et al. 2003].

A aplicagdo de um projeto de KDD s6 é vidvel quando alguns aspectos sdo
considerados. Um aspecto prético é o impacto que a aplicagdo ird provocar. Esse impacto
pode ser medido através de critérios como rendimento, reducdo de custos, melhora na
qualidade dos produtos, economia de tempo, qualidade do conhecimento descoberto,

aumento da automacgdo de processos de andlises manuais [Romao 2002]. Outros aspectos sdo

a disponibilidade e a qualidade dos dados.
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Muitas vezes os termos "Mineracdo de dados" (MD) e "Descoberta de Conhecimento
em Banco de dados" sdo confundidos como sindnimos. Porém, o termo KDD € empregado
para descrever todo o processo de extracdo de conhecimento de um conjunto de dados e o
termo MD refere-se a uma das etapas deste processo.

A MD € uma érea interdisciplinar que resultou da juncdo de dreas como Estatistica,
Banco de Dados, Arquiteturas Paralelas, Visualizacdo de Dados, Aprendizado de Méquina e

Computacdo de Alto Desempenho, conforme pode ser visto na Figura 2.1 [Motta 2007].

Banco de Dados
Dara Warehouse

Métodos Estatisticos
Anélise Multivariada

Arquiteturas Paralelas
Grid Computing

Mineragédo de Dados

Légica Fuzzy
Redes Neurais
Algoritmos Genéticos

isualizagédo de Dados
Métodos Qualitativos

prendizado de Maquin
istemas Especialista

Figura 2.1 - Interdisciplinaridade da area de Mineracao de Dados

No desenvolvimento de um projeto de KDD, muitos sdo os envolvidos. Cada atividade
estd diretamente ligada a um ou mais responsdveis. Nao existe um padrdo de defini¢do de
papéis, mas os papéis comumente citados nas metodologias de KDD sdo [Myatt 2007]:

® Analista de dados: entende as técnicas envolvidas no processo de KDD. Tem
conhecimento sobre o funcionamento dos algoritmos e das ferramentas utilizadas
no processo, mas nao necessariamente conhece o dominio ao qual os dados
pertencem;

e Especialista no dominio: conhece o dominio no qual o processo de KDD sera
aplicado. Por exemplo, pode-se utilizar KDD para encontrar padrdes de vendas de
produtos e, nesse caso, o especialista no dominio pode ser um especialista em
marketing ou alguém que tenha maior familiaridade com relacdo ao dominio do

problema a ser resolvido;
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e Usuario: ird utilizar o resultado do processo de KDD. Normalmente, o usuério nao
¢ somente uma pessoa, mas uma instituicao, uma empresa ou um departamento de
uma empresa.

¢ Especialista em TI (Tecnologia da Informacao): detém todo o conhecimento do
funcionamento da area de informética da organizacdo na qual sera aplicado o
resultado do processo de KDD. Este conhecimento € necessdario para o
levantamento e o entendimento dos dados que serdo necessirios para a realizagdo
do projeto.

Esses responsdveis possuem habilidades diferentes, mas nio sdo necessariamente

pessoas diferentes. Por exemplo, freqiientemente os papéis de usudrio e especialista sdo
exercidos por uma mesma pessoa, quando esta possui conhecimento detalhado do dominio da
aplicacg@o.

Virias metodologias de KDD foram propostas. Por ser uma das metodologias que

descreve as abordagens comumente usadas pelos usudrios de mineracdo de dados utilizadas
para o desenvolvimento de projetos, a descricdo do processo de KDD exposta nas proximas
secoes € baseada na metodologia CRISP-DM [Chapman et al. 2000]. Segundo esta
metodologia, um projeto de KDD consiste de seis fases (entendimento do negdcio,
entendimento dos dados, preparacao dos dados, modelagem, avaliacdo e utilizagdo), conforme

descrito na Figura 2.2.

[ Entendimento Entendimento
| do Negécio dos Dados

I Prepr;rt;lg&o
~ dos Dados

Modelagem

| Avaliagéo |

Figura 2.2 — Etapas do processo de KDD segundo a metodologia CRISP-DM [Chapman et
al. 2000]
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2.2.1 Entendimento do Negdcio

Nesta primeira etapa, € realizado um estudo para analisar o problema a ser resolvido e se esse
problema deve ser solucionado através de algum método de MD. Nessa fase todas as
documentacdes necessarias serdo realizadas para auxiliar nas demais fases do projeto.

O primeiro passo a ser realizado é um estudo do dominio da aplicacdo e a defini¢do de
objetivos e metas a serem alcancados, a fim de planejar as atividades necessdrias para que o
projeto seja finalizado dentro do prazo, custo e qualidade desejaveis [Cunha 2005].

Essa etapa € essencial porque ird criar um plano cuja execucdo serd focada no
problema a ser resolvido [Chapman et al. 2000].

Ao final dessa etapa deve-se ter:

¢ Uma defini¢do clara do problema a ser resolvido;

¢ Um entendimento completo dos dados relevantes ao problema;

¢ Uma visdo de como os resultados do projeto serdo utilizados.

E fundamental que o especialista do dominio da aplicacio faca parte dessa etapa,
fornecendo conhecimento sobre o dominio. Esse conhecimento serve de subsidio para todas
as outras fases do projeto de KDD, principalmente para a fase de pré-processamento dos
dados, onde um conhecimento mais profundo dos dados contribui com a escolha do conjunto
de dados mais relevante para o problema. O especialista do dominio colabora na defini¢do do
que possam ser padrdes validos, do grau de importancia dos atributos, de relacionamento
entre bases e informacdes para a geragdo de novos atributos, de informacdes sobre os
melhores pardmetros do processo de mineracdo de dados, entre outras atividades [Rezende et
al. 2003].

O processo de KDD difere de outros processos analiticos, pois, apesar da aparente
facilidade de aplicar algoritmos de MD e obter algum resultado, sem uma defini¢do clara do

problema a ser resolvido, os resultados obtidos serdo intteis [John 1997].

2.2.2 Entendimento dos Dados

Uma vez que o problema foi definido, dados relevantes devem ser coletados. Portanto, é
necessdrio verificar se os dados disponiveis sdo relevantes para a aplicagdo de algum

algoritmo de MD e analisar se os mesmos sdo tteis para o problema [Alluri 2005].
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O conhecimento sobre os dados ird contribuir para algumas etapas posteriores, como a
fase de transformacdo dos dados [Chapman et al. 2000].

Na maioria dos casos, dados relevantes sdo extraidos de uma ou mais bases de dados
ou de um DW que foi originalmente criado para realizacdo de consultas analiticas [Baragoin
et al. 2001] [Inmon 2005].

O entendimento dos dados que serdo utilizados durante o processo de KDD pode ser
documentado em um relatério com a descricdo dos dados [Two Crows 1999]. Esse relatério
deve conter propriedades como formato dos dados, nimero de exemplos e atributos; total de
dados ausentes e diferentes; nome, dominio, descricdo, valores méximo e minimo dos
atributos; e descri¢do das fontes de dados.

E de suma importincia que esta fase seja executada utilizando-se todo o conhecimento
do especialista do dominio e do especialista em TI. Além disso, é de extrema utilidade que
exista uma descricdo formal dos dados (geralmente em forma de Diciondrio de Dados) e uma
caracterizacdo de como os dados estdo agrupados e relacionados (no caso de banco de dados
relacionais, através do DER - Diagrama de Entidade e Relacionamento [Ramakrishnan &
Gehrke 2002]). No entanto, muitas instituicdes ndo possuem este tipo de documentacio, e é
nesse momento que os especialistas sdo chave fundamental para o entendimento dos dados.

Ao fim, devem ser analisadas a qualidade dos dados e a viabilidade do projeto diante
dos dados disponiveis. Para aumentar a qualidade dos dados ja disponiveis na organizagdo,
fontes externas (referentes ao negécio em questdo) podem ser adquiridas. Caso a qualidade

dos dados seja um fator conflitante, o projeto pode ser descontinuado.

2.2.3 Preparacao dos Dados / Pré-processamento

Depois de entender o problema, levantar os objetivos e avaliar os dados disponiveis, chega-se
ao processo de mapeamento do problema, que tem por objetivo planejar as tarefas de MD a
serem aplicadas e construir a vis@o final dos dados. Entende-se por visdao de dados a
caracterizacdo final dos dados a serem apresentados aos algoritmos de MD [Berry & Linoff
2004]. Esta fase engloba toda transformag@o realizada na base de dados, como mudanga de
granularidade e outras transformacgdes que serdo abordadas pela metodologia proposta nessa
dissertacao.

Normalmente, os dados disponiveis para andlise ndo estdo em um formato adequado
para a extracdo de conhecimento e apresentam diversos problemas, como grande quantidade

de valores desconhecidos, formatos diferentes para o mesmo atributo em diversas tabelas,
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ruido (atributos com valores incorretos), entre outros. Além disso, em razao de limitacdes de
memoria ou tempo de processamento, muitas vezes ndo € possivel a aplicacdo direta dos
algoritmos de MD [Deschaine et al. 2001]. Dessa maneira, torna-se necessdria a aplicacdo de
métodos para tratamento, limpeza e reducdo do volume de dados antes de iniciar a etapa de
mineracdo de dados. Tais métodos permitem que as informag¢des escondidas nos dados se
tornem mais acessiveis e disponiveis para as ferramentas de MD [Pyle 1999]. E importante
salientar que a execucdo das transformacdes deve ser guiada pelos objetivos do projeto a fim
de que o conjunto de dados gerado apresente as caracteristicas necessarias para que OS
objetivos sejam cumpridos [Rezende et al. 2003].

Em um projeto de KDD, todas as fases sdo importantes, mas normalmente a fase de
preparacdo dos dados € a mais relevante e critica. Quanto mais elaborada for esta fase, maior
a tendéncia de se produzir bons resultados. A fase de preparacdo dos dados tende a consumir
de 50 a 90% do tempo de um projeto de KDD [Jermyn et al. 1999] [Two Crows 1999].

De forma geral, a preparacdo dos dados é um processo semi-automatico, pois depende
da capacidade do analista de dados em identificar os problemas presentes nos dados e os
métodos apropriados para soluciona-los.

As tarefas realizadas nessa etapa podem ser divididas em dois grupos [Batista 2003]:

e Tarefas fortemente dependentes do conhecimento do dominio: Essas tarefas
podem ser efetivamente realizadas apenas com o uso do conhecimento especifico
do dominio. Um método automdtico pode ser empregado para realizar este tipo de
tarefa, entretanto, esse método depende de que um conhecimento especifico seja
fornecido. Um exemplo disso sdo as verificagdes de integridade dos dados. Por
exemplo, em uma aplicagdo de transacdes bancarias onde as varidveis “agéncia’ e
“conta” ndo podem assumir valores nulos, através de um conjunto de regras
dependentes de dominio é possivel verificar a integridade dessas variaveis;

e Tarefas fracamente dependentes do conhecimento do dominio: Essas tarefas
podem ser realizadas por métodos que extraem dos proprios dados as informagdes
necessdrias para tratar o problema de pré-processamento dos dados. Apesar de
essas tarefas dependerem do conhecimento do dominio para selecionar o método
correto para tratar o problema, elas podem ser realizadas por métodos que sdo mais
automaticos do que aqueles utilizados em tarefas que dependem fortemente do
conhecimento de dominio. O tratamento de valores desconhecidos e a identificagdao
de valores extremos sdo exemplos de tarefas fracamente dependentes do

conhecimento do dominio.
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A fase de preparacdo de dados consiste em vdrias atividades: Extracdo e Integracdo

dos Dados, Sele¢do dos Dados, Limpeza dos Dados e Transformacdo dos Dados.

2.2.3.1 Extracao e Integracao dos Dados

A qualidade dos dados € o principal fator de influéncia para a qualidade dos resultados de um
projeto de KDD. Os dados devem ser confidveis e representar fielmente o problema que se
pretende resolver [Pyle 2003].

Apesar de parecer simples, a fase de extragdo e integracdo dos dados é uma fase
custosa que demanda conhecimento profundo dos dados disponiveis e requeridos [Two Crows
1999].

Durante a extracdo dos dados pode haver a necessidade de juncdes de tabelas de
diversas fontes, filtros, conversdo de arquivos de textos para tabelas relacionais, entre outros.
Além disso, dados provenientes de diversas partes de uma mesma organizacdo podem variar
com relacdo a qualidade e ao intervalo de atualizacdes [Adriaans & Zantinge 1996].

Unir dados de diversas fontes é uma situagdo comum em qualquer projeto de KDD.
Ao unir esses dados, todo cuidado € pouco, pois erros sdo freqiientes nessa jungdo.

Os problemas encontrados nessa fase podem ser minimizados caso a organizacdo ja
possua seus dados em um DW, pois todo o trabalho de extracdo, unido e limpeza dos dados ja
foi realizado no momento da constru¢io do DW. Além disso, o DW ¢ periodicamente
atualizado com dados de sistemas transacionais e/ou fontes externas. Essa tecnologia tem sido
largamente utilizada, uma vez que os bancos de dados transacionais ndo sdo considerados

adequados para fornecer repostas para anélises estratégicas [Imnon 2005].

2.2.3.2 Selecao dos Dados

A selec@o dos dados ocorre em duas dimensdes: representatividade dos exemplos e relevancia
dos atributos [Monteiro 1999].

A reducdo do nimero de exemplos deve ser executada mantendo as caracteristicas do
conjunto de dados original. Isso pode ser feito através de métodos estatisticos, como a
amostragem aleatdria, que tendem a produzir amostras representativas dos dados [Rezende et
al. 2003]. Se a amostra ndo for representativa ou a quantidade de exemplos for insuficiente

para caracterizar os padrdes escondidos nos dados, os modelos obtidos ndo representardo a
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realidade ou poderdo apresentar overfitting (ajuste excessivo do modelo ao conjunto de
treinamento, afetando a generalizacdo) [Fayyad et al. 1996b]

A grande maioria dos algoritmos de MD sao desenvolvidos para aprender quais sdo os
atributos apropriados para a aprendizagem. Ter muitos atributos, na teoria, deveria resultar em
um aumento do poder discriminante, mas, na pratica, a adi¢do de atributos irrelevantes ou
redundantes geralmente "confundem" os algoritmos [Witten & Frank 2005].

Por causa do efeito negativo dos atributos irrelevantes ou redundantes na maioria dos
algoritmos de MD, é comum realizar a fase sele¢do de atributos. Uma das formas amplamente
utilizadas para selecionar os atributos relevantes ¢ a forma manual, baseada no profundo
entendimento do problema e do significado real dos atributos [Berry & Linoff 2004].

Além da forma manual que tende a ser dificil e demandar tempo, métodos automaticos
também podem ser tteis. A idéia geral € aplicar alguma medida que é usada para quantificar a
relevancia do atributo de acordo com uma classe ou conceito. Alguns exemplos dessas
medidas sdo: ganho de informacdo, indice de Gini e coeficiente correlagio [Han & Kamber
2006].

Algumas varidveis podem ser supérfluas, apresentando a mesma informagdo do que
outras variaveis, fazendo assim com que o tempo de execucdo do modelo seja maior
[Baragoin et al. 2001]. Para tanto, testes estatisticos podem ser realizados para saber o quio
relacionadas est@o as varidveis (como por exemplo, andlises estatisticas bi-variadas, regressao
linear e polinominal) [Han & Kamber 2006]. Varidveis correlacionadas devem ser reduzidas
através da escolha de uma das varidveis ou através da composi¢do de uma nova variavel a
partir daquelas correlacionadas, utilizando técnicas como andlise fatorial ou andlises de
componentes [Baragoin et al. 2001].

Segundo [Han & Kamber 2006], uma 4rvore de decisdo gerada a partir de um conjunto
de dados também pode ser utilizada na selecdo de atributos. Todos os atributos que nio
aparecerem na arvore sdo tidos como irrelevantes e podem ser eliminados.

Outros critérios para a exclusdo de varidveis incluem problemas na aquisi¢cdo dos
dados no momento da utilizacdo do modelo construido, custo para a aquisi¢do, restricdo do
uso e problemas de qualidade [Two Crows 1999].

A selecdo de atributos proporciona uma representacio de dados mais compacta e uma
melhor representatividade do conceito do alvo, focando a atengdo do usudrio nas variaveis
relevantes. Além disso, otimiza o tempo de processamento, visto que o algoritmo de MD ira
trabalhar com um subconjunto dos atributos, diminuindo o seu espaco de busca [Witten &

Frank 2005].
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2.2.3.3 Limpeza dos Dados

Problemas como erro de digitacdo, erro na captagdo e formatacdo incorreta realizada pelos
sistemas de informag@o, normalmente geram dados incompletos, com ruidos e inconsistentes.
Portanto, apds a selecdo dos exemplos e dos atributos relevantes, € necessario realizar a
limpeza dos dados [Dasu & Johnson 2003]. Nessa fase sdo verificadas caracteristicas que
podem afetar a qualidade dos dados e, como conseqiiéncia, a qualidade do modelo.

Um dos problemas mais comuns é o de valores ausentes (missing values). Segundo
[Han & Kamber 2006] [Two Crows 1999], vdérias técnicas podem ser utilizadas para a
resolucdo desse problema, tais como: ignorar o atributo (quando a grande maioria dos valores
do atributo s@o ausentes), substituicdo por um valor constante, substitui¢do pela média
(atributos continuos), substituicdo pela moda (atributos nominais), substitui¢do pela mediana
(atributos ordinais) ou substitui¢do pelo valor mais provavel (através do uso de técnicas de
regressdo ou de drvores de decisdo). O método de previsdo tende a gerar melhores resultados,
no entanto, requer muito mais tempo.

Outro problema encontrado nos dados € o ruido (outlier). O ruido € a ocorréncia de um
valor unico ou de baixa freqiiéncia que estd longe da média da maioria dos valores presentes
na variavel [Dasu & Johnson 2003]. A definicdo de valores fora da média estd totalmente
relacionada com o conhecimento do dominio dos dados [Rud 2001]. O problema de outliers
pode ser resolvido através da substituicdo pela média, substituicio de acordo com uma
distribuicdo especifica ou remogdo do exemplo [Paul et al. 2003].

Técnicas como clustering podem ser utilizadas na identificag@o de outliers [Duda et al.
2002] [Theodoridis & Koutroumbas 1999]. Na técnica de clustering valores similares sdo
organizados em grupos (clusters) e os valores isolados sdo considerados outliers [Han &
Kamber 2006].

Além de eliminar o ruido dos dados, € interessante verificar a fonte desses problemas e

entdo corrigi-los, para que no futuro esses erros deixem de existir.

2.2.3.4 Transformacao dos Dados

O principal objetivo dessa etapa € transformar a representagdo dos dados de acordo com o
algoritmo de MD, a fim de superar quaisquer limitagdes existentes no algoritmo [Batista
2003]. E importante salientar que a execugdo das transformacdes deve ser guiada pelos

objetivos do projeto a fim de que o conjunto de dados gerado apresente as caracteristicas
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necessdrias para que os objetivos sejam alcancados. Além disso, é essencial ter conhecimento

profundo do dominio do problema para que as transformagdes sejam realizadas de maneira

adequada.

Existe uma série de técnicas de transformacao de dados, como por exemplo:

Normalizacao: consiste em transformar a escala dos valores do atributo, alterando
seus intervalos originais para um intervalo especifico, como por exemplo de -1,0 a
1,0 ou de 0,0 a 1,0 [Han & Kamber 2006]. Essa transformacio é importante para
métodos que calculam distancias entre atributos (como K-Nearest Neighbours,
clustering e RNA). Os principais tipos de normalizacio sdo: Min-Max (realiza uma
transformacgfo linear nos dados), z-score (normaliza os valores baseando-se na
média de um conjunto de dados) e decimal scaling (normaliza através da mudanga
do ponto decimal). Esses tipos podem alterar os dados originais [Han & Kamber
2006];

Discretizacao: converte um dado continuo em um dado discreto, dividindo a
amplitude do atributo em intervalos. Esta técnica € 1til para algoritmos de
classificacdo e de clustering que utilizam apenas atributos nominais [Witten &
Frank 2005]. E recomendével converter os dados em categorias que reflitam a
verdadeira variacao dos dados [Myatt 2007]. Substituindo intimeros valores de um
atributo continuo por uma pequena gama de rétulos representativos dos intervalos
reduz e simplifica os dados originais. Isto leva a uma representacdo de resultados
de mineracdo concisa e de facil utilizacdo [Han & Kamber 2006];

Agregacao: operagdes de agregacdo sdo aplicadas aos dados. Pode ser utilizada
para a criacdo de atributos através de derivacdes de atributos existentes na base de
dados. Qualquer operacdo matemadtica, como média ou soma, pode ser aplicada a
uma ou mais varidveis para geracdo de novas varidveis [Cabena et al. 1997];
Suavizacao: tem como objetivo diminuir o nimero de valores de um atributo sem
que seja necessdrio discretizd-lo. Os valores de um determinado atributo s@o
agrupados e cada grupo € substituido por um valor numérico que o represente.
Esse novo valor pode ser a média ou a mediana do grupo [Rezende et al. 2003].
Esta técnica tende a remover o ruido dos dados. Técnicas de clustering e regressao
podem ser usadas para suavizacdo [Han & Kamber 2006];

Generalizacdo: tem como objetivo substituir os dados de baixo nivel (ou

primitivos) por dados de alto nivel através do uso de conceitos de hierarquia. Por
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exemplo, atributos categdricos, como rua, podem ser generalizados para conceitos
de alto nivel, como cidade ou pais, e atributos numéricos, como idade, podem ser
mapeados para um conceito de alto nivel como jovem, meia-idade e idoso
[Monteiro 1999];

¢ Padronizacao: Em varidveis de escala nominal ou ordinal é bastante comum a
apresentacdo de erros tipograficos, como a escrita de um determinado valor de
diversas formas. Por exemplo, a varidvel “cidade” pode conter vérios registros
significando um mesmo valor (como por exemplo: S@o Paulo, S. Paulo, S.P., SP).
E importante que uma lista de possiveis valores de cada atributo seja analisada a
fim de realizar uma padronizacdo dos valores com o mesmo conceito [Witten &

Frank 2005] [Myatt 2007].

2.2.4 Modelagem

Ap6s a preparacdo dos dados, inicia-se a fase onde algum algoritmo de MD ¢ aplicado para
resolucdo do problema proposto. Além da escolha do algoritmo de MD, essa fase define a
melhor configuracdo para o mesmo. Como esta etapa € iterativa, pode ser necessirio que a
mesma seja executada diversas vezes para ajustar o conjunto de pardmetros a fim de obter
resultados mais adequados aos objetivos pré-estabelecidos [Rezende et al. 2003].

Os tipos de padrdes que podem ser descobertos dependem da técnica de MD que serd
aplicada [Two Crows 1999]. A maioria das técnicas usadas atualmente pelas ferramentas de
mineracdo de dados s@o provenientes da drea de Inteligéncia Artificial (IA) [Curoto 2003].

Existem dois tipos de tarefas de MD: tarefas descritivas e as tarefas preditivas [Zaine
1999]. As tarefas descritivas consistem no descobrimento de informagdes intrinsecas ao
conjunto de dados. A informacéo descoberta € representada numa forma compreensivel ao ser
humano [Fayyad et al. 1996a] [Rezende et al. 2003]. Regras de Associagdo, Sumarizagéo e
Clustering sao exemplos de tarefas descritivas. As tarefas preditivas consistem em fazer
previsdes baseadas em inferéncias dos dados disponiveis [Amorim 2004]. Os principais tipos
de tarefas preditivas sdo classificacio e previsdo.

Essa secdo ird abordas trés das técnicas citadas acima: Clustering, Classificacio e

Previsao.
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2.2.4.1 Clustering

Clustering (ou Segmentacdo) consiste em segmentar uma populacdo heterogénea em nimero
finito de subgrupos mais homogéneos chamados de clusters [Duda et al. 2002]. A divisdo em
grupos € importante para [Myatt 2007]:
¢ Encontrar relacoes escondidas: Ao analisar os subgrupos homogéneos, é possivel
encontrar relacdes que anteriormente nao eram ébvias [Duda et al. 2002];
¢ Segmentacoes: Técnicas de agrupamento geram divisdes que simplificam os dados
para andlises. Estes subgrupos podem ser usados para criar outros modelos mais
simplificados, baseados especificamente nas caracteristicas de cada grupo

[Theodoridis & Koutroumbas 1999].

Como os registros ndo possuem rdtulos, os mesmos sdo agrupados de acordo com a
similaridade entre eles (e a dissimiralidade entre outros grupos). Cabe ao algoritmo de
clustering descobrir as classes, que podem ser mutuamente exclusivas ou sobrepostas [Zaine
1999]. Ao usudrio, cabe definir o significado de cada classe descoberta. A medicdo da
qualidade do esquema de classificag¢do produzido nao € trivial [Fayyad et al. 1996a].

O uso de técnicas de clustering tem como vantagens a flexibilidade (dependendo da
configuracdo do algoritmo, clusters diferentes sdo obtidos) e a possibilidade de utilizar uma
abordagem hierdrquica em que os clusters podem ser agrupados hierarquicamente [Myatt
2007]. Como desvantagens destacam-se: a interpretacdo dos grupos formados requer andlises
adicionais realizadas por especialista do dominio, a geracdo de grupos em grandes bases de
dados geralmente tende a ser demorada e a limitacdo do nimero de observacdes que podem

ser processadas [Duda et al. 2002].

2.2.4.2 Classificacao

Classificacdo ¢ uma funcdo de aprendizagem que mapeia (classifica) um determinado
exemplo em uma das classes pré-definidas [Fayyad et al. 1996a]. E uma das técnicas mais
utilizadas.

A classificacdo prevé o valor de um atributo nominal ou categdérico chamado de
“classe” [John 1997]. Por exemplo, dada uma base de dados com informacdes de clientes, um

modelo de classificagdo pode ser construido para identificar os clientes BONS e MAUS.
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Um modelo € construido através da andlise de registros da base de dados descritos por
atributos. Cada registro pertence a uma classe pré-definida, determinada por um atributo
chamado de classe. O algoritmo de classifica¢do aprende a partir da base de treinamento, que
contém exemplos com valores para as varidveis de entrada (descritivas) e para a varidvel de
classe. Portando, a base de treinamento € utilizada para determinar e quantificar as relacdes
entre as varidveis descritivas e a classe. Se o algoritmo foi desenvolvido de forma eficiente,
ele serd usado de forma preditiva para classificar novos registros nas classes pré-definidas
[Zaine 1999].

Como a classe de cada exemplo de treinamento € fornecida, essa forma de
aprendizagem é chamada de supervisionada [Rezende et al. 2003]. Esse tipo de aprendizagem
contrasta com a aprendizagem ndo supervisionada dos algoritmos de clustering, onde ndo sio
conhecidos as classes dos exemplos de treinamento e o nimero de classes a ser aprendida
[Han & Kamber 2006].

Normalmente, os modelos sdo representados em forma de regras de classificagao,
arvores de decisdo ou formulas matematicas. Dentre as técnicas mais utilizadas, destacam-se

RNA, Classificadores Bayesianos e Arvores de Decisdo [Carvalho 1999] [Michie et al. 1994].

2.2.4.3 Previsao

Previsdo (ou regressdo) se assemelha com a classificagdo, pois é uma funcio de aprendizagem
que mapeia um determinado exemplo em uma varidvel de previsdo [Fayyad et al. 1996a]. Na
classificagdo, a varidvel de previsdo é categérica. Na regressdo, a varidvel de previsdo é
continua. A previsdo pode ser usada para executar uma tarefa de classificacdo,
convencionando-se que diferentes faixas (intervalos) de valores continuos correspondem a
diferentes classes [Dias 2001].

Uma das razdes de tratar a previsdo e a classificacdo como tarefas separadas € que em
um modelo de previsdo existe um tratamento diferenciado de relagdes temporais entre as
varidveis descritivas e a varidvel de previsdo [Berry & Linoff 2004].

Modelos de previsdo sdo usados em situacdes onde sdo requeridas estimativas ou
progndsticos, como um projeto de vendas ou a previsdo do tempo. Um modelo de previsdo
calcula uma estimativa para uma ou mais varidveis (resposta), baseando-se em outras
variaveis (descritivas) [Han & Kamber 2006].

A maioria das técnicas utilizadas para resolver problemas de classificacio também

podem ser usadas para resolver problemas de previsao.
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2.2.5 Avaliacao

Ap6s a utilizag@o de técnicas de MD, é necessdrio aplicar alguma metodologia para estimar o
desempenho do modelo construido e compreender suas vantagens e limitacdes.

Para estimar a precisdo de um modelo normalmente utilizam-se conjuntos disjuntos de
treinamento e teste. Geralmente, quanto maior o conjunto de treinamento, melhor o indutor e,
quanto maior o conjunto de teste, mais precisa a estimativa do desempenho [Witten & Frank
2000].

A qualidade de um modelo de classificagdo pode ser medida através da contagem de
exemplos classificados de forma correta e incorreta. Essa contagem normalmente &
representada através de uma matriz de confusdo. Esta é uma ferramenta bastante util para
interpretar os resultados de problemas de classificag@o, pois além de mostrar a precisdo global
do modelo, especifica detalhadamente os tipos de erro, permitindo uma verificagdo mais
abrangente de sua precisdo [Two Crows 1999].

Os resultados de uma matriz de confusido sdo totalizados em duas dimensdes (classes

verdadeiras e classes preditas), como mostra a Tabela 2.1 [Myatt 2005].

Tabela 2.1 — Matriz de confusao

Classe predita

Verdadeira/Predita | Verdadeiro (1) Falso (0)

Verdadeiro (1) Contador11 ContadorO1
Classe verdadeira

Falso (0) Contador10 Contador00

Onde:

e Contadorl1l: o nimero de observagdes que sdo verdadeiras e foram classificadas
como verdadeiras (verdadeiro positivo);

e Contador10: o nimero de observagdes que sdo falsas e foram classificadas como
verdadeiras (falso negativo);

e ContadorOl: o nimero de observagdes que sdo verdadeiras e foram classificadas
como falsas (falso positivo);

¢ Contador0O: o nimero de observagdes que sdo falsas e foram classificadas como

falsas (verdadeiro negativo).
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O modelo ideal seria aquele que ndo existiriam ocorréncias do ContadorlQ e
Contador01, o que € praticamente impossivel. De qualquer maneira o objetivo é minimizar o
ndmero de falso negativos e falso positivos.

Existem quatro férmulas comumente utilizadas para verificar a qualidade de um

modelo [Myatt 2007]:

¢ Concordancia: mede a exatidao de um modelo e é calculada através da Equagao
2.1
(Contador11 + Contador 00) (2.1)

(Contadorl1 + Contador10 + ContadorO1 + Contador(00)

¢ Taxa de Erro: representa o nimero de predicdes erradas e é calculada através da
Equacdo 2.2:
(Contador10 + Contador 01) (2.2)
(Contador11 + Contador10 + ContadorO1 + Contador00)

¢ Sensibilidade: calcula qudo apto o modelo esté para classificar valores positivos e
calculada através da Equagdo 2.3:
Contadorl1 (2.3)
(Contadorl1 + ContadorO1)

e Especificidade: calcula quao apto o modelo estd para classificar valores negativos
e calculada através da Equacgéo 2.4:
Contador00 (2.4)
(Contador10 + Contador00)

Além da precisao, os algoritmos de MD podem ser analisados com relacdo a diversos
aspectos, tais como velocidade de treinamento, robustez, escalabilidade e interpretabilidade

[Han & Kamber 2006].



Capitulo 2 — Descoberta de Conhecimento em Bases de Dados 23

2.2.6 Utilizacao

Uma vez que o modelo de mineracdo de dados estd construido e validado, ele pode ser
utilizado de duas maneiras. Na primeira maneira um analista recomenda acdes baseando-se
simplesmente nos resultados obtidos do modelo. A segunda maneira é a aplicacdo de
diferentes bases de dados ao modelo gerado. Neste caso, o modelo pode ser usado para
criacdo de indicativos baseados na classificacdo dos exemplos ou para retornar uma
pontuacdo como a probabilidade de uma determinada acdo (exemplo, a resposta para uma
determinada campanha de marketing) [Two Crows 1999].

Freqiientemente o modelo faz parte de um processo de negdcio, tais como anélise de

risco de crédito e detecgdo de fraude.

2.3 Aplicacoes

Inicialmente, o conjunto de dreas de aplicacdo de KDD era bem restrito. Nos tltimos anos, as
organizagdes perceberam o potencial desta drea e passaram a executar projetos de KDD em
um conjunto cada vez maior de dreas de aplicacdo, entre as quais se destacam:

e Medicina: As bases de dados médicas possuem uma grande quantidade de dados
historicos de doengas e exames. Tais dados s@o extremamente Uteis no processo de
tomada de decisdo. No entanto, apresentam caracteristicas que dificultam a andlise,
tais como: incompletude, incorretude, registros ndo representativos, falta de
exatidao e valores coletados em intervalos distintos [Lavrae 1999]. Este cendrio é
bastante propenso a aplicagcdes de KDD (como por exemplo, previsdo de um
paciente contrair determinada doenca e previsdo da efetividade de medicamentos)
[Two Crows 1999];

e Setores Quimico e Farmacéutico: Projetos de KDD vém sendo desenvolvidos
nestes setores para, entre outros fins, descobrir novas substancias e inter-relagdes
entre componentes quimicos, e aprimorar férmulas e componentes existentes [Two
Crows 1999];

e Genética: Os seres humanos possuem milhares de genes que se apresentam de
diversas formas. Devido a esta complexidade, os algoritmos de MD voltados para
a andlise de padrdes seqiienciais, andlise de associagdo (para identificagdo de

seqiiéncias de genes co-relacionadas), andlise de caminho (para identificar a
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influéncia dos genes nos diversos estagios de uma determinada doenga) e busca
por similaridade (entre seqiiéncia de DNA) tém se tornado bastante tteis nesta drea
[Han & Kamber 2006];

e Internet: Os sites e as bases de dados associadas aos sistemas web possuem grande
quantidade de dados que podem ser utilizados em projetos de KDD com diversas
finalidades, tais como: descobrir padrdes de navegabilidade dos visitantes, e
identificar comportamentos e preferéncias dos consumidores [Witten & Frank
2000];

e Setor Financeiro e Varejista: Existe uma grande variedade de aplicacdes de KDD
nos setores financeiro e varejista, entre as quais se destacam: previsdo de vendas,
andlise market-basket (descobre associagdes entre produtos que sdo comprados em
conjunto ou seqiiéncia), segmentacdo de mercado (divide o mercado em segmentos
cujos membros apresentam habitos, necessidades e preferéncias comuns), andlise
de propostas de cartdes de crédito e empréstimos, deteccdo de fraudes e
tendéncias, e previsao de indices de bolsas de valores [Bigus 1996] [Fayyad et al.
1996a] [Monteiro 1999] [Witten & Frank 2000];

e Setor Elétrico: A aquisi¢do de informacdes sobre demandas futuras € fundamental
para as companhias elétricas. Se os resultados obtidos nos projetos de KDD forem
precisos, as companhias poderdo economizar em dreas como estabelecimento de
reservas operacionais, planejamento de manutencio e gerenciamento do

abastecimento [Witten & Frank 2000].

2.4 Consideracoes Finais

A area de KDD evoluiu, e continua evoluindo, devido aos beneficios alcancados em diversos
dominios de aplicacdo. Este crescimento também tem sido impulsionado pela existéncia de
tecnologias que proporcionam coleta, armazenamento e gerenciamento de grande quantidade
de dados (fontes de informagdes valiosas que podem auxiliar no processo de tomada de
decisdo) [Rezende et al. 2003].

Apesar da evolugcdo, KDD ainda possui uma série de tendéncias e perspectivas que
podem motivar excelentes pesquisas. Entre as tendéncias e perspectivas desta drea destacam-

se [Fayyad et al. 1996a] [Rezende et al. 2003] [Amorim 2004]:
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e Interacio com o usudrio: E importante que as ferramentas de KDD sejam
interativas com o usudrio, facilitando a incorporagdo de conhecimento prévio do
dominio do problema e o entendimento do resultado obtido no final do processo;

e Aplicacdo de técnicas de Inteligéncia Artificial: Nos dltimos anos, um nimero
crescente de sistemas de KDD tem sido desenvolvido utilizando técnicas de IA. A
maioria desses sistemas tem tido um bom desempenho em problemas considerados
dificeis. Logo, a tendéncia é que os sistemas de KDD utilizem cada vez mais
técnicas provenientes dessa area;

¢ Integracdo com outros sistemas: Os sistemas de KDD devem permitir a integracao
com outros sistemas, como SGBD, ferramentas analiticas e de visualizagio;

e Suporte a novos tipos de dados: Os SGBD orientados a objetos sdo capazes de
manusear dados multimidia (imagem, video e voz). Portanto, existe uma area em
potencial para explorar dados de tipos complexos. Neste caso, duas solugdes
podem ser adotadas: extrair dados estruturados das bases de dados e minerar com
as técnicas tradicionais; ou desenvolver ferramentas capazes de operar diretamente
nos dados;

* Ambiente de rede e distribuido: O rdpido crescimento de recursos disponiveis na
Internet demanda uma grande necessidade por pesquisas para realizar o processo
de KDD nesse ambiente conectado e distribuido. As pesquisas atuais de agentes
inteligentes € um comego para atingir este desafio;

e Suporte a bases de dados de larga escala: Inicialmente o processo de KDD era
validado com pequenos conjuntos de dados. A medida que bases de dados de larga
escala (de problemas do mundo real) passaram a ser aplicadas, percebeu-se as
limitagdes de alguns métodos que vinham sendo desenvolvidos. Portanto, é
necessario que os métodos, técnicas e ferramentas aplicados em todo processo de
KDD sejam capazes de lidar com bases de dados de larga escala;

e Automatizagio de todas as etapas do processo de KDD: A medida que as etapas
passam a ser automatizadas, uma série de beneficios sdo obtidos, como por
exemplo, diminuicdo do risco de inser¢do de erros humanos durante o processo e
maior produtividade;

e Algoritmos incrementais: Em alguns dominios de aplicacdo os dados sofrem
alteracdes continuas (dados ndo estaciondrios), sendo necessdria a utilizagdo de

métodos que sejam capazes de lidar com esta caracteristica.
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Dois aspectos que sempre devem ser considerados em projetos de KDD, independente
das evolugdes realizadas nesta area, sdo [Witten & Frank 2000] [Fayyad et al. 2001] [Rezende
et al. 2003] [Amorim 2004]:

e Participacdo de especialistas do dominio: O conhecimento sobre o dominio do
problema deve ser detalhadamente coletado no inicio do projeto, pois 0 mesmo
servird de subsidio para as demais etapas;

e Utilizacdo de técnicas e ferramentas de visualizagdo: Alcancar resultados eficientes
nio é o tnico objetivo da maioria dos projetos de KDD. E extremamente
importante a obtencdo de resultados compreensiveis para que o conhecimento

descoberto seja aplicado no processo de tomada de decisdes.



Capitulo 3

Metodologias de KDD e de Apoio a Montagem

de Visoes de Dados

3.1 Introducao

A realizacdo de um projeto de KDD é uma tarefa muito complexa. Para garantir solucdes de
qualidade € imprescindivel o uso de alguma metodologia que sirva de guia, especificando o
fluxo a ser seguido e as atividades que devem ser realizadas.

Muitas sdao as metodologias propostas para o desenvolvimento de projetos de KDD.
Apesar da maioria das metodologias citarem o processo de Preparagcdo dos Dados, foco dessa
dissertacdo, poucas metodologias especificas para montagem de visdo de dados tém sido
propostas.

A metodologia proposta nessa dissertacdo foi baseada em metodologias que serdo
apresentadas neste capitulo. As trés primeiras sdo voltadas para todo o processo de KDD. As
demais foram na Preparacdo de Dados. A secfo 3.2 apresenta a metodologia de Fayyad et al.
[Fayyad et al. 1996a], responsdvel pela origem do termo KDD. A secdo 3.3 descreve a
metodologia CRISP-DM [Chapman et al. 2000], metodologia nao-académica criada por um
consoércio de empresas. A se¢do 3.4 aborda a metodologia DMEasy [Cunha 2005], que tem
como proposta ser uma metodologia genérica para projetos de KDD integrada com um
sistema de documentacdo de processos. Na secdo 3.5 € apresentada a abordagem proposta de
Yu et al. [Yu et al, 2006] apresenta um esquema integrado de preparacdo de dados para
andlise de dados com a utilizacdo de RNA. Por dltimo, na secdo 3.6 & apresentada a
metodologia da empresa Quadstone [Quadstone 2003], metodologia ndo académica, usada

como referéncia de utilizag@o para os produtos desta empresa.
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3.2 Abordagem de Fayyad et al

A abordagem proposta por Usama Fayyad, Gregory Piatetsky- Shapiro e Padhaic Smyth, em
1996, foi um marco para a drea de Mineracao de Dados, pois introduziu o conceito de MD em
um contexto mais amplo, chamado de Knowledge Discovery in Databases (KDD), focando
muito mais na solug¢do do problema do que nos resultados das técnicas de mineracio de dados

[Cunha 2005].

Segundo [Fayyad et al. 1996a], KDD é um processo néo trivial de identificacdo de
padrdes vilidos, novos, potencialmente tteis e compreensiveis. E um processo iterativo e
interativo, composto das seguintes etapas: Selecio de Dados, Pré-Processamento,
Transformacao, Mineracdo de Dados e Interpretacdo e Avaliacdo dos Resultados, conforme

Figura 3.1.
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Figura 3.1 — Etapas do processo de KDD segundo Fayyad et al [Fayyad et al. 1996a]

Apesar de ndo ser mencionada como um dos passos da metodologia, os autores citam
como a primeira etapa o entendimento do dominio da aplicacdo, a aquisicdo de
conhecimentos relevantes e a definicdo do objetivo do processo de KDD do ponto de vista do
usudrio.

O segundo passo da metodologia € a criacdo/selecio da base de dados que serd
utilizada na etapa de MD para aquisi¢do de conhecimento. A selecdo da massa de dados deve

considerar o objetivo que se deseja alcangar com o projeto.
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O terceiro passo é o Pré-Processamento e Limpeza dos dados. E nesta etapa que dados
com ruido, valores ausentes (missing values) e outras inconsisténcias devem ser tratados.

O quarto passo ¢é a Transformacgédo dos Dados, onde técnicas de redugéo de dados (para
manter uma melhor representatividade dos dados) e transformacdo de dados (como a
padronizacdo para determinado algoritmo de MD) sdo aplicadas. No quinto passo (mineragao
de dados) seleciona-se o método que sera utilizado para localizar padrdes nos dados e aplica-
se o0 método selecionado, ajustando seus parametros a fim de obter o resultado esperado.

O sexto passo € a Interpretacdo e Avaliacdo dos Padrdoes Minerados, com um possivel
retorno aos passos 1-5 para posterior iteragdo. Caso os resultados sejam satisfatorios, passa-se
para o sétimo passo que € implantagdo do Conhecimento Descoberto. Nesse passo o
conhecimento € incorporado ao desempenho do sistema ou é documentado e reportado as
partes interessadas.

Do ponto de vista de Preparagdo de Dados e Montagem de Visio, essa abordagem nao
explora questdes importantes, tais como:

1. Nao especifica os papéis dos participantes do projeto, ou seja, ndo descreve as

responsabilidades de cada participante nas fases do projeto.

2. E citada a aquisi¢dio de conhecimento do dominio, porém nio trata claramente de
levantamentos e estipulagdes essenciais para qualquer projeto, como especificacdo
de recursos necessarios e disponiveis, e elaboracdo de um planejamento completo,
contendo definicdes de metas, critérios de sucesso e prazo.

3. Nao aborda a documentagdo de processos realizados com sucesso ou falha entre as
fases da metodologia. Apesar de definir o processo como iterativo, ndo cita como a
abordagem lida com essa iteratividade [Cunha 2005].

4. Nao se preocupa com a documentacdo de processos extras. Mesmo que o projeto
tenha sido definido com maior quantidade de detalhes possiveis, é grande a
possibilidade da execug@o de processos que fogem do escopo natural do projeto.

5. Nao menciona a verificacio de problemas existentes nas bases selecionadas no
projeto. Tais problemas podem causar até o abortamento do projeto.

6. Nao cita possiveis problemas que podem ser causados pela integra¢do de diversas
fontes de dados, nem solug¢des para os mesmos.

7. Nao se preocupa com a homologacdo dos dados depois da realizacdo de diversas

transformacdes nas bases de dados.
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3.3 CRISP-DM

A metodologia CRISP-DM [Chapman et al. 2000] foi concebida em 1996, por um consdrcio
de empresas de Mineracdo de Dados que estavam interessadas na expansao dessa drea e na
criacdo de uma metodologia que se tornasse referéncia na construcdo de projetos de KDD.
Para tal, decidiram criar um modelo de processo padrdo, ndo proprietdrio e disponivel para
todos, que fosse baseado em experiéncias reais de projetos de MD. Esta metodologia é
descrita em termos de um modelo de processo hierdrquico, que consiste de seis tarefas,

conforme Figura 3.2.

[ Entendimento . Entendimento |
| do Negécio | dos Dados

I Prepr;rt;lg&o
~ dos Dados

Modelagem

| Avadliagéio |

Figura 3.2 — Fases da metodologia CRISP-DM [Chapman et al. 2000]

A primeira fase é o Entendimento do Negécio, que é focado no entendimento dos
objetivos do projeto e das necessidades sob a perspectiva de negdcio. Neste passo define-se o
problema de minera¢do de dados e o plano inicial do projeto para que todos os objetivos
sejam alcancados.

A segunda fase € o Entendimento dos Dados, que se inicia com a coleta dos dados e
prosegue com atividades voltadas para andlise dos dados.

A terceira fase é a Preparacdo dos Dados, que contempla todas as atividades voltadas
para construcdo da base final que serd utilizada na fase de Modelagem. Atividades como

transformacdo, selecdo e limpeza sdo realizadas nessa fase.
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A quarta fase é a Modelagem, onde uma ou mais técnicas de modelagem sdo
aplicadas. Dependendo da técnica utilizada, € possivel retroceder a fase de Preparacdo dos
Dados para deixar os dados do modo apropriado para a aplicacio da técnica.

A quinta fase é a Avaliacdo, onde os resultados gerados pelos modelos s@o analisados
para garantir que os objetivos de negdcio foram alcancados e decidir quanto ao uso do modelo
no processo de tomada de decis@o.

Por tltimo, a sexta fase € a Utilizacdo, que tem por objetivo a aplicacdo dos resultados
obtidos com o projeto, seja em forma de relatdrios, softwares ou simplesmente pela aquisicao
de conhecimento.

Do ponto de vista de Preparacdo de Dados e Montagem de Visdo, a metodologia de
CRISP-DM nio explora questdes importantes, tais como:

1. Nao especifica os papéis dos participantes do projeto, ou seja, ndo descreve as

responsabilidades de cada participante nas fases do projeto.

2. Aborda a documentagdo de processos realizados com sucesso ou falha entre as
fases da metodologia, porém ndo especifica que tipo de a¢des devem ser tomadas
caso a falha aconteca.

3. Nao se preocupa com a documentagdo de processos extras. Mesmo que o projeto
tenha sido definido com a maior quantidade detalhes possiveis, € grande a
possibilidade da execugdo de processos que fogem do escopo natural do projeto.

4. Menciona o tratamento de dados, citando até a possibilidade de criagdo de
varidveis, porém ndo aborda com detalhes sugestdes para o tratamento e criacio
das mesmas, nem descreve o tipo de tratamento especifico para o problema em
questao.

5. Néo considera a homologacdo dos dados depois da realizagdo de diversas

transformacdes nas bases de dados.

3.4 DMEasy

A DMEasy é uma metodologia interativa e iterativa para projetos de KDD proposta por
Rodrigo Cunha [Cunha 2005]. Essa metodologia é fortemente baseada em CRISP-DM
[Chapman et al. 2000], DMLC (Data Mining Life Cycle) [Hofmann & Tierney 2003] e
PMBOK (Project Management Body of Knowledge) [PMBOK 2000], e foi proposta como
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intuito de ser uma metodologia geral, completa e que atenda a realidade dos desenvolvedores

de solucdes de MD.
A DMEasy, ilustrada na Figura 3.3, estd dividida em seis fases: Iniciacdo,

Planejamento e Organizagdo, Execucdo, Distribuicdo e Finalizacdo, Acompanhamento e

Controle do Projeto e Processos Genéricos.
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Figura 3.3 — Fases da metodologia DMEasy [Cunha 2005]

A primeira fase € a Inicializacdo, que tem como objetivo formalizar o inicio do projeto

de KDD para todos os envolvidos. E nessa fase que os riscos relacionados ao projeto sio

analisados.
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A segunda fase é o Planejamento e Organizagdo, onde as informagdes e os requisitos
sdo coletados a fim de elaborar um planejamento completo do projeto. E uma das fases mais
importantes, pois € a base para todas as outras fases. Além do levantamento dos requisitos,
sdo averiguadas informagdes sobre os dados disponiveis, o mapeamento do problema para
alguma tarefa de MD, e os prazos e custos do projeto.

A terceira fase € a Execucdo, onde os dados sdo o centro do desenvolvimento. Nesta
fase, os dados sdo manipulados e transformados em conhecimento estratégico, para apoiar o
negocio do cliente. Um fator importante dessa fase é a andlise dos dados com relacdo a
inconsisténcias, pois dados com problemas dificultam a obten¢@o de resultados satisfatdrios.
Apds a andlise de consisténcia, os dados sdo preparados e transformados no formato
especifico do algoritmo de MD escolhido na segunda fase.

A quarta fase € a distribuicdo dos resultados obtidos e a formalizacdo do encerramento
do projeto. Apés a entrega dos resultados, verifica-se se os mesmos atendem as expectativas
especificadas inicialmente pelo cliente. Se os resultados ndo forem satisfatorios, pode ser
necessario voltar para fase de Planejamento e Organizagao.

A quinta fase € o Acompanhamento e Controle do Projeto, que abrange todo o
controle e monitoramento do projeto, desde a fase de Planejamento e Organizacdo até a
finalizagdo do projeto.

Existe uma fase que nem sempre € executada, que € a fase de Processos Genéricos.
Esta fase tem como finalidade documentar as atividades e/ou processos extras que ndo sio
abordados na metodologia DMEasy.

Esta metodologia aborda conceitos importantes de um projeto de KDD como:

e Estrutura das fases do projeto: cada fase do projeto possui um conjunto de
entradas, um responsavel, um conjunto de saidas e a descri¢do das atividades que
devem ser executadas.

e Recursos envolvidos: sdo identificados os tipos de recursos envolvidos em projetos
de KDD. Esta foi uma proposta de melhoria com relacio a metodologia DMLC
[Hofmann & Tierney 2003];

e Reuso do conhecimento;

e A importincia do processo ser iterativo, abordando com clareza os motivos que
fazem com que um projeto retroceda as fases anteriores.

Apesar de ser uma metodologia bem completa, ela aborda com mais clareza a natureza

de um projeto de KDD, sem dar muita €nfase a problemas relacionados & montagem da visdo
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de dados. Do ponto de vista de Preparacdo de Dados e Montagem de Visdo, alguns aspectos
importantes sdo simplesmente mencionados, mas nido abordados com detalhes, como por
exemplo:

1. Menciona uma andlise de inconsisténcias nos dados, porém nio aborda, com
detalhes, possiveis problemas na coleta de dados e na integracdo de bases (como
por exemplo, cardinalidade e duplicidade). Além disso, ndo especifica que agdes
devem ser tomadas caso existam inconsisténcia nos dados, o que pode levar ao
aborto de um projeto.

2. Menciona o desenvolvimento de um Data Mart (repositério de dados) [Inmon
2005] especifico para o projeto (de acordo com a montagem da visdo conceitual
das varidveis), porém néo cita que tipo de transformacdes podem ser realizadas.

3. Menciona o tratamento de dados, porém nao aborda em detalhes que tipo de
tratamento pode ser utilizado para o problema em questao.

4. Niao considera a homologacdo dos dados, depois da realizacdo de diversas

transformacdes nas bases de dados.

3.5 Abordagem de Yu et al.

A proposta elaborada por Lean Yu, Shouyang Wang K.K. Lai [Yu et al. 2006], tem como
intuito ser um esquema integrado de preparacdo de dados para andlise de dados com a
utilizacdo de Redes Neurais Artificiais, focando em problemas com os dados e a apresentacio
das técnicas de processamento correspondentes.

Esta metodologia estd dividida em trés fases: Pré-Andlise dos dados, Pré-
Processamento dos Dados e Pds-Analise dos Dados, cada uma dessas fases também € dividida
em sub-processos. Esse esquema pode ser observado na Figura 3.4.

A primeira fase € a de Pré-Andlise dos Dados, que consiste na identificacdo e coleta de
dados de interesse. Esta fase estd subdividida em quatro sub-processos: Andlise de Requisitos
(Entendimento dos requisitos para o projeto em conjungdo com a defini¢do do problema e a
definicdo dos objetivos), Coleta dos Dados (Coleta de dados baseados nos requisitos
anteriormente definidos), Selecdo de varidveis (Obtencdo de um conjunto de varidveis que
seja mais representativo para o problema) e Integracdo dos Dados (Realiza a integracdo de

dados de diversas fontes e formatos).
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Figura 3.4 — Fases da abordagem de Yu et al [Yu et al. 2006]

A segunda fase é a de Pré-Processamento, onde os dados sdo analisados,
transformados e estruturados de maneira a torna-los mais uteis para o problema. Essa fase é
dividida em dois sub-processos: Verificagdo dos Dados (Verifica¢do de problemas existentes
nos dados, a fim de analisar a qualidade dos mesmos) e Pré-Processamento dos Dados
(Aplicacdo de diversas técnicas para corrigir possiveis problemas encontrados no sub-
processo anterior). Essa fase quer garantir que os dados sejam suficientes para o problema,
limpos, com a corre¢do de dados ausentes e espuirios, normalizados e no formato especifico
para a aplicagdo de RNA.

A terceira fase € a de Pdos-Anadlise dos Dados, onde os dados obtidos da fase anterior
sdo utilizados para o treinamento de uma RNA, contendo os seguintes sub-processos: Divisdo
dos Dados (Dividir os dados em subconjuntos para o treinamento de uma RNA), Validacio
dos Dados (Verificag@o dos resultados obtidos) e Ajuste dos Dados (Ajuste nos dados ou nos
parametros da RNA para garantir mais qualidade dos resultados).

Analisando a proposta de Yu no ponto de vista de Preparagdo de Dados e Montagem

de Visdo, essa abordagem ndo explora questdes importantes, tais como:
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1. Nao especifica os papéis dos participantes do projeto, ou seja, ndo descreve as
responsabilidades de cada participante nas fases do projeto.

2. E citada a aquisicio de conhecimento do dominio, porém nio trata claramente
levantamentos e estipulagdes essenciais para qualquer projeto, como especificacdo
de recursos necessdrios e disponiveis, e elaboracdo de um planejamento completo,
contendo definicdes de metas, critérios de sucesso e prazo.

3. Nao menciona nenhum tipo de documentagdo de processos realizados com sucesso
ou falha entre as fases da metodologia, nem a especificacdo do tipo de posi¢do que
deve ser tomadas caso a falhas acontecam.

4. Nao se preocupa com a documentacgdo de processos extras.

5. Menciona o tratamento de dados, porém ndo guia na possivel criacdo de novas
varidveis que possam garantir a correcao de erros existentes nos dados.

6. Nao leva em consideracdo a homologacdo dos dados, depois da realizagdo de
diversas transformacdes nas bases de dados.

7. Nao cita possiveis problemas que podem ser causados pela integracio de diversas
fontes de dados distintas, como também solugdes para os mesmos.

8. Menciona uma andlise de inconsisténcias nos dados, porém ndo aborda com
detalhes, como possiveis problemas na coleta de dados, verificagdes de problemas
com a integracdo de bases, cardinalidade, duplicidade e outros. Nao deixa
especifico que acdes sdo tomadas caso descoberto inconsisténcias dos dados,

questdo que pode levar ao aborto de um projeto.

3.6 Metodologia de Quadstone

Proposta em 2003 pela empresa escocesa Quadtsone Limited, tem por abordagem ser uma
metodologia para guiar a criacdo de projetos utilizando o sistema Quadstone System.

Esta metodologia estd dividida em trés fases: Captura de Comportamento do Cliente,
Andlise dos Dados e Modelagem e Escoragem e Tomada de Deciséo.

A primeira fase é a de Captura de Comportamento do Cliente. Esta fase é focada no
levantamento das bases a serem utilizadas (verificando quais os tipos de dados disponiveis) e
a criagdo da Visdo de Dados, levando em consideracdo a obten¢do de um arquivo contendo
um registro por cliente. Nessa fase € proposto um padrio de varidveis geralmente criadas,

levando em consideracdo o mercado de varejo.
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A segunda fase ¢ a de Andlise dos Dados e Modelagem. A primeiro momento, consiste
na verificacdo de problemas existentes com a massa de dados e como tratar alguns problemas
como a existéncia de valores ausentes (missing value), valores espurios (outliers) e outras
transformagdes necessdrias para a modelagem. A parte de Modelagem consiste na aplicacio
de algum método de minera¢do de dados, como também a validacdo do modelo e avaliagdo
dos resultados.

A terceira fase é a de Escoragem e Tomada de decis@o, que consiste na andlise da
melhor forma de tomar decisdo perante os resultados obtidos pelo projeto e quais as
preocupacdes a serem tomadas para realizar a escoragem de novos exemplos ao modelo
criado.

Analisando a metodologia de Quadtsone no ponto de vista de Preparacdo de Dados e
Montagem de Visdo, essa abordagem nio explora questdes importantes, tais como:

1. Nao especifica os papéis dos participantes do projeto, ou seja, ndo descreve as

responsabilidades de cada participante nas fases do projeto.

2. Nao é citada a aquisi¢do de conhecimento do dominio do problema.

3. Nao menciona nenhum tipo de documentagdo de processos realizados com sucesso
ou falha entre as fases da metodologia, nem a especificacido do tipo de posi¢do que
deve ser tomadas caso a falhas acontecam.

4. Nao se preocupa com a documentacio de processos extras.

5. Nao leva em consideragdo a homologacdo dos dados, depois da realizacdo de
diversas transformacdes nas bases de dados.

6. Nao cita possiveis problemas que podem ser causados pela integra¢do de diversas
fontes de dados distintas, como também solugdes para os mesmos.

7. Menciona uma andlise de inconsisténcias nos dados, porém ndo aborda com
detalhes, como possiveis problemas na coleta de dados, verificagdes de problemas
com a integracdo de bases, cardinalidade, duplicidade e outros. Ndo deixa
especifico que acdes sdo tomadas caso descoberto inconsisténcias dos dados,

questdo que pode levar ao aborto de um projeto
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3.7 Metodologia de Han & Kamber

Esta proposta estd inserida no livro de Jiawei Han e Micheline Kamber [Han & Kamber
2006], tem por abordagem ser uma metodologia focada na fase de pré-processamento de
dados e na explanag@o sobre as técnicas de mineracdo de dados comumente em projetos de
KDD.

Sua metodologia se assemelha muito a metodologia proposta por Fayyad et al [Fayyad
et al. 1996a], porém com um detalhamento maior das fases que sdo mais relevantes para essa
dissertacao.

Essa metodologia estd dividia em quatro fases: Limpeza e Integracdo, Selecdo e
Transformacdo, Mineracdo de dados e Avaliacdo e Apresentacdo, cada uma dessas fases

também € dividida em sub-processos. Esse esquema pode ser observado na Figura 3.5.
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Figura 3.5 — Fases da abordagem de Han & Kamber [Han & Kamber 2006]

A primeira fase é a de limpeza e integracdo. Nessa fase s@o discutidas técnicas para
limpeza de valores ausentes, reducdo de ruido e a explanacdo da limpeza dos dados como um
processo em um projeto de mineracdo. Além da limpeza, sdo tratados conceitos de integracao

de dados, tendo como base a utilizacdo de técnicas para evitar a redundancia dos dados.
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A segunda fase € a de selecdo e transformacdo dos dados. Na fase de transformagio
dos dados, sdo explanadas técnicas para a transformacdo e a consolidacdo dos dados no
formato apropriado para mineragdo. Técnicas como agregacdo, smoothing, generalizagao,
normalizacdo e construcdo de varidveis estdo contidas nessa fase. Na fase de selecdo dos
dados, sdo explanadas técnicas para a obten¢do de uma representagdo reduzida dos dados, que
€ menor no volume, mas que mantém a integridade original dos dados. Estratégias como
agregacdo através de cubo de dados, selecdo de um subconjunto de atributos, redugdo de
dimensionalidade, discretizag@o e conceitos de generalizacdo de hierarquia sdo contidas nessa
fase.

A terceira fase é a de mineracdo dos dados. Nessa fase, sdo explicadas em detalhe
técnicas como regras de associagdo, classificacdo, previsdo, andlises de clusters, mineragdo de
séries temporais € mineragio de objetos.

A quarta e ultima fase é a de avaliacdo e apresentacdo de resultados. Em cada
explanacdo das técnicas citadas na fase de mineragdo de dados, é explicado uma forma de
avaliac@o dos resultados obtidos. Por fim, sdo explicadas algumas formas de apresentacdo de
resultados e aplicagdes de mineragdo de dados.

Apesar de ser uma metodologia bem completa no aspecto de pré-processamento,
alguns aspectos importantes como verificacdo de dados, homologacdo e documentacdo
ficaram fora dessa metodologia. Do ponto de vista de Preparagio de Dados e Montagem de
Visdo, essa abordagem néo explora questdes importantes, tais como:

1. Nao especifica os papéis dos participantes do projeto, ou seja, ndo descreve as

responsabilidades de cada participante nas fases do projeto.

2. Nao € citada a aquisi¢do de conhecimento do dominio do problema.

3. Nao menciona nenhum tipo de documentagdo de processos realizados com sucesso
ou falha entre as fases da metodologia, nem a especificacdo do tipo de posi¢do que
deve ser tomadas caso a falhas acontecam.

4. Nao se preocupa com a documentagdo de processos extras.

5. Nao leva em consideracdo a homologacdo dos dados, depois da realizagdo de
diversas transformacdes nas bases de dados.

6. Menciona uma andlise de inconsisténcias nos dados, porém nio aborda com
detalhes, como possiveis problemas na coleta de dados, verificagdes de problemas
com a integracdo de bases, cardinalidade, duplicidade e outros. Nao deixa
especifico que acdes sdo tomadas caso descoberto inconsisténcias dos dados,

questdo que pode levar ao aborto de um projeto
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3.8 Consideracoes Finais

As metodologias apresentadas neste capitulo demonstram caracteristicas importantes do ponto

de vista de Preparag¢do e Transformacdo dos dados, que foram resumidas na Tabela 3.1. A

notacdo “N” foi atribuida para as metodologias que ndo abordam a caracteristica identificada.

O valor “M” para as que mencionam, mas ndo entram em detalhes e “A” para as que abordam

em detalhes.

As caracteristicas identificadas como desejaveis em uma metodologia para montagem

de visdo em base de dados foram:

Levantamento e Definicio do problema: esta caracteristica identifica se a
metodologia aborda uma das fases essenciais de todo projeto de KDD que € a de
levantamento e definicdo do problema;

Verificacao dos dados: identifica se a abordagem trata a questdo de verificacdo de
inconsisténcias existentes nos dados, quais as causas e citar alguma forma de trata-
los;

Integracio dos dados: identifica se a abordagem trata da fase de integragdo dos
dados, citando os problemas que podem ocorrer nessa etapa e as formas de corrigir
problemas originados nessa fase;

Transformacio de varidveis: identifica se a abordagem trata a fase de
transformagdo de varidveis, que possibilita a utilizacdo de varidveis com
preenchimento muitas vezes considerados impréprios;

Agrupamento Transacional: identifica se a abordagem especifica como tratar
dados espalhados por diversas tabelas, inserindo maior contetido aos dados;
Homologacao dos dados: identifica se a abordagem especifica a homologacdo dos
dados para cada fase em que se faz necessirio qualquer tipo de transformacio,
insercdo ou remogdo de atributos;

Tratamento de variaveis: identifica se a abordagem especifica que tipo de
técnicas de tratamento de varidveis podem ser utilizadas;

Documentacio: identifica se a abordagem trata o processo de documentagido de
atividade no decorrer do projeto;

Processos Extras: identifica se a abordagem especifica uma fase geral, onde é

tratado todo processo extra que foge ao escopo da metodologia;
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¢ Abordagem a diversos problemas de MD: identifica se a metodologia engloba

aspectos relevantes aos diversos problemas de mineracéo de dados.

Tabela 3.1 — Comparativo de metodologias

Atividade Fayyad CRISP-DM DMEasy Yu Quadstone Han & Kamber
Levantamento e
Definigdo do problema M A A A N N
Verificagdo dos dados N M M N N N
Integracdo dos dados N N N A N A
Transfqrmagao de N N M N M PA
variaveis
Agrupamento N N M N A PA
Transacional
Homologacao dos dados N N M A N N
Tratamento de variaveis A M M A N A
Documentagéo N N A N N N
Processos Extras N N A N N N
Abordagem a diversos
problemas de MD N N N N N A

N — Nao Aborda; M — Menciona; A — Aborda; PA — Parcialmente Aborda

Apesar da maioria das metodologias estudadas para o desenvolvimento desta
dissertacdo levar em consideracdo o levantamento e definicdo do problema, a aquisicdo
detalhada do conhecimento do dominio ndo é muito abordada, principalmente no que se trata
de aquisicdo de documentacdo de fontes de dados. Este ponto é muito importante para
qualquer projeto, pois muitas transformacdes e pré-processamentos sé se fazem possiveis com
o conhecimento prévio e detalhado do problema e das bases de dados.

Outro fator importante é a documentacdo de processos realizados entre as fases do
projeto, sejam estas realizadas com sucesso ou falha, para possiveis retornos ou justificativas
de falha.

Observou-se que, apesar de ser comumente citado na literatura que a fase de
Preparacdo de Dados € importante para qualquer projeto de KDD, nenhuma metodologia
aborda com detalhes todas as atividades que fazem parte desta fase. Questdes importantes
como verificagdes dos dados, andlise dos problemas de integracdo, aplicacdo de técnicas de
transformacdes e agrupamento de dados sdo meramente mencionadas (e s6 sdo abordadas em
duas metodologias).

A documentacgdo de processos extras s6 € abordada em uma metodologia. Esta fase é
importante, pois realiza a documentacgio de processos que fogem ao escopo do projeto e serve

de apoio a melhorias futuras das metodologias.



Capitulo 3 — Metodologias de KDD e de Apoio a Montagem de Visdes de Dados 42

A homologagdo dos dados também € dificilmente citada nas metodologias (somente
abordada em uma metodologia). Este conceito € extremamente necessario para garantir a
qualidade dos tratamentos realizados sobre as bases de dados.

Analisando todos os aspectos positivos e negativos das metodologias investigadas,
verificou-se a necessidade de uma metodologia que englobasse o que hd de melhor nessas
metodologias, a fim de guiar melhor o processo de Montagem de Visdo dos Dados. Além das
principais caracteristicas das metodologias investigadas, foi verificada a necessidade de
abordagem de questdes ndo relatadas em nenhuma metodologia, como a abordagem com
detalhes de erros (e suas corre¢des) em base de dados e o detalhamento de transformacdo de
varidveis (além de abordar as técnicas convencionais de tratamento de varidveis), que fazem

ser o diferencial da metodologia proposta.



Capitulo 4

DMBuilding: Metodologia Proposta

4.1 Introducao

Virias sdo as metodologias de apoio ao processo de KDD como um todo, porém nenhuma é
especifica para a preparacdo dos dados, tendo em vista os diversos problemas de mineracio de
dados existentes (classificacdo, segmentacio, regressao, entre outros).

O objetivo desse capitulo € apresentar a metodologia proposta por essa dissertacdo,
DMBuilding, metodologia especifica para montagem de visdo para problemas de mineragio
de dados.

A metodologia DMBuilding € fortemente baseada nos principios das metodologias de
KDD, como a proposta por Fayyad et al. [Fayyad et al. 1996a], CRISP-DM [Chapman et al.
2000] e DMEasy [Cunha, 2005], como também em metodologias mais focadas na drea de
preparagdo dos dados, como as abordagens de Yu et al. [Yu et al, 2006] e da empresa
Quadstone [Quadstone 2003].

A idéia da metodologia DMBuilding € fornecer a equipe participante do projeto de
mineracdo de dados os principais subsidios para preparar os dados, dando apoio a equipe

desde a defini¢do do problema até a aplicacio de técnicas para o tratamento dos dados.

4.2 Metodologia

Conforme ilustrada na Figura 4.1, a metodologia DMBuilding esta dividida em cinco fases:
¢ Entendimento do problema: esta é a fase onde sdo elaboradas as defini¢cdes

do projeto, que servirdo de base para o resto do projeto. Garante que todos os
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requisitos serdo coletados e que o planejamento de todo o projeto serd tracado,
definindo o que vai ser resolvido, de que forma, os prazos e os responsaveis;

e Verificacdo dos dados: Apds o entendimento do problema, os dados
disponiveis serdo analisados para verificar o que realmente pode ser utilizado,
se os dados estdo integros e se 0s mesmos sdo representativos para a resolucao
do problema proposto. Podem haver iteragdes com a fase anterior dependendo
da natureza dos dados;

¢ Montagem da visdo: Tendo o parecer positivo quanto a utilizacdo dos dados
para o projeto, chega-se a fase de montagem da viso, que aplica técnicas sobre
os dados para agregar valor aos dados brutos;

e Tratamento dos dados: Com os dados ja trabalhados, é realizado o tratamento
final dos dados, para deixa-los no formato esperado pelo método de
Inteligéncia Artificial;

® Processos extras: Fase responsdvel pela documentacdo de atividades
realizadas que ndo sdo abordadas nesta metodologia.

A Figura 4.1 apresenta a metodologia DMBuilding: os retingulos em azul representam
as principais fases do projeto. Cada uma dessas fases € composta de vérios processos, que sao
representados por retangulos brancos. As iteracdes entre as fases e entre os processos de cada

fase s@o representadas pelas setas bi-direcionais.

Entendimento do Problema

Mapeamento ¢ 5 Planejamento
do problema técnico

\ Verificacdo dos Dados
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Figura 4.1 — Visao geral da metodologia DMBuilding
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A metodologia DMBuilding esta focada no suporte a preparacdo dos dados e na
documentacdo dos processos realizados para preparar os dados, possibilitando o reuso da
informag@o em projetos futuros e uma melhor estruturacdo dessa fase que pode demandar uma
série de re-trabalhos e retornos a fases anteriores do projeto.

Os processos de todas as fases do projeto sdo compostos de entradas e saidas e de uma
relacdo dos responsaveis e das atividades a serem desenvolvidas.

A execucdo de cada processo € totalmente dependente do tipo do problema de
mineracdo de dados e a natureza dos dados. Sendo assim, alguns projetos irdo passar por
todos os processos da metodologia DMBuilding ou somente por aquelas que sdo relacionadas
a sua natureza.

Como essa metodologia esta focada na preparacdo dos dados, as fases de modelagem e
avaliagdo (parte fundamental das metodologias de KDD) ndo sdo contempladas, porém tem-se
em vista que estas sdo as proximas fases a serem executadas em qualquer projeto de KDD. Se
os resultados obtidos com a fase de modelagem nao forem satisfatdrios, ha a possibilidade do
retorno as fases citadas nessa metodologia.

Os responsaveis pelo projeto de montagem da visdo sdo:

e Analista de negdcio: responsdvel pelo entendimento do problema como um
todo. Tem por responsabilidade levantar, entender e documentar os requisitos
do projeto.

e Lider do projeto: responsavel por agrupar todas as informagdes relacionadas
ao projeto, planejar os passos a serem realizados e garantir que esses passos
sejam executados da melhor forma possivel.

e Especialista no dominio: conhece o dominio no qual o projeto de mineracao
de dados serd aplicado. Tem por responsabilidade dar suporte ao projeto,
especialmente em questdes relacionadas ao problema.

¢ [Especialista em Banco de Dados: responsidvel pelo fornecimento de
mecanismos de andlise dos dados e pela construcido das varidveis solicitadas
para o projeto.

e Analista de dados (minerador): entende as técnicas envolvidas no processo
de MD, principalmente as técnicas de tratamento dos dados. Tem
conhecimento sobre o funcionamento dos algoritmos e das ferramentas
utilizadas no processo, mas ndo necessariamente conhece o dominio ao qual os

dados pertencem.
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e Especialista em TI: detém todo o conhecimento do funcionamento como um
todo da drea de informdtica da instituicdo a qual serd aplicado o resultado do
processo de mineracdo de dados. Seu conhecimento € necessdrio para o
levantamento e entendimento de todos os dados que serdo necessérios para a
realizacdo do projeto.

As proximas segdes irdo abordar, de forma detalhada, as fases que compde a

metodologia DMBuilding.

4.2.1 Entendimento do Problema

Esta fase tem por objetivo formalizar a inicializacdo do projeto de montagem da visdo de
dados. E neste momento que sdo averiguadas informacdes pertinentes ao problema em
questdo, atribuidas responsabilidades e definidos os prazos e os custos do projeto.

O projeto de mineracio de dados inicia-se com uma definicdo concisa do problema. E
através dessa definicdo que se pode verificar a possibilidade da aplicacdo de métodos de
mineracdo de dados para a resolugdo do problema pretendido. Por este motivo a defini¢do
precisa do problema é um dos fatores de sucesso do projeto.

A compreensdo do negdcio também é um fator decisivo, pois o entendimento de todo
o fluxo da informag¢do auxilia na preparag¢do e no tratamento dos dados e evita uma série de
re-trabalhos causados por falta de conhecimento sobre o dominio do problema.

Essa fase estd dividida em dois processos: Mapeamento do Problema e Planejamento
Técnico.

A Figura 4.2 ilustra o fluxo de atividades desta fase.

4.2.1.1 Mapeamento do Problema

O mapeamento do problema é o primeiro processo a ser realizado na metodologia
DMBuilding. Durante esse processo sdo elaboradas documentacdes formais sobre o problema
a ser resolvido para que haja um entendimento comum de todos os envolvidos no projeto. As
entradas desse processo sdo o documento de formalizacdo do inicio do projeto e a

informagdes sobre a situacdo do negdcio da organizacao.
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Entender o negdcio como um todo € um pré-requisito para o descobrimento de
conhecimento. Sem esse entendimento, é provavel que ocorram diversos problemas na fase de
preparacdo de dados e montagem da visdo. Conseqiientemente os dados ndo serdo tratados de
forma a produzir resultados confidveis apds a aplicagdo de qualquer algoritmo [Berry &
Linoff 2004].

Os responsdveis por esse processo sdo o lider do projeto e analista de negdcios, que
coletam, analisam e documentam todos os objetivos da organizacdo. Contam com o suporte
do especialista do dominio, que possui todas as informacdes referentes ao dominio da
aplicacdo e do especialista em TI, que auxilia nas questdes referentes a drea de informatica.

A primeira atividade a ser realizada é a compreensdo do que a organizacdo realmente
deseja realizar. E freqiiente que existam muitos objetivos concorrentes e restricdes que devem
ser balanceadas. O objetivo é expor, desde o inicio, os fatores importantes que podem
influenciar o resultado do projeto. Apds a compreens@o dos objetivos, define-se o problema
que a organizacdo deseja resolver. Uma possivel conseqii€ncia ao ndo realizar essa atividade é
gastar muito esfor¢o para produzir as respostas certas para as perguntas erradas [Chapman et
al. 2000].

Diversas discussdes com os responsaveis pela organizagdo devem ser realizadas, a fim
de alinhar as informacdes com todos os envolvidos no projeto. E importante que todas as
reunides e entrevistas sejam documentadas para posteriores consultas.

O préximo passo é verificar se o problema que se pretende resolver pode/deve ser
traduzido em um problema que possa ser resolvido através da utilizacdo de técnicas de MD.
Nos casos onde o problema pode ser resolvido com MD, o projeto segue adiante. Em alguns
casos, ou nao é possivel se resolver com MD ou existe solugdo mais pritica (como uma
simples solu¢do algoritmica). Nos casos onde nao é possivel o uso de técnicas de MD, deve-se
verificar se € possivel uma nova definicdo do problema que seja traduzida em um problema de
MD. Se uma nova defini¢cdo ndo € possivel, o projeto € abortado. Caso haja a possibilidade de
traducgdo, o projeto segue seu fluxo.

Para a definicdo de um problema, € importante considerar que o projeto deve ter o
tamanho ideal para ser considerado praticdvel e ser relevante para a organiza¢do. Em casos de
ddvidas quanto a melhor caracterizacdo do problema, uma das alternativas € examinar
exemplos de problemas que foram executadas com sucesso na mesma area de atuacdo da
organizagao.

Ap6s a especificacdo do problema, deve ser averiguado e documentado o fluxo de

informagdo da organizacdo. Segundo [Petré et al. 2006], o fluxo de informacdo estd
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relacionado a atividades ligadas a produgdo, disseminacdo e uso da informacdo, desde a
concep¢do de uma idéia até a sua explicitacdo e aceitacdo como parte do conhecimento
universal.

Para o problema, o fluxo da informacao identifica a forma como os dados sio obtidos,
relacionados e armazenados. Esse tipo de informagdo € importante para:

e Definir quais varidveis podem ser utilizadas;

e Entender o motivo de anomalias presentes nos dados, como falta de

preenchimento, erro em formato, entre outros;

e Compreender o fluxo do negdcio;

e Definir o melhor momento para utilizar os resultados que serdo obtidos com o

projeto de mineragdo de dados.

Outra questdo importante é a relacdo dos recursos minimos para a realizagdo do
projeto. Devem ser verificados os recursos atualmente disponiveis (incluindo pessoas, dados,
recursos computacionais, softwares, entre outros). Posteriormente é necessdrio definir quais
os recursos extras que devem ser adquiridos. Se o0s recursos necessdrios para o
desenvolvimento do projeto ndo podem ser adquiridos, deve-se avaliar se uma nova definicao
de problema pode ser feita (por exemplo, fazendo a redug¢do do escopo do problema),
considerando os objetivos da organizagdo e os recursos disponiveis. Caso ndo seja possivel, o
projeto pode ser abortado.

E de suma importincia o total envolvimento da equipe de T.I. da organizacio, pois
problemas com méquinas, recursos humanos, documentacio, organizagdo, responsabilidade e
agilidade podem afetar o rendimento do projeto.

Além da andlise dos recursos, € importante identificar os riscos associados ao projeto.
Um risco é qualquer que pode causar atrasos ou falhas no projeto. Se existem riscos
associados ao projeto, um plano alternativo deve ser criado a fim de descrever as acdes que
devem ser executadas caso os riscos ocorram.

O analista de negdécios também é responsavel por criar um glossario com todas as
terminologias referentes ao projeto. No glossdrio devem constar termos referentes ao dominio
da organizac¢do e a mineragdo de dados, para que todos os envolvidos no projeto estejam
habituados com os termos mais utilizados.

A ultima atividade desse processo € a definicao das pessoas envolvidas no projeto. Um

documento relacionando nomes, responsabilidades e formas de contato é gerado nesta
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atividade. Na grande maioria dos casos, uma mesma pessoa pode acumular responsabilidades,

dependendo do seu papel na organizacdo ou no projeto.

As entradas, as saidas, os responsaveis e as atividades associadas a este processo estdo

especificadas abaixo.

Entradas:

Documento de formalizacdo do inicio do projeto;
Documentos informativos relacionados ao negdcio da organizagdo (mercado,

rendimento, drea de atuacdo, etc);

Atividades:

Identificar e definir o problema a ser resolvido;

Especificar o fluxo da informagdo da organizagdo;

Definir os recursos disponiveis e 0s necessarios;

Especificar os riscos associados ao projeto e elaborar um plano alternativo;
Elaborar o glossério;

Definir os papéis e responsabilidades dos envolvidos no projeto.

Responsaveis:

Lider do projeto;
Analista de Negdcio;
Especialista do Dominio;

Especialista em TI.

Saidas:

Documento com a descri¢do do problema: descreve o problema a ser resolvido
com mineragio de dados;

Fluxo da informacdo: mostra o fluxo da informac@o dentro da organizacio;
Recursos disponiveis e necessdrios: lista os recursos necessdrios para a
realizacdo do projeto, especificando os atualmente disponiveis e os que
deverao ser adquiridos;

Lista de riscos e plano alternativo: contém os riscos associados ao projeto e as

alternativas que devem ser tomadas caso os riscos venham a acontecer;
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® Glossdrio do projeto: contém toda a terminologia do projeto, seja relacionada
ao negocio ou a mineragdo de dados;
e Lista de envolvidos no projeto e suas responsabilidades: os nomes, os papéis,

as responsabilidades e as formas de contato das pessoas envolvidas no projeto.

4.2.1.2 Planejamento Técnico

Para completar a fase de Entendimento do Problema, é necessdrio realizar o planejamento
técnico do projeto. Este processo envolve a especificacdo das técnicas de mineragdo de dados
que serdo aplicadas, a definicdo dos prazos e custos, a especificacdo de metas e dos critérios
de sucesso, a identificacdo dos requisitos para a execuc¢do do projeto, a aquisicdo da
documentagio sobre as bases de dados e a documentacido de novos conhecimentos.

Esse processo recebe todas as saidas do processo de Mapeamento do Problema. Os
responsaveis por essa fase sdo o lider do projeto e o analista de negdcios, com o apoio do
engenheiro de software. Este s6 serd requisitado caso haja a necessidade de desenvolvimento
de software. Se requisitado, o analista de dados também dard apoio a esse processo.

A primeira atividade a ser realizada é a defini¢do da melhor técnica de mineragdo de
dados a ser utilizada para solucionar o problema. A escolha do algoritmo ndo € uma tarefa
facil, pois ndo existe um unico algoritmo que apresente o melhor desempenho para todos os
problemas. As técnicas de mineracdo de dados sdo aplicadas com o objetivo de extrair
informagdes estratégicas escondidas em grandes bancos de dados [Goebel & Gruenwald
1999]. Segundo [Harrison 1998], ndo existe uma técnica que possa resolver todos os
problemas de MD. Métodos diferentes servem para diferentes fins. Portanto, € necessario que
o analista dos dados (minerador) tenha familiaridade com as diversas técnicas existentes, a
fim de auxiliar na escolha de uma delas de acordo com o problema apresentado.

Os seguintes aspectos que devem ser considerados quando selecionando um algoritmo
de mineracdo de dados [Adriaans & Zantinge 1996]:

e Numero de exemplos: Alguns algoritmos trabalham melhor com uma quantidade

maior de exemplos do que outros;

e Numero de atributos: O desempenho de alguns algoritmos, como RNA e

Algoritmos Genéticos, deteriora-se consideravelmente & medida que o nimero de
atributos aumenta;

¢ Tipos de atributos que podem ser manipulados;
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e Representacdo do conhecimento: Como o conhecimento € apresentado para
determinado algoritmo, como no caso das RNA que ndo fornecem explicagdo de
suas respostas;

e C(Capacidade de aprender de forma incremental: Quando novos dados tornam-se
disponiveis, o algoritmo € capaz de revisar suas teorias, sem refazer
completamente o processo de aprendizagem. Isto pode ser de grande relevancia em
aplicagdes com bases grandes;

e Habilidade de estimar a significancia estatistica dos resultados: Em alguns
algoritmos, como RNA e AG, normalmente € muito dificil avaliar os resultados
estatisticamente;

¢ Desempenho.

Ap6s a definicdo das técnicas de mineracdo de dados, € necessdrio especificar quais os
requisitos para o desenvolvimento do projeto.

Em um projeto de MD, o resultado obtido pode ser apresentado de diversas formas
(relatdrio, gréfico, etc). A defini¢do do formato de apresentacdo dos resultados pode requerer
demandas extras, como a implementacdo de algum software que dé apoio ao processo de
tomada de decis@o. Caso haja a necessidade de constru¢do de software, os requisitos devem
ser definidos, de acordo com alguma metodologia de engenharia de software, como RUP
(Rational Unified Process) [Fuggetta 2000] [Jacobson et al. 1999], XP (eXtreme
Programming) [Wojciechowski 2002] e Agile Software Development [Watson et al. 2003].

Com os requisitos ja definidos, devem ser especificadas as metas relacionadas ao
projeto e os critérios de sucesso. Em seguida, os prazos e custos do projeto devem ser
analisados. A implantacdo dos resultados obtidos pode afetar o fluxo atual de a tomada de da
organizagdo. Neste caso, é necessirio avaliar se essa alteragdo € possivel e se serd
implementada com facilidade e rapidez, quando os resultados forem obtidos.

A definicdo do prazo e do custo de qualquer projeto de mineracdo de dados estd ligada
ao tamanho e ao escopo do projeto. Um fator importante na definicdo dos prazos é o
comprometimento e a dedicacdo de todos os envolvidos no projeto, principalmente os
responsdveis pela parte de T.I. da organizacdo e do especialista do dominio. Outro fator
importante € a qualidade e a complexidade dos dados (averiguada na fase de verificagcdes dos
dados). Dependendo da necessidade de correcdes ou aquisi¢cdes de dados, pode haver atraso
nos prazos do projeto. Os custos estdo ligados as demandas necessdrias para a realizagdo do

projeto.
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Caso os prazos e/ou custos estipulados para o projeto ndo sejam vidveis, € necessario o
retorno a atividade de Identificacdo e Defini¢do do Problema para adequar a defini¢do do
problema aos custos e prazos disponiveis.

Por dltimo, um dos passos € a montagem da visdo de dados conceitual. O Analista de
Negdcio € responsével por esta atividade, partindo de seu conhecimento do que este considera
ser varidveis importantes para o projeto. Essa visdo conceitual € homologada pelo especialista
no dominio, que ird verificar a viabilidade da utilizag@o / criagdo daquelas varidveis, como
também sugerir novas varidveis de acordo com o seu entendimento do negbcio. Para a
realizacdo dessa atividade, € fundamental que a documentacio sobre as bases de dados seja a
mais completa possivel. Diagrama de Entidade e Relacionamento (D.E.R.), Diciondrio de
dados, meta-dados [Ramakrishnan & Gehrke 2002], relatérios, fichas cadastrais e telas de
sistemas sdo exemplos de documentagdes importantes a qualquer projeto. E sabido que
algumas organizagdes ndo possuem uma documentacdo completa ou nao existe documentacio
disponivel para o projeto. Nesses casos, é importante que o analista de negécios documente
todas as informagdes recebidas sobre as bases de dados (com o apoio do especialista em T.I.,
o especialista em Banco de Dados e do especialista do dominio). Essas documentacdes serdo
utilizadas para definir as acdes a serem realizadas sobre as bases de dados. Um exemplo disso
€ a utilizacdo do D.E.R. para visualizar o relacionamento entre as tabelas, verificar problemas
inerentes e homologar a estrutura dos dados [Cougo 1999].

Ao chegar ao fim dessas atividades, novos conhecimentos podem ter sido adquiridos.
Esses conhecimentos devem ser documentados para futuras consultas.

A fase de entendimento do problema € uma fase iterativa. Em vdrias situagdes pode
ocorrer o retorno a atividades anteriores, caso algum problema tenha sido encontrado. Essas
iteracdes também devem ser documentadas. Ao final dessa fase, um parecer de viabilidade do
projeto deve ser criado pelo analista de negdcios.

As entradas, as saidas, os responsdveis e as atividades associadas a este processo estiao

especificados a seguir:

Entradas:
¢ Documento com a descri¢do do problema;
¢ Fluxo da informacio;
e Recursos disponiveis e necessarios;

e Lista de riscos e plano alternativo;
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Glossério do projeto;

Lista de envolvidos no projeto e suas responsabilidades.

Atividades:

Especificagdo da(s) técnica(s) de mineracdo de dados: definir as técnicas de
MD que poderiam ser utilizadas na resolucdo do problema e especificar a mais
apropriada para o projeto;

Defini¢do de requisitos para o desenvolvimento da solucdo de mineragdo de
dados: definir os requisitos relacionados a execucdo do projeto. Caso haja
necessidade de desenvolvimento de software, os requisitos do software devem
ser especificados de acordo com alguma metodologia de engenharia de
software;

Defini¢do das metas e dos critérios de sucesso: formaliza as metas e os
critérios de sucesso associados ao projeto;

Defini¢do de prazos e custos: formaliza os custos e prazos estipulados para a
realizacdo do projeto;

Definicdo da visdo de dados conceitual e aquisi¢do de documentacio sobre as
bases de dados: Criar uma visdo de dados conceitual do projeto. Caso ndo haja
documentacgdo suficiente sobre a base de dados, o miximo de informacdes

devem ser coletadas e documentadas;

Documentac¢do de novos conhecimentos obtidos e ndo documentados.

Responsaveis:

Lider do projeto;
Analista de negécios;
Engenheiro de Software;
Analista de dados;

Especialista no dominio.

Saidas:

Documento definindo as técnicas de mineracdo de dados, os requisitos do
projeto, as metas, os critérios de sucesso, 0s prazos e 0s custos;
Visdo de dados conceitual, homologada pelo especialista no dominio;

Documentagdes sobre as bases de dados;
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e Documentagdo de novos conhecimentos.

4.2.2 Verificacdo dos Dados

Ap6s a definicdo dos objetivos do problema, deve-se determinar e analisar os dados que serdo
usados para o descobrimento do conhecimento.

Uma anélise profunda na estrutura e no conteido dos dados disponiveis deve ser
realizada. Os problemas inerentes aos dados s@o identificados, listados e, se possivel,
corrigidos.

Essa fase estd dividida em trés processos: identificac@o e selecdo da massa de dados,
andlise de integridade e integracdo e andlise e exploracdo dos dados.

A fase de Verificacdo de Dados é muito importante para um projeto de montagem de
visdo, pois € nessa fase que verifica a qualidade dos dados e decide se os dados estdo aptos
para resolver o problema proposto.

As saidas da fase de Entendimento do Problema servem de entrada, principalmente as
inerentes as bases de dados.

Na fase de Verificacdo dos Dados existe uma grande interagdo entre os envolvidos
para que ndo restem dividas quanto a natureza dos dados, seus significados e componentes. O
responsdvel por essa fase € o especialista em Banco de Dados. Outros envolvidos sdo o
especialista em T.I. e o especialista no dominio.

A Figura 4.3 define o fluxo de atividades desta fase.

4.2.2.1 Identificacido e Selecio das Fontes de Dados

O passo inicial desse processo € a identificagio das fontes de dados e de determinados
problemas que possam interferir na coleta dos mesmos.
Os dados podem ser coletados de diversas fontes, como por exemplo [Myatt 2007]:
* Banco de dados operacionais: contém dados transacionais de negécio, que
sao acessados e atualizados constantemente.
® Data Warehouses: é uma copia de dados agrupados de vérias partes da
organizagdo. Os dados sdo limpos e otimizados para a tomada de decisdes. Ndo

¢ atualizado com a mesma freqii€ncia dos bancos de dados operacionais.
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e Banco de dados histéricos: sdo utilizados para armazenar pesquisas
histdricas, levantamentos e experimentos.

¢ Dados adquiridos: Em muitos casos, os dados internos da organizagdo ndo
sdo suficientes para a aplicagcdo de algoritmos de MD. Uma das técnicas
utilizadas para resolver esse problema é a aquisicio de dados de fontes
externas, para que sejam combinados com os dados internos, desde que estes
condizem com o problema que esta sendo tratado.

Durante esse processo, ¢ importante se atentar a problemas relacionados a coleta dos
dados. Eis alguns exemplos de problemas que devem ser considerados [Batista 2003]:

e Problemas legais e éticos: Nem todos os dados disponiveis na base podem ser
obtidos, pois pode haver barreiras legais ou éticas que impegam que Os
mesmos sejam disponibilizados para andlise. Dados que identificam o
individuo (como CPF, endereco, nimero de cartdes de crédito) normalmente
possuem essas restrigdes.

e Motivos estratégicos: Por motivos estratégicos da organizagdo, algumas
informagdes ndo podem ser acessadas. As companhias de cartdo de crédito, por
exemplo, mant€ém em absoluto segredo a propor¢do de operacdes fraudulentas
[Chain & Stolfo 1998].

e Razoes politicas: Nem todo projeto de MD conta com o apoio total de todos
os responsaveis da organizacdo. Em certos casos, os dados podem pertencer a
departamentos cujos responsaveis ndo apdiam a iniciativa de analisar os dados.
Essas pessoas podem impor restricdes de acesso aos dados, atrasando ou
inviabilizando o projeto.

e Formato dos dados e conectividade: Devido a evolucdo dos sistemas de
armazenamento de dados, os formatos dos dados vém sendo alterados A
utilizacdo de diversos tipos de midias (disquetes, fitas, CD-ROM, entre outros)
e de técnicas de codificag¢do de dados (ASCII, EBCDIC, etc.) podem complicar
a coleta de dados advindos de diversas fontes. Da mesma maneira, sistemas
antigos (legados) e proprietdrios podem dificultar a conectividade aos dados,
uma vez que esses sistemas podem utilizar tecnologias obsoletas para a troca
de informacdes, as quais ndo estdo disponiveis nos novos sistemas

computacionais.
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e Bancos de dados e aplicacoes obsoletas: Existem sistemas transacionais que
foram projetados e desenvolvidos numa época em que técnicas de Engenharia
de Software ainda ndo haviam sido desenvolvidas. Como resultado, existe uma
escassez de documentacio sobre esses sistemas Essa escassez pode dificultar a
localizacdo e a extracdo dos dados desses sistemas. Além disso, sistemas
gerenciadores de banco de dados muito antigos podem nd@o possuir tipos de
dados equivalentes nos sistemas atuais, o que dificulta a unificacio e
representacdo dos dados.

Se forem detectados problemas na coleta dos dados, é necessario fazer uma andlise do
risco do projeto quanto a utilizacdo dos dados com problemas. Se os problemas nio afetam de
forma significativa o desempenho do projeto, o processo pode ser seguido normalmente para
as proximas etapas. Caso contrario, o projeto deve ser retornado para a fase de Entendimento
do Problema, a fim de que uma nova defini¢cdo do problema seja realizada que ndo implique
em problemas de coleta.

Ap6s a andlise das fontes disponiveis e dos problemas de coleta de dados, é necessario
realizar um filtro das bases que podem ser utilizadas para a resolucdo do problema. Essa
atividade ¢ realizada juntamente com o especialista de T.I. e o especialista do dominio. Todas
as fontes selecionadas devem ter alguma correlacdo com o problema (direta ou indireta) e
devem estar relacionadas a visdo de dados conceitual. No decorrer do projeto, a visdo de
dados conceitual pode ser alterada, se estiver de acordo com o analista de negécio e
especialista no dominio. Caso haja inser¢do de varidveis, uma nova visio conceitual de dados
deve ser armazenada.

De posse de todas as bases selecionadas, é necessdrio realizar a selecdo exata da
populacdo a ser tratada no problema. A populacgdo estd diretamente relacionada ao problema.
A selecdo da populagdo geralmente € realizada quando a base de dados representa um
universo maior que o universo do problema a ser resolvido, havendo assim a necessidade de
selecionar parte desse universo. Um exemplo é a selecdo de clientes que sejam do tipo
“Pessoa Fisica”, pois a base de dados original contém registros tanto de “Pessoa Fisica” como
de “Pessoa Juridica”.

Um aspecto importante a ser considerado nesta atividade é de determinar o periodo
amostral dos dados. E importante garantir que os dados selecionados sejam o mais recentes
possiveis [Quadstone 2003].

As entradas, as saidas, os responsdveis e as atividades associadas a este processo estao

especificadas a seguir:
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Entradas:
¢ Documento com a descri¢do do problema;
e Visdo de dados conceitual;
¢ Fluxo da informacao;

e Documentacdes sobre as bases de dados.

Atividades:
e Documentar as origens dos dados;
e Verificar problemas relacionados a coleta e analisar os riscos associados;
e Selecionar as bases de dados a serem utilizadas no projeto;

e Selecionar a populagdo a ser tratada no problema.

Responsaveis:
¢ Especialista em Banco de dados.
e Especialistaem T.I.

e Especialista no dominio.

Saidas:

e Relacdo das fontes de dados: documento descrevendo a origem dos dados. Esta
relacdo deve especificar o software utilizado para o armazenamento dos dados;

® Relacdo dos problemas de coleta: documento que descreve todos os problemas
relacionados a coleta de dados, suas causas, os riscos associados e as acdes que
devem ser realizadas caso os riscos ocorram;

e Selecdo das bases utilizadas: documento que relata as bases que serdo
efetivamente utilizadas no projeto e o modo como a selecdo dos dados foi
realizada;

e Visdo de dados conceitual alterada;

4.2.2.2 Analise de Integridade e Integracao

A andlise de integridade considera aspectos referentes a estrutura e organizacdo das bases
disponiveis ao projeto. Essa atividade € fundamental para garantir a utilizacdo das bases de

dados com qualidade.
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Esta atividade tem como entrada todas as bases de dados selecionadas, como também
as documentagdes geradas no processo anterior, tendo como principal instrumento a
documentagdo dos dados.

O responsavel por essa fase € o Especialista em Banco de Dados. Como essa atividade
estd profundamente ligada a andlise detalhada dos dados, é fundamental o suporte do
especialista em T.I. e do especialista no dominio.

O primeiro passo a ser realizado é a andlise das chaves primdrias das tabelas
[Ramakrishnan & Gehrke 2002]. Para integrar dados de diversas fontes, € necessario que as
tabelas possuam campos que identifiquem de forma unica o registro (chamados de chaves
primdrias). Devido a problemas de gera¢do das massas (advindo da sele¢do dos dados ou do
préprio banco de dados onde os dados foram extraidos), as chaves primdrias das tabelas
podem apresentar valores duplicados, ausentes ou com preenchimento incorreto. Este € um
dos principais problemas relacionados a integridade dos dados e deve ser reportado para
possivel corre¢do. Caso ndo possa ser corrigido, devem ser analisadas alternativas para a
integracdo entre as bases (como a utilizacdo de outros campos, podendo gerar dados nio
integros, e a exclusdo dos campos repetidos, que pode ocasionar a perda de informagao).

Caso as chaves primdrias estejam integras, € necessario verificar a conexdo entre as
tabelas. Considerando o exemplo de duas tabelas, Contrato e Parcela, cada contrato pode ter
uma ou mais parcelas e cada parcela s6 deve pertencer a um contrato. Podem existir
problemas como contratos sem parcelas ou parcelas sem o registro do contrato. Além disso é
necessdrio verificar se o periodo das bases de dados selecionadas sd@o as mesmas estipuladas
para o projeto. Todos esses problemas podem ser ocasionados na selecio de dados, pois o
periodo das duas bases pode ser diferente e deve ser reportado para possivel corre¢do. Caso
ndo possa ser corrigido, os registros que ndo possuam correlacdo com as outras bases podem
ser excluidos, havendo a possibilidade de perda de informagao.

Em problemas de aprendizado supervisionado, além da verificacdo da cardinalidade, é
imprescindivel que seja realizada uma andlise considerando o alvo do projeto. Essa andlise
verifica se esse atributo ja estd contido nos dados e se este foi calculado de maneira correta
(caso as bases relacionadas ao alvo estejam disponiveis). Quando o alvo ndo estd previamente
calculado, é necessdrio verificar a possibilidade de crid-lo de acordo com os dados
disponiveis.

Este processo € critico para determinar a continuagdo do projeto. Caso seja encontrado
algum dos problemas citados acima, a origem dos mesmos deve ser verificada. Se forem erros

de geracdo das bases, os dados devem ser re-gerados e as verificagdes refeitas. Se os erros
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forem intrinsecos a natureza dos dados, deve ser analisado o impacto de utilizacdo destes
dados. Dependendo do percentual de problemas encontrados e da impossibilidade de
correcdo, o projeto pode ser abortado. Se possivel, uma alternativa € a de retorno a fase de
entendimento do problema, para definir uma nova descri¢do de problema que ndo contemple
erros encontrados neste processo ou que o impacto dos mesmos ndo seja tdo significativo.

Geralmente, essas verificagdes sdo feitas utilizando ferramentas de consultas de banco
de dados. Os scripts gerados para realizar as verificagdes devem ser armazenados para
posteriores consultas.

A metodologia DMBuilding ndo foca a utilizacdo de nenhum software em especifico
para a realizacio das verificacdes dos dados. E improvdvel que essa fase seja realizada
utilizando somente um software. Cabe ao Especialista em Banco de dados a utilizagdo dos
softwares aos quais possua mais conhecimento, ou que melhor se enquadra ao problema em
questao.

Com o parecer positivo quanto para utilizacdo dos dados, € necessario realizar a
integracdo dos mesmos. Normalmente a integragdo € realizada quando os dados advém de
diversas fontes, como bancos de dados diferentes, arquivos com formatos diferentes, ou até
mesmo de diversos setores de uma mesma organizacdo. Nem toda organizacdo segue um
padrio em seus sistemas. Por tanto, em uma mesma organizagdo, podem existir sistemas
operacionais, bancos de dados e até sistemas internos diferentes que foram sendo adquiridos
ou desenvolvidos de forma independente ao longo do tempo, ndo possuindo a integracio
desejada.

A estrutura e a semdintica heterogénica dos dados é um dos grandes desafios da
integracdo de dados. Cuidados na integracdo de dados de fontes diversas podem ajudar a
reduzir ou evitar redundancias e inconsisténcias [Kimball & Ross 2002].

Meta-dados podem ser utilizados para auxiliar na integracdo entre tabelas. Na
literatura, o conceito de meta-dados ndo € um consenso. A definicio mais citada € de “dados
sobre dados” [Kimball & Ross 2002] [Han & Kamber 2006]. Um dos exemplos da utilizacao
de meta-dados é quando existem dois atributos de tabelas diferentes e com nomes diferentes,
porém com o mesmo significado (como, por exemplo, c_cli e codigo_cli). Com a utilizagido
das informagdes contidas nos meta-dados, a integracdo das tabelas € possivel. Segundo [Han
& Kamber 2006], esse é o problema de identificacdo de entidades. As informagdes oriundas
dos meta-dados para cada atributo incluem nome; significado; tipo do dado; faixa de valores
permitidos; como tratar brancos, zeros ou valores nulos; a existéncia de alguma dependéncia

entre os dados; entre outros.
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Os conflitos de valores dos atributos também devem ser resolvidos. Novamente, se faz
necessdrio o uso de meta-dados. Atributos podem conter conflitos de formato ou escala. No
conflito de formato, os atributos possuem o mesmo significado em tabelas diferentes, porém
com formatos distintos. Como exemplo, o atributo “sexo” pode conter os valores “F” ou “M”
em uma determinada tabela. Entretanto, o mesmo atributo pode assumir os valores “I”” ou “2”
(respectivamente representando F ou M) em outra tabela. De posse dos meta-dados, pode-se
realizar a padronizacdo de formatos. No conflito de escala os atributos apresentam escalas
diferentes. Como exemplo, o atributo “temperatura”, em uma determinada tabela é
representado na escala Celsius, enquanto em outra tabela, a escala é Fahrenheit.
Transformagdes sdo necessdrias para que apOs a integracdo os atributos apresentem o mesmo
formato ou a mesma escala.

Apos a integracdo, € necessdrio verificar a existéncia de redundancia ou duplicacio
nos dados. Segundo [Mayer 1998], redundancia é o armazenamento de dados idénticos em um
mesmo banco de dados, o que ocasiona o desperdicio de espago de armazenamento,
inconsisténcia e quedas no desempenho do banco de dados.

Toda base de dados pode conter redundéancia, mas é de extrema importancia elimina-
la. A redundincia de dados pode ser oriunda de erros em sistemas, de falha na coleta dos
dados ou até mesmo do processo de integragao.

A redundancia pode ser tratada com o auxilio de meta-dados. A partir deles, € possivel
identificar que dois atributos que aparentemente possuem conteidos diferentes apresentam o
mesmo significado.

A redundancia também ocorre quando um atributo pode ser derivado de outros
atributos. Nesse caso, deve-se analisar se € mais relevante ao problema a retirada do atributo
derivado ou dos atributos que o geraram.

Algumas redundéincias em atributos numéricos podem ser detectadas através de
andlise de correlacdo [Han & Kamber 2006], que mede o qudo fortemente um atributo estd
implicando no outro. A correlagdo entre dois atributos A e B pode ser medida através da
Equagdo 4.1:

N N

> (a;,—A)b,—B) D (ab)—NAB

i=1

r = =
A.B (4.1)
No o, No o,
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onde N € o numero de linhas do arquivo, a; e b; sdo respectivamente valores de A e B na tupla
i, A'e B sio as respectivas médias de A e B, 0A e oB sdo respectivamente o desvio padrio de A
e B, e Y(a;b;) € a soma do produto externo de AB (que é o valor de A multiplicado pelo valor
de B na linha). O resultante € um numeral entre -1 e 1. Se o resultante da Equacéo 4.1 é maior
do que zero (0), entdo A e B sdo positivamente correlacionados, significando que os valores de
A crescem a medida que os valores de B crescem. Quanto maior o valor, mais um atributo
implica no outro. Este valor alto pode indicar que A (ou B) pode ser removido como
redundancia. Se o resultante for igual a zero (0), entdo A e B sdo independentes e ndo existe
correlacdo entre eles. Se o resultante for menor que zero, entdo A e B sdo negativamente
correlacionados, significando que os valores de A diminuem a medida que os valores de B
crescem, e vice-versa. E importante ressaltar que correlagio ndo implica em causalidade, ou
seja, se A e B s@o correlacionados, ndo necessariamente A causa B.

Para atributos categdricos, a correlacéo entre dois atributos A e B pode ser descoberta
através do teste de chi-quadrado (y2) [Han & Kamber 2006]. Supondo que A possua ¢
elementos distintos (a;, az, .. a;) € B possua r elementos distintos (b;, b,, .. b,). Os dados
descritos por A e B podem ser vistas como uma tabela de contingéncias, com os valores ¢ de A
representando as colunas e os valores r de B representando as linhas. Supondo que (A;B))
denote o evento em que o atributo A assume um valor g; e o atributo B assume o valor b;, cada
possivel combinagdo de (A;B)) tem sua propria célula na tabela. O 2 é computado através da a

seguinte Equacgdo 4.2:
0.
X =2z (4.2)

onde o € a freqiiéncia observada do evento (A;B)) e e;; € a freqiiéncia esperada de (A;B)), que

pode ser computada pela Equagdo 4.3:
_ count(A=a;)Xcount(B =b,)

e
! N

onde N € o nimero de linhas, count(A = a;) é o niimero de linhas contendo o valor a; para o

(4.3)

atributo A e count(B = b;) € o nimero de linhas contendo o valor b; para o atributo B.
O chi-quadrado testa estatisticamente a hipdtese que A e B sdo independentes. Se a

hipétese for rejeitada, pode-se concluir que A e B sdo estatisticamente relacionados.
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A reducdo de redundincia poderd influenciar na diminui¢do do tempo de
processamento para a maioria dos algoritmos de mineracdo de dados. Além disso, algumas
técnicas de modelagem (especialmente as técnicas baseadas em regressdo) apresentam
problemas para assimilar dados redundantes, gerando até falhas de execugéo [Pyle 1999].

Duplicagdes em nivel de tuplas (ou seja, duas ou mais tuplas totalmente idénticas)
também devem ser detectadas e eliminadas. O uso de tabelas desnormalizadas é uma das
principais causas deste tipo de problema.

A realiza¢do do processo de andlise de integridade e integracdo visa a garantia da
qualidade dos dados. Ao final desse processo, gera-se uma documentacdo, contendo todos os
erros encontrados. Caso haja interacdes com outros responsiveis por esse processo, as
mesmas também devem ser documentadas. Com o parecer positivo do especialista em banco
de dados, o projeto segue para as fases posteriores.

As entradas, as saidas, os responsaveis e as atividades associadas a este processo estdo

especificadas a seguir:

Entradas:
e Documentagdes sobre as bases de dados;
® Visdo de dados conceitual;
e Bases selecionadas para o projeto;

e Relacdo dos problemas relacionados a coleta e suas influéncias;

Atividades:
e Verificar integridade dos dados;
o Identificar erros referentes a geragdo da massa de dados;
¢ Analisar impacto da utilizacdo de dados néo integros;
e Realizar pré-integracio dos dados;
e Corrigir erros relacionados a pré-integracio;

e Dar o parecer técnico quanto a utilizagdo da massa de dados.

Responsaveis:
e Analista dos dados.
e Especialistaem T.I.

e Especialista no dominio.
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Saidas:

e Andlise de integridade dos dados: documento contendo todas as
inconsisténcias encontradas nas bases de dados, como também os artefatos
utilizados;

e Relatério de pré-integracdo dos dados: contém todas as integracdes feitas nos
dados, contemplando os problemas e as possiveis solucdes;

e Parecer de integridade: um parecer do especialista em banco de dados quanto a
integridade dos dados;

¢ Bases de dados integradas, com possiveis correcdes de conflitos ou problemas

causadas pela fase de integracao.

4.2.2.3 Analise e Exploracio de Dados

Com os dados integros e integrados, o especialista em Banco de Dados parte para a andlise da
qualidade dos dados com relacdo aos aspectos de preenchimento e conteddo. Para tal, sdo
necessarios alguns métodos de andlise e exploracdo dos dados.

As entradas para desse processo sao todas as saidas do processo anterior.

A primeira andlise a ser realizada é referente & granularidade dos dados. Segundo
[Inmon 2005], granularidade é o nivel de detalhe ou de resumo das unidades de dados. Quanto
mais detalhe, mais baixo o nivel de granularidade. Quanto menor detalhe, mais alto o nivel de
granularidade.

No contexto de um projeto de mineragdo de dados, dois conceitos de granularidade
devem ser abordados: do problema e das bases. Com relacdo a granularidade das bases,
quanto menor, mais flexibilidade no processo de criacdo de novas varidveis, pois os dados
atdmicos podem ser resumidos de vdarias maneiras. Além disso, os dados de menor
granularidade podem ser estendidos com atributos adicionais, medidas ou dimensdes sem
romper com processos existentes [Kimball & Ross 2002]. A granularidade do problema é
definida pelo nivel de detalhes da solugdo. Esta também define a granularidade final da base
de dados, por isso o analista dos dados deve verificar se as bases estdo na granularidade
esperada para a resolu¢do do problema proposto.

Para aprendizagem supervisionada, existem basicamente dois tipos de varidveis: de
entrada (preditivas) e de saida (de alvo) [Witten & Frank 2005]. As varidveis de entrada sdo

aquelas que serdo utilizadas para verificar a relagdo entre suas variacdes € o comportamento
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de outras varidveis, ou seja, correspondem aquilo em funcdo do qual se deseja conseguir
realizar previsdes e/ou controle. Varidveis de saida s@o aquelas cujo comportamento se quer
verificar em fungdo das oscilagdes das varidveis preditivas, ou seja, correspondem aquilo que
se deseja prever e/ou controlar. Para a aprendizagem nao supervisionada, somente o conceito
de varidveis de entrada sdo existentes.
A préxima atividade € a andlise dos tipos de dados. Para isso, é interessante verificar
informagdes como a escala dos dados. Diferentes tipos de escala sdo inerentes a diferentes
tipos de informacdo. Escalas representam formas de medir atributos qualitativos e
quantitativos. Os tipos de escala comumente vistos em projetos de mineracido de dados sdo
[Pyle 1999]:
¢ Nominal: varidveis com escala nominal possuem um nimero limitado de valores
diferentes, que s6 podem ser "iguais" ou "diferentes" entre si. Ndo possui ordem e
serve para identificar se determinado valor pertence ou nio a uma categoria.
Exemplos: estado civil, CEP, cor dos olhos;

¢  Ordinal: impde uma ordem entre os valores. Cada observagdo faz a associacdo do
individuo com uma determinada classe, sem, no entanto, quantificar a magnitude
da diferenca face aos outros individuos. Exemplos: escala social (pobre, classe
média, rico), medida de opinido (ruim, médio, bom);
¢ De Intervalo: possibilita quantificar a distancia entre as medi¢des em termos de
sua intensidade, ou seja, posicionando as medi¢des com relagdo a um valor
conhecido arbitrariamente (ponto zero). Tal afericdo € feita por comparacdo a
partir da diferenga entre o valor do ponto zero e um segundo valor conhecido.
Portanto, ndo hd um ponto nulo e uma unidade natural. Exemplos: escalas de
temperatura (Celsius, Kelvin, Farenheit), em que ndo se pode assumir um ponto 0
(ponto de nulidade) ou dizer que a temperatura (X) é o dobro da temperatura (Y);

¢ De Razao: ¢ a mais completa e sofisticada das escalas numéricas. Descreve que a
mesma diferenca entre valores tem o mesmo significado (como num intervalo). E
uma quantificacdo produzida a partir da identificagdo de um ponto zero, que ¢ fixo
e absoluto, representando, de fato, um ponto de nulidade, auséncia e/ou minimo.
Nesse tipo de escala, uma unidade de medida ¢ definida em termos da diferenga
entre o ponto zero e uma intensidade conhecida. Portanto cada observacido é
aferida segundo a sua distdncia do ponto zero. Um aspecto importante a ser

observado € que um valor de “2” efetivamente indica uma quantidade duas vezes
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maior que o valor “1”, e assim por diante, o que ndo necessariamente acontece nas

demais escalas.

Para que a fase de verificacdes dos dados seja completa, é necessdria a utilizacdo de

métodos de anélise descritiva dos dados. A andlise descritiva serve para verificar propriedades

pertinentes aos dados e possiveis problemas relacionados ao preenchimento, formato e

completude.

A estatistica descritiva tem um papel importante na fase de verificagdes de dados,

[Han & Kamber 2006]. Seu objetivo bésico é sintetizar uma série de valores de mesma

natureza, permitindo uma visdo global da variacio desses valores. Os dados sdo organizados e

descritos de trés maneiras: tabelas, graficos e medidas descritivas.

Virios sdo os métodos de estatistica descritiva. Entre os quais, destacam-se [Myatt

2007]:

Intervalo de valores: representa os possiveis valores que um atributo pode
assumir especificando os valores maximo e minimo. Existem dois tipos de
intervalos: os presentes nos dados e os esperados pelo negdcio. A comparacgio
entre esses dois tipos de intervalos serve para averiguar anomalias, como
valores espurios (outliers);

Distribuicao de freqiiéncia: € o conjunto das freqiiéncias relativas observadas
para um dado fendmeno estudado. Por uma conseqiiéncia da Lei dos Grandes
Numeros, quanto maior o tamanho da amostra, mais a distribuicio de
freqiiéncia tende para a distribui¢do de probabilidade;

Medidas de tendéncia central: sdao indicadores que fornecem uma idéia
inicial de como os dados se distribuem, informando o valor (ou faixa de
valores) da varidvel que ocorre com maior freqiiéncia. Entre as medidas de
tendéncia central destacam-se:

o Média: é a soma de todos os resultados dividida pelo nimero total de
casos, podendo ser considerada um resumo da distribuicio como um
todo;

o Moda: é o evento ou categoria de eventos que ocorreu com maior
freqiiéncia, indicando o valor ou categoria mais provavel;

o Mediana: é o valor da varidvel a partir do qual metade dos casos se

encontra acima dele e metade se encontra abaixo;
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® Medidas de dispersao: sio medidas da variagdo de um conjunto de dados em
torno da média. Este tipo de medida permite identificar até que ponto os
resultados se concentram ou ndo ao redor da tendéncia central de um conjunto
de observacdes. Amplitude, desvio médio, varidncia, desvio padrio, erro
padrdo e coeficiente de variacdo sdo exemplos de medidas de dispersdo.
Quanto maior a dispersdo, menor a concentracao, e vice-versa;

¢ Histogramas: Representacdo grafica da distribuicdo de freqii€ncia onde o eixo
horizontal representa as faixas de valores da varidvel e o eixo vertical

representa a freqii€ncia relativa, conforme exemplo da Figura 4.4.
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Figura 4.4 — Exemplo de histograma

Nesse processo, ferramentas de visualizacdo dos dados podem ser utilizadas. Estas
ferramentas exibem tendéncias nos dados, cluters e diferengas. Alguns dos maiores trabalhos
na area de visualizacdo estdo focados em novas formas graficas de representacido dos dados,
que possibilitem a descoberta de novas tendéncias e anomalias [Gray et al. 1997]. Existem
diversos softwares (gratuitos ou pagos) voltados para a visualiza¢do dos dados. O Microsoft
Excell é um dos programas amplamente utilizados. Outros exemplos sdo IBM Parallel Visual
Explorer, SAS System, Advanced Visual Systems (AVS) [Coutinho 2003].

Outra andlise a ser realizada é a verificagdo da existéncia de dados transacionais.
Dados transacionais referem-se a informagdes histéricas de um determinado individuo ou
evento [Quadstone 2003]. As bases de dados que contém essa estrutura transacional ndo
possuem o formato desejado de registro tnico por individuo, o que faz necessirio o
tratamento desses dados de uma forma especial.

A existéncia de dados transacionais tende a trazer beneficios a aprendizagem, visto

que informacdes de comportamento sdo inseridas para cada individuo. No entanto, auséncia

dados transacionais ndo impede o prosseguimento do projeto, mesmo que para alguns tipos de
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projetos (como andlise de crédito) estes dados tendem a fazer muita diferenca no resultado
final.

Se todas as atividades realizadas até o momento ndo resultarem problemas (ou os
problemas identificados foram resolvidos), a préxima atividade a ser realizada € a andlise da
representatividade dos dados para o problema proposto.

Tendo como base o problema proposto, algumas varidveis sdo essenciais para o
sucesso do projeto. A defini¢do do que € essencial pode ser realizada com a ajuda do
especialista do dominio em conjunto com o analista de negécio. A auséncia de varidveis
importantes pode caracterizar um risco para o projeto.

Também deve ser analisado se a quantidade de dados obtida ¢é suficiente. Nao ¢ fécil
definir a quantidade minima para a execugio do projeto, pois esta quantidade estd diretamente
relacionada com o algoritmo de MD e a complexidade dos dados [Berry & Linoff 2004].
Segundo [Nguyen & Chan 2004], o desempenho de uma Rede Neural é pior quando poucos
dados sd@o disponiveis ou os dados sdo insuficientes. Deve ser analisado a possivel re-coleta
dos dados para resolver esse problema.

Em mineracdo de dados, quanto mais dados, melhor. No entanto, alguns aspectos
devem ser considerados, como por exemplo o tamanho do conjunto de dados e sua densidade.
(quantidade de registros que apresentam determinada saida). E desejavel que o conjunto de
dados selecionado apresente a mesma proporcdo de exemplos para cada saida. Uma amostra
menor, porém balanceada, € preferivel a uma grande quantidade de dados com uma proporcao
muito pequena para uma ou mais saidas [Yu et al. 2006].

O tamanho excessivo das bases de dados também influencia no tempo de treinamento
algoritmo de aprendizagem. Teoricamente, quanto maior a base, maior o tempo de
aprendizagem [Rezende et al. 2003]. Algumas técnicas de amostragem podem ser utilizadas,
para extrair um subconjunto representativo dos dados [Fayyad & Irani 1993] [Han & Fu
1994].

Outro aspecto a ser considerado é o periodo correto dos dados. Um dos fatores que
influenciam a defini¢do do periodo é a sazonalidade (padrdes de comportamento que se
repetem durante os periodos da série temporal) [Berry & Linoff 2004]. Portando, deve haver
uma quantidade suficiente para capturar os efeitos da sazonalidade.

A definicdo do periodo também deve considerar que dados muito antigos tendem a ser
menos representativos por causa das mudangas do mercado. Portanto, deve-se se escolher o

periodo mais préximo do momento atual para que os dados representem melhor o que de fato
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acontece “hoje”. A quantidade de dados histéricos € um fator de risco do projeto que deve ser
analisado para tentar definir o seu impacto na solugdo.

A andlise da quantidade de varidveis disponiveis também é importante. Em boa parte
das bases de dados, a quantidade de varidveis € grande. Na duvida do que € util ou ndo,
muitos usam todas as varidveis disponiveis, sem uma andlise do grau de importincia dessas
varidveis para o problema proposto. Com a ajuda do especialista do dominio € possivel definir
quais varidveis sdo mais importantes para o negdcio. Apos a definicdo das varidveis mais
relevantes, a préxima atividade é uma nova selecdo de varidveis, considerando seu
preenchimento e formato.

Mesmo que todas as andlises realizadas até esse momento tenham sido satisfatérias, os
dados ainda podem ser pobres em contetido e expressividade. Uma alternativa para amenizar
este problema € a aquisi¢do de dados externos. A aquisicdo de dados externos sé deve ser
realizada se existem varidveis que permitem a integracdo com as bases internar. Essa
aquisi¢do ndo € obrigatdria, mas tende a trazer beneficios significativos.

As analises realizadas servem de subsidios para a definicdo de um parecer final com
relacdo a qualidade dos dados e a viabilidade do projeto.

Esse é um dos processos onde existe grande iteracdo entre os responsaveis do projeto,
principalmente com o especialista do dominio. E ele quem d4 subsidios para definir se os
problemas encontrados sdo inerentes aos dados, se podem ser corrigidos e as alternativas para
resolucdo dos problemas.

Toda diivida, inconsisténcia, problema, contato e acdes realizadas nesse processo
devem ser bem documentados, pois servirdo de subsidio para a avaliag@o final da viabilidade
do projeto, como também servirdo de entrada para a proxima fase.

As entradas, as saidas, os responsdveis e as atividades associadas a este processo estao

especificadas a seguir:

Entradas:
e Relatério de integridade dos dados;
e Relatdrio integrac@o dos dados;
¢ Dados selecionados e integrados;

e Documentacdes sobre o banco de dados;



Capitulo 4 — DMBuilding: Metodologia Proposta 71

Atividades:
® Anilise e exploragdo dos dados: Realizacdo de andlise do dominio dos dados,
para analisar a sua qualidade quanto ao conteido;
e Parecer de representatividade dos dados: parecer final do especialista em
Banco de dados quanto a representatividade dos dados para o problema

proposto;

Responsaveis:
e Especialista em Banco de dados.
e [Especialista em T.I.
e Especialista no dominio.

¢ Analista de negdcios.

Saidas:
e Parecer técnico da viabilidade do projeto no com relacdo a qualidade dos
dados;
e Scripts de validagdo das bases;
e Relatério de inconsisténcias;

¢ Informacdes dos contatos realizados.

4.2.3 Montagem de Visao

Na fase de Montagem de Visdo os dados sdo trabalhados em sua esséncia.

Esta fase é importante para extrair informacdes de varidveis que muitas vezes sao
descartadas para a fase aprendizagem, devido a uma série de fatores como preenchimento
normalmente considerado irrelevante, formatos ndo apropriados, entre outros.

Nesta fase, em especial, o conhecimento do especialista do dominio é fundamental.
Entender o problema como um todo € a chave desta fase, pois somente de posse desse
conhecimento é que as varidveis podem ser construidas de forma correta para enriquecer
ainda mais as informag¢des contidas nos dados.

Essa fase estd dividida em quatro processos: tratamento de varidveis brutas,

transformagdes de varidveis, agrupamento transacional e integracdo de dados. Os trés
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primeiros processos englobam acdes realizadas diretamente sobre os dados. A ordem desses
processos depende da natureza dos dados e do problema. Apds a execugdo desses processos,
inicia-se o processo de integragcdo dos dados, que consolida os dados gerados nessa fase para a
criacdo de uma tabela final que ird servir de entrada para a proxima fase. Cada processo estd
ligado a uma atividade de homologacdo dos dados, que valida as atividades realizadas.

Os principais responsaveis por essa fase sdo o especialista em Banco de Dados e o
analista de dados. O analista de dados € responsavel pela defini¢cdo conceitual da visdo final
dos dados e pelo fornecimento de informagdes de como construir cada varidvel definida, para
que o especialista em Banco de Dados possa aplicar seus conhecimentos e criar fisicamente os
dados em uma tabela.

As entradas dessa fase sdo: toda a documentag@o dos dados, as bases integradas, os
relatérios de integridade e integracdo, a visdo de dados conceitual e o parecer técnico da
viabilidade do projeto quanto a qualidade dados.

A Figura 4.5 define o fluxo de atividades dessa fase.

4.2.3.1 Tratamento de Variaveis Brutas

Em qualquer massa de dados, muitas varidveis possuem preenchimentos que muitas vezes sao
considerados fracos ou até irrelevantes para o problema. Porém, a decisdo da utilizagdo de
determinada varidvel deve considerar uma série de fatores referentes ao seu preenchimento,
como por exemplo:
¢ Criacao do alvo: Determinadas bases de dados ndo possuem o alvo ja pronto
(aprendizagem supervisionada). Nesses casos, € necessario criar o alvo de acordo com
as especificacdes do projeto;
¢ Colunas com um tnico valor: caracterizam varidveis constantes que ndo agregam
conhecimento, pois ndo contém informacdo para diferenciar as linhas. Portanto, tais
variaveis devem ser retiradas da visdo final dos dados. E importante, porém, verificar
se informagdes como “NULO” estdo sendo verificadas na distribui¢do de freqiiéncia
dessas varidveis. Em determinados problemas, o nulo pode agregar algum
conhecimento (como por exemplo, quando a presenca do valor nulo € igual a um valor
valido, como NULO = 0), o que caracterizaria uma varidvel de preenchimento comum

que deve ser mantida na visdo final dos dados.
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Varidveis com um tnico preenchimento podem ser geradas no momento da selecio da
populacdo, ou seja, dependendo do subconjunto da populacido escolhida, algumas
variaveis podem apresentar um tnico valor;

¢ Colunas com um valor predominante: sio varidveis que possuem um baixo
preenchimento de valores diferentes do valor predominante. Esse caso é freqiiente
quando as varidveis sdo raramente preenchidas. A retirada dessas varidveis deve ser
analisada. Se a quantidade de linhas que apresentam valores diferentes do valor mais
freqiiente ndo for significativa, a varidvel pode retirada. Se existe uma quantidade
significativa, € interessante relacionar os valores com o alvo (em casos de
aprendizagem supervisionada), pois os mesmos podem estar fortemente relacionados a
uma das classes, o que motivaria a utilizagdo da variavel.

Independente da decisdo de utilizar a varidvel, € fundamental identificar a causa do
preenchimento tdo baixo para determinados valores. Muitas vezes pode significar
eventos raros relacionados ao problema, o que também motiva a sua utilizagéo.
Segundo [Berry & Linoff 2004], se 95% a 99.99% das linhas estdo preenchidas com
um unico valor, € provavel que esta varidvel seja irrelevante se ndo for aplicado algum
tipo de tratamento;

e Colunas com valores totalmente distintos: Varidveis categéricas com todos os
valores distintos também figuram um problema no tratamento de variaveis. Varidveis
com esse preenchimento geralmente sio utilizadas como atributos identificadores.
Este tipo de atributo ndo contribui para a solu¢do do problema, pois ndo possui valor
preditivo e pode causar overfitting (ajuste em excesso ao conjunto de treinamento)
[Berry & Linoff 2004] [Rezende et al. 2003]. Apesar de ndo apresentar valor
preditivo, informagdes relevantes podem ser extraidas dessas varidveis através da
aplicacdo de algumas transformacgdes. A varidvel niimero de telefone € um exemplo
usual deste caso. O nimero em si ndao possui informacdo preditiva, porém, se for
extraida a parte do DDD, obtém-se informacdo regional, que pode apresentar valor
preditivo;

¢ Colunas com muitos valores distintos: Outro tipo de atributo que geralmente nao
possui valor preditivo sdo os que contém muitos valores distintos. Esse tipo difere do
citado anteriormente, pois apesar de apresentar valores bem distintos, esses atributos
ainda possuem algumas repeticdes em seu preenchimento. Esse tipo de atributo, se ndo
tratado, normalmente é excluido. Porém, certas varidveis podem ser divididas em

partes menores que possuem algum significado. Um exemplo € a variavel niimero de
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cartdo de crédito. Cartdes de crédito geralmente possuem de 13 a 16 digitos que

obedecem a uma estrutura de numeragﬁ.o1 baseado no formato de nimero ISO 78127

Esse formato contém um digito identificador da bandeira (Master, Visa, Amex, etc),

seis digitos identificadores do emissor, um nimero de conta e um digito verificador. A

informacg@o sobre o emissor e o nimero da conta podem ser descartadas, mas a

informacgdo da bandeira pode ser relevante. Outros exemplos de varidveis que podem

ser tratadas dessa maneira sdo cédigos de barras, registros de carro e CEP;

¢ Colunas numéricas com conteido categorico: Numeros geralmente representam
quantidades e sdo bastante tteis para modelagem, pois possuem ordem e permitem a
aplicacdo de fungdes aritméticas. Porém, existem varidveis que aparentemente sio
numéricas, mas possuem contetdo categérico. Nesses casos, a melhor alternativa é
tratar essas varidveis como categoricas, para evitar que a ordem a as propriedades
aritméticas contribuam para a descoberta de padrdes ndo correspondentes a realidade.
Existem alguns métodos para transformar dados numéricos em categdricos. Estes
métodos serdo abordados no processo “Tratamento de Varidveis”;

e Variaveis relacionadas ao alvo: Em problemas de aprendizagem supervisionada,
uma questdo comum sao as varidveis preditivas serem diretamente relacionadas com a
varidvel de saida. Se existe casualidade em um modelo, deverd ser da saida sendo
influenciada pela varidvel preditiva, nio o inverso. E importante fazer previsdes do
futuro baseados em dados disponiveis no passado (ou presente). Nem sempre € facil
perceber a correlacdo a posteriori da varidvel. Modelos com informacdes a posteriori
tendem a ser inuteis ou fracos para prever informacdes de novos dados. A presenca de
varidveis a posteriori pode ser percebida quando o modelo apresenta um desempenho
muito alto no conjunto de treinamento.

Para a realizacdo deste processo, o analista de dados utiliza os resultados das andlises
realizadas na fase anterior, geralmente tendo como base o histograma e gréficos analiticos das
varidveis.

Nesse processo ¢ muito comum o surgimento de dividas relacionadas ao
preenchimento das varidveis. E muito importante que o especialista do dominio esteja sempre
disponivel para esclarecé-las. Todo contato deve ser registrado para compor a documentacgio

final do projeto.

" http://en.wikipedia.org/wiki/Credit_card_number
% http://www.iso.org
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Ap6s a andlise das varidveis brutas, deve ser elaborado um documento que especifique
as varidveis que foram retiradas (e o motivo) e as varidveis que foram criadas (informando a
varidvel de origem). Essa informacdo é passada para o especialista em Banco de Dados para
auxiliar na montagem de visdo.

Um processo de homologacdo dos dados deve ser realizado para garantir que a escolha
pela remocgdo das varidveis € coerente e o conteido das novas varidveis condiz com o
esperado. Qualquer tipo de erro deve ser documentado, reportado e corrigido. Apds a correcao
dos dados deve haver uma nova homologagdo. S6 passard para o proximo processo quando a
homologagdo ndo encontrar erros. Neste momento, o analista de dados dd o parecer técnico,
autorizando a continuidade do projeto.

As entradas, as saidas, os responsaveis e as atividades associadas a este processo estdo

especificadas a seguir:

Entradas:
e Relatdrio de integridade dos dados;
e Relatério de integragdo dos dados;
¢ Dados selecionados e integrados;

e Documentagdes sobre o banco de dados.

Atividades:

¢ Remocdo de varidveis irrelevantes: baseando-se na andlise do conteudo, o
analista de dados define as varidveis que devem ser removidas por ndo
possuirem poder preditivo significante;

e (Constru¢do de novas varidveis: o analista de dados especifica a criacdo de
varidveis que podem ter poder preditivo e ser utilizadas na constru¢do do
modelo;

¢ Homologacdo dos dados e parecer técnico: apds a remogdo e construgdo de
varidveis pelo especialista em Banco de Dados, os mesmos deverm ser
homologados para evitar que alguma varidvel seja removida por engano ou
criada de forma incorreta. Qualquer falha deverd ser reportada e corrigida, e o

processo de homologacdo reiniciado até que nao haja mais falhas.
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Responsaveis:
¢ Analista de dados
¢ [Especialista em Banco de dados
e Especialistaem T.I.

e Especialista no dominio

Saidas:
e Relagdo das varidveis excluidas (e o motivo de exclusdo);
e Relacdo das varidveis criadas (e suas varidveis de origem);
e Scripts de geragdo de variaveis;
e Base com varidveis brutas criadas;
e Relatério de homologacdo dos dados;

¢ Informacdes dos contatos realizados.

4.2.3.2 Transformacao de Variaveis

As varidveis selecionadas no processo anterior podem apresentar um formato que ndo é
apropriado para o algoritmo de minera¢do de dados. Algumas transformacdes devem ser
aplicadas sobre estas varidveis a fim de resolver este problema.

Neste processo, o analista de dados é responsavel pela andlise de cada varidvel e pela
proposicdo de novas transformagdes, baseando-se no preenchimento e formato das varidveis.
O especialista do dominio e o especialista de T.I. sdo consultores desse processo.

As transformagdes mais comumente realizadas sdo:

e Tratamento de variaveis do tipo Data/Hora: A grande maioria dos algoritmos de
mineracdo de dados ndo trabalham com o tipo “data”/“hora”. No entanto, a presenga
da informagdo temporal € muito importante para a resolu¢do de determinados
problemas [Berry & Linoff 2004]. Vdrias informacdes podem ser extraidas de
variaveis tipo data/hora, como por exemplo: dia do més/ano, periodo do dia, més,
estacdo, indicacdo de feriado ou dia comum, tempo desde um determinado periodo.
Um exemplo bastante comum € a criacdo da varidvel idade a partir da varidvel data
de Nascimento. A nova variavel é obtida através da diferenga em anos entre a data
de nascimento do individuo e uma data de referéncia especifica do problema que

estd sendo resolvido. Seguindo essa ldgica, a grande maioria das varidveis do tipo
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data/hora podem ser transformadas, sempre considerando informagdes sobre o
dominio do problema;

e (Categoria “OUTROS”: Em algumas varidveis categdricas, os valores podem estar
distribuidos de maneira ndo uniforme. Isso significa que a distribuicdo dos valores
estd concentrada em conjunto restrito de categorias, enquanto diversas outras
categorias possuem uma quantidade pequena de exemplos. Nesse caso, uma técnica
comumente usada € a criacdo de uma categoria chamada “Outros”, que representa o
agrupamento de todas as categorias menos populosas [Pyle 1999] [Witten & Frank
2005].

e Variaveis indicativas de auséncia/presenca (flags): Uma alternativa para
tratamento de varidveis com o preenchimento concentrado em um unico valor € a
criacdo de um indicativo de presenca ou auséncia de informacdo. Esse tipo de
abordagem pode ser utilizado tanto para varidveis numéricas quanto para varidveis
categdricas. Uma vantagem desse tratamento € a possibilidade de usar varidveis que,
por causa do seu preenchimento pobre, normalmente seriam retiradas do modelo;

e Tratamento de endereco: Varidveis de endereco normalmente ndo trazem
beneficios se forem utilizadas em sua forma bruta, pois a quantidade de valores
distintos é muito grande. Porém, é possivel extrair informagdes geogréficas (como
Estado, cidade, bairro e CEP) que normalmente apresentam alto poder preditivo;

e Mapeamento simbdlico: Uma pritica comum € a transformagdo de atributos
simbdlicos em outros atributos também simboélicos. Essa pratica agrupa exemplos
de varidveis categéricas em um grupo que as represente. Um exemplo é o
agrupamento de produtos. Para um determinado problema, pode ser mais importante
mapear os diversos produtos (Ex.: camiseta masculina, saia, carrinho de bebé) para
o tipo de departamento aos quais os produtos pertencem (se¢do masculina, secdo
feminina, se¢do infantil, respectivamente). Esse tipo de agrupamento € totalmente
dependente do conhecimento do dominio [Bigus 1996]. Pode ocorrer em diversos
niveis de granularidade;

e Combinacao de variaveis: O resultado da combinagdo de varidveis pode ser mais
significativo do que a apresentacdo destas varidveis em separado. Como exemplo,
pode ser criada uma varidvel que represente a area de um retingulo (Area=C x L) a

partir de varidveis de comprimento (C) e largura (L). Esse tipo de combinacio é
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fortemente baseada no conhecimento do dominio. Portanto o analista do dominio
pode fornecer o suporte necessdrio para essas transformacoes.

O analista dos dados € responsavel pela criacio de um documento que especifica as
varidveis que devem ser criadas para contemplar as transformacgdes desejadas. Baseando-se
neste documento, o especialista em Banco de Dados desenvolve os scripts de geracdao das
novas variaveis.

Ap6s a realizagdo das transformacdes ou criagdes de varidveis, deve ser realizada a
homologa¢do dos dados para garantir que as atividades deste processo foram executadas
corretamente. Qualquer erro detectado deve ser documentado, reportado e corrigido. Apds a
correcdo dos dados, deve haver uma nova homologagdo. Esse ciclo se repete até que a
homologacgdo néo detecte erros.

As entradas, as saidas, os responsdveis e as atividades associadas a este processo estiao

especificadas a seguir:

Entradas:
¢ Documentagdes sobre o banco de dados;

e Relacdo das varidveis excluidas e criadas;

Atividades:
e Gerar relatdrio de transformagdo das varidveis: relatério com todas as varidveis
que a ser criadas, especificando o tipo de transformacg@o necessdria;
e Construgdo de novas varidveis;

¢ Homologacdo dos dados e parecer técnico.

Responsaveis:
¢ Analista de dados
¢ Especialista em Banco de dados
e Especialistaem T.I.

e Especialista no dominio.

Saidas:
e Relagdo das varidveis criadas (e suas varidveis de origem);

e Relacdo das varidveis transformadas;
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e Scripts de geragdo de varidveis;
e Base de dados com transformagdes de varidveis;
e Relatério de homologacdo dos dados;

¢ Informacdes dos contatos realizados.

4.2.3.3 Agrupamento Transacional

Dados transacionais normalmente estdo disponiveis nas organizacdes. Estes dados
representam informacdes detalhadas sobre algum tipo de drea de negdcio [Burns et al. 2006].
Eis alguns exemplos de dados transacionais em diversas areas:

e Bancos: créditos e débitos em contas;

e Telecomunicagdes: ligacdes telefonicas;

e Comércio: compras, pagamentos;

e Comércio virtual: cliques em links e visitas a paginas;

e Aviacdo: voos, compra de passagens;

Dados transacionais normalmente ndo apresentam o formato que deve ser submetido
aos algoritmos de mineracdo de dados (ou seja, informacdo de um individuo por linha), pois
esses dados contém informacdes do comportamento individuo em diversos momentos do
passado.

Esse processo s6 é realizado se, para o problema em questdo for verificado a presencga
de dados transacionais. Se ndo houver dados transacionais, o projeto segue para o proximo
processo (Integracdo dos Dados).

Para inserir informagdes comportamentais, é necessdria a aplicacdo de uma série de
tratamentos nos dados transacionais. Esses tratamentos incluem medidas de agrupamento,
tendéncias, indicativos de freqiiéncia e mudanga comportamental, podendo ser subdivididos
de acordo com o tempo e o tipo [Bain et al. 2002]. Para que esses tratamentos possam ser
realizados, € necessdrio que os dados estejam na mesma granularidade.

Este processo normalmente ¢é trabalhoso, pois ndo existe uma férmula para a
realizacdo dos agrupamentos. O principio bdsico € tentar agrupar informacgdo de diversas
maneiras, usando sempre o conhecimento do dominio como guia. Portanto, o especialista no
dominio e o analista de negdcio sdo essenciais para a defini¢do das varidveis que podem ser
criadas e sumarizadas. Este processo, por ser dependente do dominio, ¢ muito mais arte do

que ciéncia [Quadstone 2003].
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O conceito de janela de observacdo € muito importante para a realizagdo desse
processo. O objetivo basico de mineragdo de dados € desenvolver um modelo que tenha a
habilidade de prever um comportamento baseando-se em um comportamento do passado. O
periodo usado na construgdo desse modelo é chamado de “Janela de Observagao”. Como pode
ser observado na Figura 4.6, a janela estd dividida em dois momentos: pré-periodo (o periodo
em que a informagdo transacional ou comportamento é capturada) um periodo posterior
(periodo em que sdo capturados os resultados que se deseja prever). Para a criacdo do modelo,
¢é necessdrio que todos os dados sejam obtidos no pré-periodo juntamente com a informacao

do resultado (alvo, que é observado no periodo posterior).

> Janela de Observagéo

»
>

Periodo Posterior

Pre-Period —
— fe-renodo = ———p4--P4—  (Resultados)

(Comportamento)

I
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2002 2003

Figura 4.6 — Janela de observacao

Considerando a aquisicdo de dados de acordo com a janela de observagao, eis alguns
tipos de agrupamentos transacionais comumente realizados:

e Medidas de agregacoes: Saio medidas mais simples. Medidas como quantidade e
soma sdo utilizadas para agrupar informag¢des de um individuo, considerando todo
o seu passado. Exemplos: quantidade de transagdes realizadas, valor total gasto em
passagens aéreas.

¢ Funcoes de tendéncia: O comportamento de um individuo é comumente medido
através do uso de funcdes de tendéncia. Medidas como minimo, mdximo e médio
tendem a resumir as informagdes referentes a um individuo no passado. Exemplos:
valor médio, minimo e maximo de fatura telefonica.

¢ Indicativos de freqiiéncia: Indicativos de freqiiéncia capturam informagdes
importantes que se repetem ao longo do tempo. Também indica tendéncias.
Exemplo: tipo de produto mais freqiiente.

e Variacao de tempo e tipo: Todos os agrupamentos citados anteriormente podem
ser variados de acordo com o tempo e o tipo. Geralmente, esse tipo de
agrupamento ¢é eficiente [Quadstone 2003]. Exemplos: total de compras realizadas

nos ultimos trés (3) meses, total gasto em alimentacdo, total gasto em eletronicos.
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¢ Mudanca comportamental (indices): Mesmo dividindo essas medidas em séries
de tempo, em determinadas situagdes o mais importante é a estabilidade das
medidas e a dire¢do de possiveis mudangas. Exemplos de indices que refletem uma
mudanga comportamental: Mdximo Gastos Mensais | Média de Gastos Mensais,
Ultimo Gasto Mensal | Média de Gastos Mensais.

O analista de dados gera um relatério contendo a especificagdo de todas as varidveis a
serem criadas de acordo com o agrupamento transacional de informagdes. De posse desse
relatério, o especialista em Banco de Dados desenvolve os scripts de geracdo da nova massa
de dados, contemplando as varidveis resultantes dos agrupamentos transacionais. O
especialista de T.I. também € consultor desse processo.

Apés a geracdo da nova massa, deve ser realizada a homologacdo dos dados, para
garantir que as atividades deste processo foram executadas corretamente. Qualquer erro
detectado deve ser documentado, reportado e corrigido. Apds a correcdo dos dados, deve
haver uma nova homologacio. Esse ciclo se repete até que a homologacdo ndo detecte erros.

As entradas, as saidas, os responsdveis e as atividades associadas a este processo estiao

especificados a seguir:

Entradas:
¢ Documentagdes sobre o banco de dados;
¢ Base de dados que serdo utilizadas para o agrupamento transacional;
e Relacdo das varidveis excluidas, criadas e transformadas dos processos

realizados anteriormente;

Atividades:
e Gerar relatério de criagdo das varidveis resultantes dos agrupamentos
transacionais;
¢ Criagdo das varidveis;

®* Homologacdo dos dados e parecer técnico.

Responsaveis:
e Analista de dados.
¢ Especialista em Banco de Dados,

e Especialista em T.I.
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e Especialista no dominio.

Saidas:
e Relagdo das varidveis criadas;
e Scripts de geragdo de variaveis;
e Relatério de Homologagdo dos dados;

¢ Informacdes dos contatos realizados.

4.2.3.4 Integracao dos Dados

Esse ultimo processo tem por finalidade integrar todas as varidveis que foram transformadas
ou criadas pelos demais processos anteriores da fase de Montagem de Visdo. O resultado
dessa integraciio é uma tabela desnormalizada (linha x coluna), contendo os dados finais. E
importante citar que a constru¢do de uma tabela desnormalizada se d4 pelo fato de que a
maioria dos algoritmos de mineracdo de dados tem como entrada esse tipo de estrutura.

Algumas das anélises citadas no processo 4.2.2.2 podem ser realizadas para garantir
que ndo exista redundancia nas varidveis criadas.

O responsavel por essa fase € o especialista em Banco de Dados, que ird agrupar todas
as variaveis criadas na fase de Montagem de Visdo e gerar a tabela desnormalizada.

As entradas, as saidas, os responsaveis e as atividades associadas a este processo estdo

especificadas a seguir:

Entradas:
e Documentacdes sobre o banco de dados;
e Relacdo das varidveis excluidas, criadas e transformadas dos processos
realizados anteriormente;

e Todas as bases geradas nos processos anteriores;

Atividades:
¢ Integracdo dos dados: o especialista em banco de dados deverd integrar todas
as bases geradas nos processos anteriores. ApOs essa integracdo pode ser

realizada uma analise de redundancia entre as variaveis.
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Responsavel:

¢ Especialista em Banco de dados.

Saidas:
e Tabela final desnormalizada;
e Relatoério de redundancia;

® Visao final (conceitual) dos dados;

4.2.4 Tratamento dos Dados

Ao chegar nessa fase, uma massa de dados estard criada, tendo sido homologada e pronta para
a sua utilizagdo. Porém, para a continuacdo do projeto, pode haver a necessidade de algum
tratamento de dados ou transformagio de formato de apresentacio de atributos.

A Fase de Tratamento dos Dados é a fase que foca as técnicas que podem ser usadas
para corrigir alguns problemas com relagdo a qualidade dos dados que ainda sdo existentes.
Ap6s a criagdo da massa final de dados, é comum verificar problemas referentes a natureza
dos dados e verificar qual o formato ideal para a técnica que seré utilizada.

Essa fase ¢ dividida em quatro processos: Limpeza, Reducido de Dimensionalidade de
Variaveis, Casamento de Padrdes e Mudanca de Formato.

O responsdvel por essa fase € o analista dos dados, o qual estd familiarizado com as
técnicas de tratamento de dados, em conjunto com o Especialista de Banco de Dados, sempre
com o suporte do Especialista do Dominio.

Apesar das atividades Aplicacdo do Algoritmo de Minerac¢do de Dados, Avaliacio dos
Resultados e Defini¢do de Fase de Retorno estarem presentes no fluxograma, as mesmas nao
serdo detalhadas nesta dissertacdo, pois o escopo da metodologia DMBuilding inicia no
Entendimento do Problema e finaliza na geracio da base de dados que serd utilizada na fase
de MD. Estas atividades foram inseridas no fluxograma da fase de Tratamento dos dados
apenas para contextualizar a fase final desta metodologia com o restante do processo de KDD.

A Figura 4.7 define o fluxo de atividades dessa fase:
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Figura 4.7 — Fluxo de atividades da fase de Tratamento de Dados

4.2.4.1 Limpeza

Mesmo apés a aplicagdo de técnicas para tratamento de varidveis brutas, muitos atributos
podem continuar apresentando algum tipo de ruido ou inconsisténcia, que pode ser resolvida
ou amenizada através de técnicas de limpeza de dados. Esses problemas podem ser originados
devido a falha no processo de geragdo, aquisicdo, integragdo e transformacdo dos dados
[Monard & Baranauskas 2003].

Os principais problemas encontrados nessa fase de limpeza sdo: tratamento de valores
ausentes (missing data) e tratamento de dados espurios (outliers).

Para identificar quais os atributos que possuem um desses dois problemas citados
acima, as técnicas de visualizagdo (citadas na secdo 4.2.2.2) podem ser utilizadas para auxiliar
nesse processo. A utilizacdo de ferramentas de visualizacdo de dados se faz muito Titil nessa

etapa.
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4.2.4.1.1 Valores Ausentes (Missing Data)

Valores ausentes (missing data) € um dos problemas mais comuns nos dados atualmente,
especialmente em bases de dados com muitos atributos. A ausé€ncia de informagdo raramente
traz algum beneficio, o que traz a necessidade do tratamento.

Algumas técnicas de MD conseguem trabalhar com valores ausentes, sem a
necessidade de substituigdo por algum valor. Em algumas técnicas, os valores ausentes sao
ignorados e outros a instancia (registro) toda é ignorada. Algumas técnicas simplesmente nao
conseguem tratar atributos que possuam valores ausentes. Por isso, faz-se necessdrio a
aplicagdo de técnicas que evitem a adicdo de Bias (tendéncias) ou distor¢des nos dados [Pyle
1999].

Faz-se muitas vezes necessdrio o uso de alguma técnica de substituicdo de valores
ausentes. Em todo caso, muita cautela deve ser tomada, porque, mesmo que essa substituicio
seja interessante para algumas andlises e para o desempenho de algumas técnicas de 1A, um
valor informado manualmente tem suas chances reduzidas de ser um valor confidvel (por
causa da estimativa) [Dasu & Johnson 2003] [Han & Kamber 2006].

Virias sdo as técnicas que podem ser utilizadas para o tratamento de missing, entre os
quais podemos citar:

1. Ignorar a linha: essa técnica geralmente € utilizada quando a variavel de classe esta
ausente (assumindo que seja um problema onde a classe é conhecida). Este ndo é um
método eficiente, a menos que o tupla contenha muitos atributos que também estéo
ausentes. E uma técnica fraca quando o percentual de valores ausentes por atributos
varia consideravelmente. Ignorar a linha pode fazer com que os dados sejam
diminuidos drasticamente (de 30% a 70%) [Dasu & Johnson 2003] [Han & Kamber
2006].

2. Preenchendo com valor manual: Em geral, essa prética é custosa e ndo é praticivel
dado uma massa de dados muito grande com vdrios valores ausentes. Porém, pode ser
utilizada se tiver auxilio de algum software para realizar o preenchimento automético
[Han & Kamber 2006].

3. Uso de uma constante: substituir todos os valores ausentes por uma constante, como
por exemplo o rétulo "Desconhecido”. Se os valores forem substituidos, por esse
rétulo, entdo a técnica de programacgdo poder pensar sem engano que esses exemplos

iguais formam um conceito interessante, porque todos t€ém um valor em comum.
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Apesar de ser um método simples, ele ndo perfeitamente seguro [Han & Kamber

2006] [Larose 2005].

4. Usando a média: Usar o valor da média dos valores de toda a massa de dados para
substituir em caso de valores ausentes. E necessdrio assumir, nesse caso, que os
valores ausentes possuem a mesma distribuicdo dos valores ndo ausentes [Dasu &
Johnson 2003] [Han & Kamber 2006] [Larose 2005] [Populus et al. 1998] [Pyle
1999].

5. Usando a média por exemplos da mesma classe: quando se trata de problemas de
classificagdo, pode ser verificado a média dos valores dos exemplos pertencente a
mesma classe daquela da tupla e substituir o valor ausente por essa média [Han &
Kamber 2006].

6. Usar o valor mais provavel: Refletem em todos os valores plausiveis para os valores
ausentes, ao invés de um tnico valor fixo. Essa imputagéo ird resultar em diversas
bases de dados, que sdo analisadas e os resultados combinados. Algumas sdo as
técnicas para imputar os valores mais provadveis, como regressdo, ferramentas
baseadas pelo uso do formalismo Bayesiano ou inducdo de arvores de decisdo [Dasu
& Johnson 2003] [Han & Kamber 2006] [Larose 2005] [Pyle 1999].

7. Usando conhecimento do dominio: em alguns problemas, os valores ausentes podem
ter algum significado especifico, que poderd ser verificado pelo especialista no
dominio. Um exemplo disso é quando a auséncia de valores no atributo
"Quantidade_de_Compras" significa que o cliente ndo possui compras, ou seja, 0
(zero) compras. Nesse caso, os valores ausentes podem ser substituidos por zero
[Boscarioli 2005].

8. Usando outros atributos: A utilizacdo de atributos correlacionados com o atributo
que tem valor ausente pode ser utilizado. Um exemplo disso é se um CEP estd ausente,
pode ser utilizado um CEP préximo a localizag¢do da rua ou do Bairro do atributo que
tem um valor ausente. Essa ndo ¢ uma técnica simples, pois necessita do conhecimento
dominio e na maioria das vezes a criacdo de algum software para fazer essas
checagens [Larose 2005].

A maioria dos métodos propostos na literatura propde técnicas utilizando regressao,
clustering, algoritmos genéticos, métodos estatisticos, regras de associacdo, formalismo
Bayesiano entre outros. Um importante argumento a favor dessas abordagens € que os
atributos freqiientemente possuem correlagdes entre si, que podem ser utilizadas para criar um

modelo preditivo. Seguem alguns exemplos de métodos de predicdo de valores ausentes:
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[Batista & Monard 2003a] [Batista & Monard 2003b] [Grzymala-Busse & Hu 2000] [Lee et
al. 1976] [Little & Murphy 1987] [Ragel & Cremilleux 1998] [Schafer & Olsen 1998] [Tseng
et al. 2003] [Wei & Tang 2003].

4.2.4.1.2 Identificacao de Dados Espurios (Outliers)

Dados espurios (outilers), também conhecidos como dados berrantes ou erros
aleatdrios, sdao valores numéricos extremos que estdo fora do dominio do que podem ser
considerados valores vélidos [Boscarioli 2005]. A sua identificagdo é importante porque eles
tendem a representar erros nas entradas dos dados. Mesmo que um outlier seja um valor
valido e ndo um erro, alguns métodos estatisticos sdo sensiveis a presenca dos mesmos e
acabam gerando resultados instdveis [Larose 2005].

Existem algumas formas de identificar os outliers. Uma forma ¢é através da utilizagdo
de histogramas para determinado atributo a qual deseja analisar. Valores muito diferentes da
distribuicdo normal tendem a aparecer nos extremos do histograma, o qual facilita essa
visualizacdo [Larose 2005].

Para a identificacdo, algoritmos de clustering [Duda et al. 2002] [Jain et al. 2000]
[Theodoridis & Koutroumbas 1999] podem ser utilizados, pois como estes algoritmos
organizam valores similares em grupos ou clusters, intuitivamente, os valores que estdo fora
do conjunto de clusters podem ser considerados outliers [Han & Kamber 2006].

E comum que o especialista do dominio forneca suporte para identificar o que seria
um outlier correto [Boscarioli 2005] [Redpath & Sheard 2005].

Podem ser citadas algumas técnicas para o tratamento de outliers, entre as quais:

e Regressdo: os dados podem ser suavizados por uma funcdo que prevé o valor de

um atributo, através de outro atributo (Regressdo Linear) ou de um conjunto de
atributos (Regressdo Multi Linear) [Han & Kamber 2006].

e (lipping: Esté técnica € utilizada de duas formas [Abeles et al. 2003]:

o Primeiramente, ¢ determinado qual a faixa de valores considerados
aceitdveis para o atributo (minimo e méaximo). Quando um valor outlier é
encontrado, seu valor é modificado para o valor mais préximo entre a faixa
de valores aceitaveis. Essa técnica se chama winsorizing.

o Ignorando do modelo os valores fora da média. Essa técnica é chamada de

trimming.
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Se for verificado que o valor identificado como outlier foi causado por causa de algum
erro de coleta, uma alternativa € tentar a correcdo ou a nova coleta de dados. Caso ndo seja
possivel essa correcdo, uma das alternativas é a utilizacdo das técnicas utilizadas para
tratamento de missing, citadas na Secdo 4.2.4.1.1 [Pyle 1999].

E necessdria a analise cuidadosa do tipo de informacio que pode ou nio ser tratada
como outlier. Em algumas aplicacdes, como deteccdo de fraudes, a falta de informacdo ou a
presenga de outliers pode ser uma indicacdo valiosa de padrdes interessantes, por isso nao
deveria ser removida ou preenchida com algum valor [Adriaans & Zantinge 1996] [Han &

Kamber 2006].

4.2.4.2 Reducao de Dimensionalidade

De posse dos dados limpos, uma atividade muito comum € a Reducdo de Dimensionalidade
de Variaveis (selecdo de atributos). Neste momento, grande pode ser o nimero de varidveis
disponiveis para a aplica¢do de algum algoritmo de MD. Comumente, nem todos os atributos
sd0 necessarios para o treinamento, e uma representacdo reduzida dos dados tende a produzir
os mesmos resultados analiticos, porém com um tempo de aprendizagem menor [Hand &
Mannila 2001]. Em alguns casos, as restricoes de espagco em memoéria ou tempo de
processamento, uma grande quantidade de atributos tende a inviabilizar a utilizacdo de
algoritmos de MD [Rezende et al. 2003].

A alta dimensionalidade dos dados prejudica o desempenho dos algoritmos, e,
portanto, ¢ comum a utilizagdo de técnicas de reduc¢do de dimensionalidade para reduzir a
complexidade e melhorar o desempenho em mineragdo de dados [Razente & Traina 2003]. A
maioria dos métodos de aprendizagem tentam selecionar os atributos relevantes e ignorar os
irrelevantes ou redundantes, mas na pratica, o desempenho dos métodos normalmente pode
ser melhorada pela selecdo de atributos [Witten & Frank 2000].

Existem diversas formas de realizar a redu¢do de dimensionalidade. A forma padrio é
através do uso do conhecimento do dominio, técnica essa muito custosa (pois o especialista
pode deparar com uma base contendo centenas de varidveis) e tendenciosa a erro (pois apesar
do conhecimento, o especialista ndo pode ser a certeza de quais atributos sdo realmente
importantes para atingir os objetivos) [Han & Kamber 2006].

Para analisar de forma automatica a relevancia dos atributos, muitos estudos foram
propostos. Estes métodos aplicam alguma medida para quantificar a relevancia de um

determinado atributo com rela¢do a uma classe ou conceito (Ex:. ganho de informagao, indice
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de Gini e coeficiente de correlacdo) [Han & Kamber 2006]. Seguem alguns exemplos de

métodos de analise de relevancia de atributos:

Existem dois algoritmos de inducdo bastante conhecidos, tal como drvores de
decisdo e naive-bayes. No algoritmo de arvore de decisdo C4.5 [Quinlan 1993],
quando uma 4rvore € construida, sdo selecionados somente os atributos que foram
utilizados para gerar a drvore. Os classificadores Naive-Bayesian [Domingos &
Pazzani 1997] usam regras Bayesianas para computar a probabilidade de cada
classe dada a instincia, assumindo que os atributos sdo condicionalmente
independentes [Soibelman & Kim 2002];

Andlise de Componentes Principais (PCA), que tem por objetivo encontrar uma
combinacdo linear padronizada das varidveis originais de tal forma que a variincia
seja maximizada. A andlise de componentes principais busca algumas
combinacdes que possam sumarizar os dados e a0 mesmo tempo minimizar a
perda de informagdes [Haykin 1999];

Outro critério muito utilizado € a aplicacdo da Andlise Fatorial, que € uma técnica
de andlise multivariada que objetiva explicar as correlacdes existentes entre um
conjunto grande de varidveis em termos de um conjunto de poucas varidveis
aleatérias nao observaveis, denominadas fatores. Quanto mais fortes forem as
correlacdes entre algumas varidveis dentre o grupo inicial, mais nitida é a
visualizagdo do fator gerado. Varidveis agrupadas num mesmo fator possuem alta
correlagdo, enquanto que varidveis de fatores distintos possuem baixa correlagdao
[Cunico 2005];

Métodos de aprendizagem baseados em exemplos também podem ser usados para
selecionar atributos. Com uma amostra aleatoria de exemplos, é feito uma andlise
verificando exemplos proximos (baseando-se na classe). Se um exemplo préximo
pertencer a mesma classe e tiver um valor diferente para um determinado atributo,
o atributo tende a ser irrelevante e um peso associado ao atributo deve ser
decrementado. Por outro lado, se um exemplo préximo pertencer a uma classe
diferente e tiver um valor diferente para um determinado atributo, o atributo tende
a ser relevante e seu peso € incrementado. Depois da execucdo repetida desse
processo, somente os atributos com pesos positivos sdo selecionados [Witten &

Frank 2000].
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Além da reducgdo de atributos, outra preocupacio é com a quantidade de registros da
massa de dados. Muitas técnicas, como RNA e técnicas ndo lineares (como Regressio
Logistica) ndo tem um bom desempenho com muitos registros [Dasu & Johnson 2003]. A
reducdo do nimero de exemplos deve ser feita a fim de manter as caracteristicas do conjunto
de dados original, por meio da geracdo de amostras representativas dos dados [Rezende et al.
2003]. A abordagem mais utilizada para reducdo do nimero de exemplos é a amostragem
aleatdria, pois este método tende a produzir amostras representativas.

Como os conceitos a serem aprendidos pelos métodos de minera¢do de dados sdo
dependentes da qualidade dos dados, essa atividade deve ser realizada com extremo cuidado

[Monard & Baranauskas 2003].

4.2.4.3 Casamento de Padroes (String Matching)

Casamento de Padrdes (string matching) é uma técnica utilizada para encontrar as ocorréncias
de uma string particular (chamada de padrdo) em outra string (chamada de texto) [Charras &
Lecroq 1997]. Tal técnica deve ser capaz de reconhecer ocorréncias sobrepostas.

Um dos algoritmos de casamento de padrdo mais utilizados é o algoritmo de Forca
Bruta. Este algoritmo realiza uma comparacio que inicia no comego do texto. Os caracteres
do padrdo sdao comparados um a um com 0s caracteres correspondentes no texto até que uma
diferenca seja detectada ou uma ocorréncia do padrio seja encontrada no texto. Em seguida,
desloca-se uma posi¢do do texto para a direita e uma nova comparacio € realizada. Este
processo € repetido n vezes (n =t —p + I, onde t € igual ao tamanho do texto e p € o tamanho
do padrdo), o que significa que o texto foi analisado por completo. Este algoritmo € capaz de
identificar ocorréncias sobrepostas. Considerando o padrio P = “baba” e o texto T =
“cbbababaababacaba”, como exemplos, esta técnica encontraria trés ocorréncias do padrdo P
no texto T iniciando nas posi¢des 3, 5 e 10. Neste caso, existe uma sobreposi¢cdo entre as
ocorréncias 3 e 5.

Além do algoritmo de For¢a Bruta, outros foram propostos com a mesma finalidade,
entre os quais se destacam: casamento de padrdes com autdomato finito, Knuth-Morris-Pratt,
Boyer-Moore, Boyer-Moore-Horspool e Karp-Rabin [Mitra 2003].

Os algoritmos citados até o momento realizam um casamento exato de padrdes, ou
seja, uma ocorréncia do padrio é detectada no texto apenas se o padrio for exatamente igual a

parte do texto.
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Algoritmos de casamento parcial de padrdes também foram propostos. Estes

algoritmos encontram partes do texto que sdo similares a um dado padrio. Por similaridade,

entende-se a existéncia de um numero limitado de diferencas entre o padrio e partes

especificas do texto. Existem muitas definicdes de “diferenca”, entre as quais se destacam:

Hamming: A distincia de Hamming deve ser aplicada entre dois textos de
tamanhos iguais. Seu valor é igual ao nimero de posi¢des cujos valores sio
diferentes. Por exemplo, a distancia de Hamming entre os textos “caja” e “caju” é
igual a 1 (um), pois eles diferem apenas na tdltima posicao [MacKay 2003].

Levenshtein: Um texto X pode ser transformado em um texto Y através da
aplicacdo de operagdes de edicdo (inser¢do, remocdo e substituicdo) em cada
caractere do texto. A distincia de Levenshtein entre o texto X e Y € igual ao
nimero minimo de operagdes de edi¢do necessario para transformar X em Y, ou
vice-versa. Por exemplo, a distancia de Levenshtein entre os textos ‘“cesta” e
“festas” € igual a 2 (dois), pois se “c” for substituido por “f” e “s” for inserido ao
final do primeiro texto, “cesta” serd convertida em “festas” [Navarro 2001].

Edicdo: E similar 2 distincia de Levenshtein. A diferenca entre estas medidas é
que na distincia de edicdo s6 € permitido a aplicacdo de operacdo de inser¢do e
remocdo. Portanto, a distancia de edi¢do entre os textos X e Y € igual ao nimero
minimo de operacdes de inser¢do e remocao necessario para transformar o texto X
no texto Y, ou vice-versa. Por exemplo, a distdncia de edi¢do entre os textos
“cesta” e “festas” € igual a 3 (trés), pois se “c” for removido, “f” for inserido no

inicio e “s” for inserido no final, “cesta” serd convertida em ‘“festas” [Mitra 2003].

As técnicas de string matching sdo também utilizadas para tratamento de varidveis

categdricas, para realizar a correcdo automdtica de erros de digitagdo. Exemplos como

“Recife”, “Ricife”, “Recif” podem representar o mesmo elemento e com o a utilizacdo de um

algoritmo de string matching, essa correcao € possivel.

4.2.4.4 Mudanca de Formato

Esta é uma atividade totalmente dependente do algoritmo de mineragdo de dados que sera

utilizado para o projeto. Consiste na aplicagdo de técnicas para transformar os dados em

formatos apropriados para a aplicacdo do algoritmo de mineracdo de dados. Caso os dados
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ndo estejam num formato adequado, a aprendizagem pode ser prejudicada, resultando em
modelos ndo representativos [Gately 1996].

Como mudanga de formato, podemos citar trés tipos: mudanca de Escala e
Normalizacao, Discretizacdo e Codificagdo Bindria.

Para garantir a qualidade das atividades realizadas, ¢ importante a realizagdo do
processo de homologacdo dos dados. S6 passard para a proxima atividade quando a

homologag¢do ndo encontrar erros.

4.2.4.4.1 Escala e Normalizacao

Um atributo é normalizado usando uma funcdo matemdtica, que converte o valor de um
atributo para uma nova faixa de valores, como 0 a 1 [Myatt 2007]. A normalizacdo ¢ til para
algoritmos de classificacdo envolvendo RNA, ou algoritmos com medidas de distancia
(classificacdo por vizinhos mais proximos - nearest-neighbor) [Yu et al. 2006]. A
normalizagdo assegura que os valores de um atributo estejam dentro de um determinado
intervalo, minimizando, desta forma, os problemas oriundos do uso de unidades e dispersdes
distintas entre os atributos. Para métodos baseados em distancia, quando normalizados, os
atributos estdo na mesma ordem de magnitude, e por isso € obtida uma medida de distancia
confiavel entre os diferentes atributos. [Han & Kamber 2006].

A normalizacido pode melhorar a precis@o e a eficiéncia dos algoritmos de mineragio
que lidam com medidas de distancia (Ex.: RNA, classificadores K-Nearest Neighbor ou KNN,
e clustering), pois quando os atributos sdo escalados para mesma ordem de magnitude, uma
medida de distidncia confidvel entre os diferentes exemplos € obtida. Caso contririo, os
atributos que possuem uma ordem de magnitude maior exercerdo mais influéncia [Adriaans &
Zantinge 1996].

Esse tipo de transformacdo ndo é recomendada para métodos de representagcdo
simbdlica (como arvores de decisdo e regras de decisdo), pois a normalizagdo tende a diminuir
a compreensibilidade do modelo gerado por tais algoritmos [Batista 2003].

Existem muitos métodos de normaliza¢do, como podemos citar:

e Min-Max; realiza uma normalizagdo linear dos dados originais, através da
Equagao 4.4:
a—min A

an = MinMax(a) = —— X (newmax A —newmin A) + newmin A
max A — min
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(4.4)
Onde an é o novo valor normalizado, a € o valor original da varidvel, minA e

maxA sio os valores minimos e maximos do atributo, newminA e newmaxA
sdo os valores minimo e maximo do intervalo da normalizacdo. Essa é uma
forma muito utilizada. Normaliza¢do de Min-max preserva o relacionamento
entre os dados originais. Poderd constatar um erro de "fora do limite" se no
futuro, um caso de entrada para a normalizacdo se enquadrar fora da faixa
original de valores para A [Han & Kamber 2006].

® Z-Score: normaliza os valores baseado na média de um conjunto de dados.
Neste método, os valores para um atributo A sdo normalizados baseados na
média e no desvio padrio de A. O valor, v, de A é normalizado para v', através

da equagdo 4.5:

(4.5)
O-A

Onde A e o, sio, respectivamente, a média € o desvio padrio do atributo A.
Este método de normalizacdo é ttil quando os valores de minimo e maximo
ndo sdo conhecidos, ou quando existem outliers que dominam a normalizac¢do
do min-max [Myatt 2007].

¢ Escala Decimal: normaliza através da mudanca do ponto decimal do atributo A.
O nimero de pontos decimais movidos depende do maximo absoluto de A. Um

valor, v, do atributo A é normalizado para v' através da Equacio 4.6:

’ 1%
B 10] (4.6)

onde j € o menor inteiro tal que Max(1v'l) < I [Han & Kamber 2006].
A normalizacdo pode alterar os dados originais, especialmente os ultimos dois
métodos citados. E necessario salvar os parimetros de normalizacdo (como a média ou o
desvio padrdo, quando utilizado a normalizacdo z-score) para que no futuro os dados possam

ser normalizados de maneira uniforme [Han & Kamber 2006] [Myatt 2007].
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4.2.4.4.2 Discretizacao

Através da conversao de dados continuos em discretos, reduz o ndmero de valores de um
atributo continuo, dividindo a amplitude do atributo em intervalos. Os rétulos dos intervalos
substituem os valores.

Essa conversdo é necessdria quando um determinado atributo continuo tem de ser
considerado como um atributo de intervalo ou de razdo. Essa técnica também ¢é chamada de
Suavizacdo de dados (Data Smoothing). Além disso, certos métodos de mineracido de dados
s6 trabalho com dados categdricos, o que faz necessdrio a conversdo de todos os atributos
continuos em valores discretos [Han & Kamber 2006].

Essa técnica geralmente ¢ utilizada quando algoritmos de aprendizagem simbdlica sdo
utilizadas, que normalmente s6 trabalham com dados categéricos [Berka 2002]. Esta técnica
melhora o entendimento para alguns algoritmos, porém pode causar perda de informacio
[Amorim 2004].

Podem ser citadas algumas técnicas de discretizag@o, como:

® Binning: técnica de divisdo de um atributo baseada em um niumero especifico
de subgrupos. Podem ser utilizados métodos de divisdo por mesma freqii€ncia
(subgrupos com a mesma quantidade de exemplos) e entdo substituindo todos
os valores dos subgrupos pela média ou mediana dos mesmos. Essa técnica niao
utiliza a informag¢do do alvo e é uma técnica ndo supervisionada de
discretizacdo. E sensivel ao niimero de subgrupos especificados pelo usudrio,
assim como pela presenga de outliers [Witten & Frank 2005];

¢ Analise de histogramas assim como Binning, esta também é uma técnica nao
supervisionada de discretizagdo. Particiona a distribuicdo dos dados de um
atributo em subconjuntos separados. Cada subconjunto representa um par de
freqiiéncias. Os subconjuntos podem ser criados pela freqiiéncia ou pela
amplitude dos valores [Berka 2002];

¢ Discretizacao baseado na entropia: ¢ uma técnica supervisionada. Explora a
informagdo da distribuicdo da classe no cédlculo de determinagdo de pontos de
divisdo (spli-points). Para discretizar um atributo, o método seleciona o valor
do atributo que tem a menor entropia como um ponto de divisdo, e
recursivamente divide os intervalos resultantes até chegar numa discretizagao

hierarquica [Fayyad & Irani 1993].
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4.2.4.4.3 Codificacao Binaria

Para determinados algoritmos, ndo é possivel a apresentagdo de atributos categdricos

(exemplo, RNA). Para que seja possivel a utilizagdo desses atributos, estes podem ser

representados através de uma codificacao bindria [Monteiro 1999].

Um dos grandes desafios com a aplicacdo dessa técnica € garantir que apds a

codificacdo, o algoritmo seja capaz de diferenciar e relacionar a magnitude e ordenacdo dos

valores [Amorim 2004].

Exemplos de codificacdo bindria sdo [Monteiro 1999]:

1 de N: Codificagdao que utilizada N bits, cada um representando um valor
discreto do atributo original. Essa codificagdo ¢ feita acendendo o bit (1) para
representar um determinado valor, enquanto os outros bits estdo apagados (0),
ou seja, N-1 elementos terdo o valor 0 e apenas um bit com o valor 1. As
vantagens dessa técnica sdo a simplicidade, facilidade e o fato de algoritmos,
como RNA, poderem aprender facilmente a distinguir os valores. O ponto
negativo € que quando o atributo com uma grande quantidade de valores
distintos, a representacio desta codificagdo tende a ter um custo muito alto.
Conseqiientemente, o tempo para obtencdo do modelo é aumentado e o poder
de generalizacdo pode ser prejudicado;

Padrao: Cada valor do atributo recebe um valor bindrio correspondente,
crescente de 1 até a dimensdo do atributo (ndimero de valores distintos do
atributo). A dimensdo da representacdo ¢ igual ao inteiro imediatamente
superior a log2(N), onde N € o valor maximo do atributo. Esta representacéo é
bastante simples, mas distancia valores préximos;

M de N: proposta para resolver os problemas apresentados na codificacio
padrdo (problema da distancia) e da 1 de N (problema da dimensdo). Nesta
codificacdo temos sempre M bits acesos dos N bits possiveis, desta forma
todos os elementos do conjunto terdo a mesma representatividade. Uma das
codifica¢des mais aplicadas

Termdmetro: E utilizada quando existe uma relacio entre os valores do
atributo. Neste caso, pode ser necessdrio aproximar alguns valores e afastar
outros, a fim de que o algoritmo de MD facga uso dessas distancias para achar

uma solu¢do melhor, de forma mais rdpida. Como exemplo, considerando que
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um atributo pode assumir os valores ruim, bom e 6timo, e é desejavel que o
valor 6timo esteja distante de ruim e préximo de bom, a representacdo (100,
110, 111) seria adequada. Apesar de funcionar bem, esta técnica exige a
aplicagdo de taxonomias e engenharia de conhecimento, e ndo € tdo aplicada
quanto as demais.

A escolha das técnicas de Tratamento de Dados esta totalmente ligada ao algoritmo de
mineracdo de dados escolhido. Um exemplo é Redes Neurais Artificiais, que por ter seu
processamento baseado em cdlculos matematicos, todos os atributos devem ser numéricos
[Haykin 1999]. Dessa forma, na presenga de atributos categéricos, pode ser utilizada alguma
técnica de codificagdo bindria [Monteiro 1999] para a conversdo desses atributos categdricos.

Ap6s a aplicacdo de qualquer técnica citada no processo 4.2.4, devera ser realizado
uma homologacdo dos dados, a fim de garantir que as atividades deste processo foram
executadas corretamente. Se qualquer erro for detectado, deve ser documentado, reportado e
corrigido. Apo6s a corre¢do dos dados, deve haver uma nova homologagdo. Esse ciclo se
repete até que a homologacao ndo detecte erros.

As entradas, as saidas, os responsaveis e as atividades associadas a este processo estdo

especificadas a seguir:

Entradas:
e Documentacdes sobre o banco de dados;
e Tabela final desnormalizada;

® Visao final (conceitual) dos dados;

Atividades:

e Aplicacdo de técnicas de tratamento de dados;

Responsavel:
e Analista de dados;
e Especialista em Banco de Dados;

e Especialista no dominio;
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Saidas:
e Tabela final apropriada para a aplicacdo de algum algoritmo de mineragdo de

dados.

4.2.5 Processos Extras

Esta fase tem por finalidade a documentacdo de qualquer atividade realizada no projeto que
ndo tenha sido contemplada na metodologia DMBuilding.
Niao existe um fluxograma para esta fase, pois a mesma é composta de um unico

processo, que € a realizacdo da documentag@o dos processos extras.

4.2.5.1 Documentacio de Processos Extras

z

O objetivo deste processo é a documentagdo de quaisquer atividades que necessitem ser
realizadas, mas que, no entanto, ndo estdo mapeadas em nenhuma das quatro fases da
metodologia DMBuilding.

Esta metodologia tem por intuito ser a mais ampla possivel, englobando todos os
processos realizados em um projeto de Montagem de Visdo de Dados. No entanto, existem
especificidades inerentes ao problema e a forma como a organizacdo executa os projetos de
KDD que nao sdo contemplados pela metodologia DMBuilding. Essas especificidades devem
ser documentadas.

A documentacgdo dos processos extras sdo importantes para a evolucdo da metodologia
proposta, pois pode-se averiguar que determinada atividade é tdo complexa que dever ser
inserida na metodologia DMBuilding.

Ao detectar uma especificidade, o lider do projeto analisa a demanda e dispara a
solicitacdo para o responsavel, indicando a fase na qual a demanda se encaixa, as entradas
disponiveis e o que deve ser feito. Apds a execugdo da atividade, o responsdvel elabora a
documentacdo, detalhando tudo o que foi feito e o que foi gerado durante a execucdo da

atividade.

Entradas:
® Requisi¢do da atividade, contendo a fase a qual a atividade pertence, o objetivo

e os resultados esperados.
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Responsaveis:
e Lider do projeto;

¢ Equipe.

Atividades:

e Realizar e documentar a atividade.

Saidas:

¢ Documentagéo da atividade;

e Conjunto de resultados finais: documentacdo do produto final gerado pela

execucdo da atividade.

4.3 Consideracoes Finais

Ao comparar a metodologia DMBuilding com as metodologias apresentadas no Capitulo 3,

alguns pontos positivos podem ser destacados.

A Tabela 4.1 apresenta o quadro comparativo da Secdo 3.7, ampliando um campo para

contemplar as caracteristicas da metodologia DMBuilding. A notagdo “N” foi atribuida para

as metodologias que ndo abordam a caracteristica identificada. O valor “M” para as que

mencionam, mas ndo entram em detalhes e “A” para as que abordam em detalhes.

Tabela 4.1 — Comparativo entre a metodologia DMBuilding e outras metodologias

Atividade Fayyad CRISP-DM DMEasy Yu

Levantamento /
Definigao do problema

M

A

A

A

Quadstone Han & Kamber

N

DMBuilding
A

Verificagdo dos dados

Integracéo dos dados

Transformacao de
variaveis

Agrupamento
Transacional

> | Z (1ZZ2

Homologagao dos
dados

Tratamento de
variaveis

Documentagéo

Processos Extras

ZZz 2| 2| 2| Z2|Z2Z

> 2| 2| 2| 2 |ZIZ

Z|1Z > | > | 2| 2 |>»2

2z Z2 | Z

> > > > P P>

Abordagem a diversos
problemas de MD

Z |Z2Z >» | 2| 2| Z2|Z2|Z2

pd

z

pd

-
>

N — Nao Aborda; M — Menciona; A — Aborda; PA — Parcialmente Aborda
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Analisando a Tabela 4.1, pode-se concluir que a metodologia DMBuilding apresenta as

seguintes vantagens:

1. E a tinica metodologia que aborda detalhadamente todas as atividades analisadas,
focando na integragdo, na transformacao e no tratamento dos dados;

2. Relaciona problemas pertinentes aos dados e técnicas para a resolucdo dos
mesmos, sugestdes de transformacgdes e as técnicas de tratamento de dados mais
comumente usadas, a fim de enriquecer a base para a aplicacdo de algum método
de mineracdo de dados;

3. Preocupa-se com a fase de homologacdo de dados, fase muito importante para
garantir a qualidade dos dados;

4. Destaca a importancia da documentacdo de todas as fases, para obter melhor
entendimento e controle do projeto;

5. Engloba a documentagdo de processos extras para evoluir a metodologia.

A metodologia proposta possui a limitagdo de ndo ser tdo ampla a ponto de
englobar o tratamento de dados para todos os problemas de MD. O foco dessa metodologia
estd nos problemas que sdo baseados em dados transacionais e cadastrais. Mesmo possuindo
esse foco, a metodologia pode ser utilizada em outros problemas de MD, mas com algumas
restricdes mais especificas dos problemas de MD e que ndo sdo claramente abordados nessa
metodologia.

Ao ser comparada as metodologias estudadas, a metodologia DMBuilding € mais
completa, o que pode resultar em um tempo maior dispendido em sua utilizagdo,
principalmente devido as documentagdes envolvidas no projeto. Mesmo demandando um
tempo a mais, essas documentacdes sdo extremamente necessdrias, principalmente para ser

realizado o acompanhamento do projeto por qualquer uma das partes envolvidas.



Capitulo 5

Estudo de Caso

5.1 Introducao

Este capitulo apresenta a aplicagdo da metodologia DMBuilding em um problema de anélise
de risco de crédito de uma institui¢@o financeira especializada em financiamento de produtos.
Este ¢ um problema real, de larga escala, que foi escolhido para verificar a aplicagdo prética
de todas as fases desta metodologia.

A tomada de decisdes de concessdo de crédito baseia-se fundamentalmente na
avaliag¢@o do risco de inadimpléncia dos potenciais contratantes de produtos de crédito. Para
facilitar essa decisdo, técnicas de Inteligéncia Artificial vém sendo utilizadas [Lacerda et al.
2003].

Inicialmente, este capitulo apresenta alguns conceitos relacionados a drea de andlise de
risco de crédito. Posteriormente, € apresentada em detalhes a aplicag@o de toda a metodologia
proposta para a base de dados selecionada. O objetivo desta aplicacdo € demonstrar a

viabilidade pratica da metodologia DMBuilding em problemas do mundo real.

5.2 Analise de Risco de Crédito

O conceito de crédito pode ser analisado sob diversas perspectivas. Para uma instituicio
financeira, crédito se refere principalmente a atividade de colocar um valor a disposi¢do de
um tomador de recursos sob a forma de um empréstimo ou financiamento, mediante

compromisso de pagamento em uma data futura [Brito & Neto 2005].
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O risco de crédito € a forma de risco mais antiga no mercado financeiro [Figueiredo
2001]. E conseqiiéncia de uma transacio financeira contratada entre um fornecedor de fundos
(doador do crédito) e um usuario (tomador do crédito). O puro ato de emprestar uma quantia a
alguém traz embutida em si a probabilidade da mesma néo ser recebida. Portanto, segundo
[Caouette et al 2000], se crédito pode ser definido como a expectativa de recebimento de uma
soma em dinheiro em um prazo determinado, entdo risco de crédito é a chance que este
recebimento ndo se concretize.

A maioria dos ambientes de avaliagdo de crédito utiliza uma enorme quantidade de
informagdes provenientes de diversas fontes durante o processo de tomada de decisdes.
Informagdes econdmicas e pessoais do solicitante do crédito normalmente estdo disponiveis
[Amorim 2004].

No processo de concessdo de crédito existem basicamente trés etapas a serem
realizadas [Monteiro 1999]:

e Anadlise retrospectiva: Avalia-se o desempenho histérico do solicitante para
identificar fatores na condi¢do atual do solicitante que possam levar ao ndo
cumprimento de seus deveres;

e Anadlise de tendéncias: Realiza-se uma projecdo da condig¢do financeira do
solicitante associada a andlise de sua capacidade de suportar certo nivel de
endividamento;

e (Capacidade crediticia: Baseando-se nas andlises anteriores, decide-se pela
concessao ou nao de crédito e, em caso positivo, o valor permitido. O objetivo é
obter a méxima protecio da empresa contra eventuais perdas. Apds a concessdao do
crédito, a empresa acompanha as transagdes financeiras do cliente e, de acordo
com um critério definido, o rotula como adimplente ou inadimplente.

Nesse contexto, observa-se uma maior énfase das institui¢des na utilizacdo de modelos
que servem de suporte as decisdes de concessdo de crédito e a gestao das carteiras. RNA t€m
sido aplicadas com sucesso no dominio de andlise de crédito [Widrow et al. 1994] [Mendes
Filho et al. 1997] [Sousa & Carvalho 1999] [Vasconcelos et al. 1999] [Amorim et al. 2007]. O
sucesso da aplicacdo de RNA no setor financeiro é conseqiiéncia da capacidade das mesmas
em aprender fungdes complexas e ndo-lineares. Tal caracteristica ¢ uma vantagem sobre as
técnicas estatisticas convencionais (Ex.: analise discriminante) [Lacerda et al. 2003].

Os modelos de classificagdo de risco buscam avaliar o risco de um tomador ou

operacdo, atribuindo uma medida que representa a expectativa de risco de falha de
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pagamento, geralmente expressa na forma de uma classificacdo de risco (rating) ou pontuagio
(score) [Brito & Neto 2005].

Apesar da eficicia comprovada das solu¢des automatizadas para andlise de crédito,
estas funcionam como ferramentas de apoio a decisdo, ficando, a decisdo final por conta do
analista [Amorim 2004]. Na verdade, normalmente o analista se preocupa apenas com as
propostas mais complexas, nas quais o sistema nio chegou a uma decisdo dentro de uma

margem de confiabilidade [Monteiro 1999].

5.3 Aplicacao da Metodologia DMBuilding

Esta secdo descreve a aplicacdo de todas as fases da metodologia DMBuilding no estudo de

caso de analise de risco de crédito.

5.3.1 Entendimento do Problema

Para a visualizacdo das atividades realizadas nesta fase, os processos do fluxograma

apresentado no Capitulo 4 (Figura 4.2) foram desmembrados.

/ Mapeamento do Problema\

Identificagéo e
defini do -
problema

Pode haver
nova defini¢do
do problema?,

Problema pode
ser resolvido com
mineragao?

Espe_clﬁcar S f!uxo Abortar o projeto
da informagéo

I
I
I
I
I
I
I
I
I
- v I
I
I
I
I
I
I
)

Definir os recursos C:)
disponiveis e FiM

necessarios

S recursos’
podem ser
adquiridos?,

SIm @ @

Identificar riscos criar glocsay
@ ar?:élaed::ﬁan(?r —»{ com os termos do §—p} re?'l’:;:;ﬁj; zs
;IarIo alternativo projeto P

Figura 5.1 — Processo de Mapeamento do Problema
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A Figura 5.1 apresenta o processo de Mapeamento do Problema. Os circulos
numerados representam as atividades realizadas neste estudo de caso. Cada atividade é
descrita a seguir conforme numeragdo da Figura 5.1.

(1) A Empresa “X” atua no ramo de financiamento de produtos para pessoas fisicas e
juridicas. Apesar da experiéncia na drea, a empresa possui dois aspectos a serem
aprimorados na carteira de pessoa fisica:

e A agilidade do processo de tomada de decisao;

¢ O indice de inadimpléncia.

Este é um problema tipico de Classificacdo de Padrdes, onde objetiva-se a decisio
de categorizacdo de um solicitante de crédito entre duas classes existentes: a de
BOM e a de MAU cliente. A solucdo a ser construida, considera a partir da andlise
de uma base histérica da Empresa “X”, serd construido (aprendido) um modelo de
perfil da definicilo do BOM e do MAU, para posterior tomada de decisdo, quando
a solucdo € colocada em producao. Nesse caso, foi estabelecido como critério pela
Empresa “X” que MAU cliente é aquele que encontra-se com uma parcela de
contrato vencida e ndo paga a mais 90 dias. BOM cliente é todo aquele que ndo é
MAU.

(2) Nao foi necessdrio especificar o fluxo da informacdo, pois a empresa jid possuia
esta definicdo (apresentado na Figura 5.2). O fluxo da informacdo inclui
informacdes de consultas internas e externas, e da andlise dos especialistas do

s
dominio.
INicIO
Ficha cadastral
enviada pelo lojista
Restritivo
interno?

NAO

Restritivo
externo?
NAO Proposta negada FIM

Anélise de capacidade Fy
financeira

Liberagédo do crédito

Figura 5.2 — Fluxo de tomada de decisdo da Empresa “X”
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(3) Alguns recursos foram definidos para garantir a execugdo do projeto. Cinco
pessoas foram alocadas com dedicacdo exclusiva ao projeto. Além disso, pelo
menos dois computadores deveriam estar disponiveis: um para execugdo do
projeto e outro para auxiliar no processo de tomada de decisdo. Todos os recursos
necessarios foram disponibilizados.

(4) Ap6s a definicdo dos recursos disponiveis e necessarios, foram identificados os
riscos associados ao projeto e definidas as agdes que deveriam ser realizadas
(plano alternativo) caso 0s riscos viessem a ocorrer, como por exemplo:
¢ Risco: Resultados nio satisfatdrios ao final do projeto;
¢ Plano alternativo: Aplicacdo de outros métodos de mineracdo de dados ou a

geracdo de uma nova base de dados.

(5) Para o entendimento de todos os termos utilizados tanto pela equipe da Empresa
“X” (relacionados ao negdcio) como pela equipe participante do projeto de KDD
(relacionados a T.I. e MD), foi construido um glossario que engloba todos esses
termos. Um exemplo para esse projeto € a defini¢do do termo “RENDA”. Para a
empresa em questdo, “RENDA” ndo significa renda (saldrio) do cliente. Este termo
se refere aos “juros sobre a operacdo”.

(6) Ap6s a criacdo do glossdrio, definiram-se os papéis e as responsabilidades das
pessoas envolvidas no projeto. Para esse projeto, cinco pessoas foram alocadas.
Um membro da equipe acumulou papéis, assumindo a responsabilidade de
Especialista em Banco de Dados e de Analista de Dados.

Com a defini¢@o dos responsdveis, encerra-se o processo de Mapeamento do Problema

e inicia-se o processo de Planejamento Técnico.

A Figura 5.3 apresenta o processo de Planejamento Técnico. Os circulos numerados
representam as atividades realizadas neste estudo de caso. Cada atividade é descrita a seguir
conforme numeragdo da Figura 5.3.

(1) A primeira atividade deste processo € a especificagdo da técnica de mineragdo de

dados a ser utilizada. A técnica selecionada para este projeto foi Redes Neurais

Artificiais (RNA).
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Figura 5.3 — Processo de Planejamento Técnico

(2) Para o estudo de caso, nenhum requisito extra teve de ser definido para a
construcdo da solugdo, pois j4 existia um software para a utilizacdo dos resultados
da solucdo de MD na Empresa “X”. Este software se chama NeuralScorer®’ da
empresa NeuroTech [Neurotech 2002] e serad utilizado no momento da andlise do
crédito.

(3) Para esse projeto, foram definidos os seguintes critérios de sucesso e metas:

e Aprovagdo superior a 70%;
¢ Inadimpléncia inferior a 7% (a inadimpléncia atual é de 9,5%).

(4) Analisando a complexidade do problema, foi proposto um prazo méaximo de 12
semanas para o desenvolvimento do projeto. Ambas as partes concordaram com o
prazo e os custos associados ao projeto. A informacdo de custos do projeto é
sigilosa, portanto ndo pode ser incluida nessa dissertagao.

(5) Apds apresentado os custos e prazos relacionados ao projeto, a diretoria da
Empresa “X” aprovou a viabilidade dos mesmos, sendo possivel a continuacdo do
projeto.

(6) Esta atividade foi responsdvel pela criagdo da visdo de dados conceitual e a
aquisic@o da documentacao sobre as bases de dados. O analista de negdcio utilizou

a documentacdo de dados disponivel para propor a visdo de dados conceitual,

* ® NeuralScorer é propriedade da empresa NeuroTech. Todos os Direitos Reservados.
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tendo sido homologada pelo especialista no dominio. A documentacdo disponivel
era somente o Diciondrio de Dados. Como a Empresa “X” ndo possuia muita
documentagdo sobre suas bases de dados, ficou a critério do projeto, o especialista
de Banco de Dados elaborar posteriormente D.E.R.

(7) Em reunides realizadas entre as equipes do projeto, foi exposto que toda vez que
uma proposta tiver um “AVALISTA”, as informacgdes de cadastro do avalista
também devem ser adquiridas e analisadas juntamente com as informacgdes
cadastrais do proprio cliente. Esse conhecimento foi registrado como
conhecimento obtido e ndo documentado e incrementados na visdo de dados
conceitual.

Ap6s a realizag@o de todas essas atividades, encerrou-se a fase de Entendimento do
Problema. Todas as caracteristicas do problema foram documentadas para que os envolvidos
no projeto possam ter acesso. A proxima fase a ser realizada € a fase de Verificacdo dos
Dados. Apds a definicdo do problema, € necessario adquirir os dados e a verificar sua
integridade e qualidade a fim de analisar a viabilidade do projeto de acordo com os dados

disponiveis.

5.3.2 Verificacio dos Dados

Para a visualizacdo das atividades realizadas nesta fase, os processos do fluxograma
apresentado no Capitulo 4 (Figura 4.3) foram desmembrados.

A Figura 5.4 apresenta o processo de Identificag@o e Selecdo das Fontes de Dados. Os
circulos numerados representam as atividades realizadas neste estudo de caso. Cada atividade
€ descrita a seguir conforme numeracdo da Figura 5.4.

(1) A primeira atividade é a identificacdo das fontes de dados. Todos os dados do
projeto estavam disponiveis em um SGBD da Oracle [Oracle 2007]. Para a
realizacdo desse projeto, nenhum problema de coleta foi encontrado.

(2) No banco operacional da empresa existiam mais de 50 tabelas, porém apenas
quatro estdo relacionadas ao foco do projeto: CLIENTES (contém informagdes
cadastrais dos clientes), PROPOSTAS (contém informacdes sobre as propostas de
financiamento de produtos), CONTRATOS (armazena informacdes das propostas
que viraram contratos — propostas aprovadas) e PARCELAS (armazena todas as
parcelas dos contratos). As informagdes das tabelas podem ser observadas na

Tabela 5.1.
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Figura 5.4 — Processo de Identificacio e Selecao das Fontes de Dados

(3) Como o foco do projeto € a andlise de risco de crédito para pessoa fisica, foram

selecionados apenas os registros que possuiam o atributo “TIPO_PESSOA” com

valor igual a “F” (pessoa fisica). Além desse filtro, outros foram realizados:

e Selegdo das propostas aprovadas, pois possibilitam a defini¢do do alvo;

e Selecdo das propostas que foram realizadas no periodo de 02/01/2004 a

02/01/2007.

Ao final de selecdo, restaram 38.607 registros. As tabelas foram salvas em

arquivos texto (.txt), onde cada linha do arquivo representa um registro e cada

coluna representa um atributo.

Tabela 5.1 — Informacoes das tabelas disponiveis

Tabela Descricao Total de registros = Total de atributos = Chave

CLIENTES Informagdes dos clientes 214.200 339 CLIENTE

CONTRATOS | Informagdes dos contratos | 54.339 147 CONTRATO
Informagbes de parcelas CONTRATO,

PARCELAS dos contratos 1.659.245 69 PARCELA

PROPOSTAS | Informacdes das propostas | 445 gog 183 PROPOSTA
de crédito

Ap6s realizar a selecdo da populagdo, iniciou-se o processo de Andlise de Integridade

e Integragdo, identificado pela Figura 5.5. Os circulos numerados representam as atividades

realizadas neste estudo de caso. Cada atividade é descrita a seguir conforme numeragdo da

Figura 5.5. Durante este processo, o especialista em Banco de Dados utilizou duas

ferramentas de andlise: o SPSS [SPSS 2007] e o SQL Server 2000 [SQL Server 2000].
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(1) Para a realizacdo da andlise de integridade, todas as tabelas foram importadas para

o SGBD Sql Server 2000. Ao tentar importar a tabela CLIENTES, foi verificado

um erro. O arquivo ndo estava no formato de um cliente por linha. Foi requisitado

ao especialista de T.I. da Empresa “X” que investigasse o motivo deste erro.

(2) Apés a verificacio, foi descoberto que o atributo “OBSERVACAO” continha uma

quebra de linha que impossibilitava a importa¢do. Este problema foi causado

devido a um erro na geragéo da base.

(3) O especialista de Banco de Dados da Empresa “X” foi responsavel pela nova

geracdo desta base, retirando o atributo com problema. Ao gerar novamente a base

de dados, foi necessdrio o retorno a atividade de selecdo da populagio, referente ao

processo anterior (Identificacdo e Selecao das Fontes de Dados), pois os dados

devem ser selecionados de acordo com os critérios de selecdo da populacio.

Posteriormente a essa nova geragdo, a importagdo ao SQL Server foi realizada com

Sucesso.

(4) Como houve retorno a fase anterior, a atividade de andlise de integridade teve de

ser refeita. Para analisar a integridade dos dados, alguns conceitos das tabelas

tiveram que ser verificados. Os detalhes para a realizacao dessas verificacdes estiao

contidos na Tabela 5.2, que apresenta informa¢des de relacionamento entre as

tabelas.
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Tabela 5.2 — Informacoes de relacionamento entre as tabelas

Tabela_1 Campo da Tabela_1 Tabela_2 Campo da Tabela_2 Relacionamento
CLIENTES CLIENTE PROPOSTAS | CLIENTE 1-N
PROPOSTAS | CONTRATO CONTRATOS | CONTRATO 0..1-1
CLIENTES CLIENTE CONTRATOS | CLIENTES 1-N
CONTRATOS | CONTRATO PARCELAS CONTRATO 1.N

Como a Empresa “X” ndo possuia um Diagrama de Entidade e Relacionamento
(DER) de suas bases de dados, um DER para as tabelas do projeto foi

desenvolvido e pode ser observado na Figura 5.6.

N
PROPOSTA

CLIENTE

1 0..1

CONTRATO PARCELA
N 1 N

Figura 5.6 — Diagrama de Entidade e Relacionamento (DER) da bases do estudo de caso

As seguintes verificacdes foram realizadas:

¢ De posse da informacio de quais varidveis compdem a chave primaria de cada
tabela, foi verificado se essas varidveis apresentavam valores duplicados, ausentes
ou com preenchimento incorreto. Nenhum problema foi detectado;

¢ Com a integridade da chave primdria garantida, foram verificadas as conexdes
entre as tabelas a fim de garantir que os dados pudessem ser desnormalizados de
forma correta. Alguns problemas foram encontrados: nem todos os contratos
possuiam parcelas relacionadas e algumas parcelas ndo possuiam informacio de
contrato associado. Ao analisar a origem do problema, verificou-se que essas duas
bases foram selecionadas em periodos diferentes, o que causou o problema de
conexdo. O problema foi reportado e as duas bases geradas novamente sem
apresentar erros de conexao;

e Como se trata de um problema de aprendizado supervisionado (classificagdo),
foi verificada se a varidvel alvo estava presente na base. Essa varidvel ndo foi
encontrada, mas pdde ser obtida através da tabela PARCELAS. O cliente foi
classificado como MAU se tivesse parcela de contrato vencida e ndo paga a mais

de 90 dias. Caso contrario, foi classificado como BOM;
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Todos os scripts da linguagem SQL utilizados nas verificacdes de integridade
foram salvos para posteriores consultas.

(5) Ap6s garantir a integridade dos dados, iniciou-se a atividade de pré-integracdo, que
resultou na juncdo das tabelas PROPOSTA e CLIENTES. Além disso, novas
varidveis foram criadas para inserir informagdes dos avalistas. As informacdes dos
clientes consideradas mais importantes foram replicadas para os avalistas. Os
dados dos avalistas s6 foram preenchidos para os casos em que o campo
“AVALISTA” estava preenchido com o CPF do avalista da proposta de crédito. A
selecdo das varidveis mais relevantes foi feita com o auxilio do especialista do
dominio e através da andlise do preenchimento das varidveis.

(6) Nenhum problema de pré-integracao foi encontrado. Apds a andlise de integridade
e a realizagdo da pré-integracdo, o especialista em Banco de Dados gerou um
relatério especificando as inconsisténcias encontradas, os artefatos utilizados, as
acOes realizadas e um parecer de integridade dos dados.

Como o parecer foi positivo, passou-se para o proximo processo: Andlise e Exploragdo

dos Dados.

A Figura 5.7 apresenta o processo de Andlise e Exploragdo dos Dados. Os circulos

numerados representam as atividades realizadas neste estudo de caso. Cada atividade é

descrita a seguir conforme numeragdo da Figura 5.7.

f — S— A— | S— p— e — | —. S  — —— We— — . E—  S— EE— L EE— e
T Analise e Exploragéo\
“E:,!ﬁii.?;ﬁ'éi? @ de Dados |
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h J
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dos dados

P — e— e—
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Figura 5.7 — Processo de Analise e Exploracio de Dados

(1) Para realizar a andlise visual dos dados, utilizou-se o software Neural Scorer
Development®4, propriedade intelectual da empresa NeuroTech [Neurotech 2007],
gentilmente cedido para a realizag@o deste trabalho.

Foi verificado o preenchimento das varidveis de todas das tabelas, a fim de

garantir que o preenchimento era satisfatério e representativo para o projeto.

* ® Neural Scorer Development é propriedade da empresa NeuroTech. Todos os Direitos Reservados.
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Percebeu-se que algumas tabelas continham varidveis com baixo ou nenhum
preenchimento. Essas varidveis foram verificadas pelo especialista do dominio de
Empresa “X”, que confirmou que o baixo preenchimento era correto e normal.
Nenhum erro foi detectado nessa andlise.

Analisando o negécio da empresa “X”, percebeu-se a existéncia de dados
transacionais, pois um cliente que estd requisitando um financiamento pode ter um
histérico de propostas de financiamento e de compra de produtos na mesma
institui¢do.

(2) Para analisar se os dados sdo representativos ao problema, o analista de negdcio
verificou na base de dados a existéncia de varidveis consideradas essenciais para a
realizacdo do projeto. Com o suporte do especialista no dominio, verificou-se a
existéncia de varidveis importantes, como data de nascimento, sexo, enderego,
salario, entre outras.

Conforme pode ser verificado anteriormente na Tabela 5.1, a quantidade de dados

disponiveis foi considerada suficiente para a realizacdo do projeto, ndo sendo

necessaria a realizacdo de amostragem.

Um dos problemas encontrados foi a quantidade de atributos em cada tabela.

Como pode ser visto na Tabela 5.1, algumas tabelas possuem mais de 300

atributos (Ex.: CLIENTES). Com o auxilio do especialista do dominio, decidiu-se

que seriam removidos os atributos que satisfizessem ao menos um dos seguintes

critérios:

a. Atributos 100% nao preenchidos;

b. Atributos com conteido a posteriori (varidveis obtidas apds o momento da
proposta de crédito);

c. Atributos ndo relevantes para o problema (segundo andlise do especialista do
dominio).

Seguindo esses critérios de eliminacdo de atributos, da tabela CLIENTES, de 339

atributos, 254 foram retirados (restando 74) e, da tabela PROPOSTAS, de 183

atributos, 146 foram retirados (restando 37). Os atributos das tabelas

CONTRATOS e PARCELAS néo foram eliminados, pois sdo tratados na fase de

Montagem de Visdo. As Tabelas 5.3 e 5.4 mostram os atributos selecionados das

tabelas CLIENTES e PROPOSTAS, respectivamente.

Para enriquecer a base de dados, foram adquiridas informagdes externas dos

clientes em uma instituicdo do setor logistico. Este setor logistico possuia um
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sistema de escoragem dos clientes consultados. Para o projeto, somente a

informacdo do “pontuacao_externa” foi coletada como entrada para o modelo.

Tabela 5.3 — Atributos selecionados da tabela CLIENTES

COD_CLlI TEMPO_EMPREGO_ANOS_CLI UF_RESIDENCIAL_AVALISTA
TIPO_PESSOA TEMPO_EMPREGO_MESES_CLI TEMPO_ANOS_RESIDENCIAL_AVALISTA
DATA_NASCIMENTO_CLI OUTRAS_RENDAS_CLI TEMPO_MESES_RESIDENCIAL_AVALISTA
SEXO_CLI OUTRAS RENDAS DESCRICAO CLI | TIPO_RESIDENCIA AVALISTA
CPF_CNPJ_CLI VEICULO_DESCRICAO_CLI DDD_RESIDENCIAL_AVALISTA

NATURAL CLI VEICULO_VALOR CLI FONE_RESIDENCIAL AVALISTA
NACIONALIDADE CLI VEICULO_ANO DDD2 RESIDENCIAL_AVALISTA
UF_NASCIMENTO_CLI BANCO_CLI FONE2 RESIDENCIAL AVALISTA
ESTADO _CIVIL_CLI AGENCIA_CLI BAIRRO_COMERCIAL_AVALISTA

CPF_CONJUGE_CLI

CIDADE_REFERENCIA CLI

CEP_COMERCIAL_AVALISTA

DOCUMENTO_IDENTIFICADOR_CLI

UF_REFERENCIA CLI

CIDADE_COMERCIAL_AVALISTA

UF_EMISSAO_DOCUMENTQO_CLI

FONE_REFERENCIA CLI

UF_COMERCIAL_AVALISTA

ORGAQO_EMISSOR_CLI

FONE2 REFERENCIA CLI

DDD_COMERCIAL_AVALISTA

DATA EMISSAO_DOCUMENTO_CLI | FUNCIONARIO FONE_COMERCIAL_AVALISTA
BAIRRO_RESIDENCIAL_CLI EMPRESANOME RAMAL_COMERCIAL_AVALISTA
CEP_RESIDENCIAL_CLI REFTEMPOCONTA( ATIVIDADE_EMPRESA_AVALISTA

CIDADE_RESIDENCIAL CLI

ATIVIDADE_TIPOSETOR

ATIVIDADE_SETOR_AVALISTA

UF_RESIDENCIAL CLI

CPF_CONJUGE_CLI

ATIVIDADE_SOCIO_AVALISTA

TEMPO_ANOS_RESIDENCIAL CLI

EMPRESA CONJUGE CLI

SALARIO_AVALISTA

TEMPO_MESES_RESIDENCIAL CLI

FONE_CONJUGE_CLI

TEMPO_EMPREGO_ANOS_AVALISTA

TIPO_RESIDENCIA CLI

ATIVIDADE_CONJUGE_CLI

OUTRAS_RENDAS_AVALISTA

DDD_RESIDENCIAL CLI

CARGO_CONJUGE CLI

OUTRAS_RENDAS_DESCRICAO_AVALISTA

FONE_RESIDENCIAL CLI

SALARIO_CONJUGE_CLI

VEICULO_DESCRICAO_AVALISTA

DDD2_RESIDENCIAL _CLI

TEMPO_EMPREGO_CONJUGE_CLI

VEICULO_VALOR_AVALISTA

FONE2 RESIDENCIAL CLI

EMPRESA_CNPJ_CONJUGE_CLI

VEICULO_ANO

ENDERECO_COMERCIAL_CLI

CONJUGE_DATA_NASCIMENTO_CLI

BANCO_AVALISTA

BAIRRO_COMERCIAL_CLI

NASCIMENTO_AVALISTA

AGENCIA_AVALISTA

CEP_COMERCIAL CLI

SEXQO_AVALISTA

CIDADE_REFERENCIA_AVALISTA

CIDADE_COMERCIAL_CLI

NATURALIDADE_AVALISTA

UF_REFERENCIA_AVALISTA

UF_COMERCIAL CLI

CPF_CNPJ_AVALISTA

FONE_REFERENCIA_AVALISTA

DDD_COMERCIAL CLI

NACIONALIDADE_AVALISTA

FONE2_REFERENCIA_AVALISTA

FONE_COMERCIAL CLI

UF_NASCIMENTO_AVALISTA

FUNCIONARIO_AVALISTA

RAMAL_COMERCIAL _CLI

CPF_CONJUGE_AVALISTA

CPF_CONJUGE_AVALISTA

ATIVIDADE _EMPRESA CLI

BAIRRO_RESIDENCIAL_AVALISTA

SALARIO_CONJUGE_AVALISTA

ATIVIDADE_SETOR_CLI

CELULAR_AVALISTA

TEMPO_EMPREGO_CONJUGE_AVALISTA

ATIVIDADE_SOCIO_CLI

CEP_RESIDENCIAL_AVALISTA

CONJUGE_DATA_NASCIMENTO_AVALISTA

SALARIO CLI CIDADE_RESIDENCIAL AVALISTA SETOR_ATIVIDADE AVALISTA

Tabela 5.4 — Atributos selecionados da tabela PROPOSTAS
COD CLI FLAG_COMPROVANTE_RESIDENCIA | VALOR FINANCIAMENTO | BORDERO
COD_PROPOSTA FLAG_IDENTIDADE VALOR COMPRA AVALISTA2
DATA PROPOSTA FLAG CPF VALOR _ENTRADA DATA APROVACAO
NUM_CONTRATO FLAG_EXPERIENCIA CREDITO TIPO_ENTRADA DATA _CANCELAMENTO
QTD_PARCELAS COD_LOJA VALOR_PRESTACAO USUARIO
TAXA MENSAL COD_AGENTE DESCRICAO_PRODUTO | TIPO LIBERACAO
TAXA_RETORNO COD_AGENCIA TIPO_FINANCIAMENTO SEGMENTO
ALIQUOTA IOF PRODUTO SEGMENTO SITUACAO
PONTUACAO EXTERNA TIPO_ PROPOSTA CLASSE CLASSIFICACAO
AVALISTA ORIGEM TERMINAL FLAG_GARANTIAS
FLAG_DOCUMENTOS COD_PLANO HORA COD TABELA FINAN
FLAG_COMPRA_IMEDIATA | TAXA FINANCIAMENTO TURNO ASSESSOR
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(3) Apds todas essas verificagdes, como a base de dados estava consistente e
apresentava preenchimento satisfatério, o especialista em Banco de Dados emitiu
um parecer favoravel da viabilidade do projeto com relacdo a qualidade dos dados.

(4) Nenhuma documentacio de novas informacdes foi gerada.

Ap6s o parecer da viabilidade do projeto com relagao & qualidade dos dados, passou-se

para a proxima fase: Montagem de Visao.

5.3.3 Montagem da Visao

Para a visualizacdo das atividades realizadas nesta fase, os processos do fluxograma
apresentado no Capitulo 4 (Figura 4.5) foram desmembrados.

A Figura 5.8 apresenta o processo de Tratamento de Varidveis Brutas. Os circulos
numerados representam as atividades realizadas neste estudo de caso. Cada atividade é

descrita a seguir conforme numeragéo da Figura 5.8.

Tratamento dée®

T Variaveis Brutas\

Tratamento de L«
varidveis Brutas

Documentar
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Figura 5.8 — Processo de Tratamento de Variaveis Brutas

(1) A primeira atividade desta fase é o tratamento das varidveis brutas, cujo objetivo é
verificar se os atributos selecionados possuem preenchimento apropriado para a
fase de aprendizagem.

Os seguintes tratamentos foram utilizados:

¢ Colunas com um tnico valor: Por se tratar de uma base de dados com muitas
varidveis, essa verifica¢@o ja foi realizada na fase anterior durante a sele¢do de
variaveis;

¢ Colunas com um valor predominante: Atributos que praticamente

apresentam um Unico valor devem ser analisados. Seguem alguns exemplos de
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atributos que foram removidos por causa desse problema e o percentual de
preenchimento do valore predominante: ALIQUOTA_IOF (99,99%),
AVALISTA2 (99,74%), FLAG_EXPERIENCIA_CREDITO (99,21%) e
NACIONALIDADE_CLI (99,9%);

¢ Colunas com muitos valores distintos: Varidveis categdricas que possuem
quase todos os valores distintos e apresentam alguma estrutura interna em seu
conteido. As varidveis de CEP fazem parte deste cendrio e foram
transformadas da seguinte forma: CEP_COMERCIAL_CLI foi subdividida em
CEP_COMERCIAL_CLII (primeiro digito do CEP_COMERCIAL_CLI),
CEP_COMERCIAL_CLI2 (dois primeiros digitos do
CEP_COMERCIAL_CLI), CEP_COMERCIAL_CLI3 (trés primeiros digitos
do CEP_COMERCIAL_CLI) e CEP_COMERCIAL_CLI4 (quatro primeiros
digitos do CEP_COMERCIAL_CLI). A mesma transformacio foi realizada a
variavel RESCEP;

e Criacao do alvo: Como a varidvel alvo deste projeto nio estava presente nas
bases de dados disponiveis, foi gerada a varidvel “BOM_MAU”, que contém a
informagdo sobre a conclusdo da proposta de crédito. Se o cliente possuia, no
momento da geracdo da base, alguma parcela ndao paga a mais de 90 dias, esse
cliente era considerado MAU, caso contrario, BOM.

O analista de dados ficou responsavel pela elaboracio de um documento que

especificava as varidveis eliminadas (e o motivo), como também a descricdo das
varidveis criadas.

(2) Ap6s essa atividade, realizou-se a homologacdo dos dados para garantir que todas
as varidveis foram tratadas de forma correta. Essa atividade foi concluida com
sucesso e nenhum erro foi detectado.

Iniciou-se, entdo, o processo de transformacio de varidveis, cujo objetivo € analisar as
varidveis que teoricamente deveriam ser removidas devido ao seu conteido, mas que podem
ser aproveitadas através da aplicacdo de algumas transformacdes. A Figura 5.9 apresenta este
processo. Os circulos numerados representam as atividades realizadas neste estudo de caso.

Cada atividade € descrita a seguir conforme numeragdo da Figura 5.9.



Capitulo 5 — Estudo de Caso 116

N S — — A— A— l— A— — A— A A— A — A — A —

@ Transformaciait Trrnm:a.fa::u_'mag‘_,aaﬁ,i
verd el de Variaveis

Documentar
falhas no
processo

|
|
I
I
|
_

Figura 5.9 — Processo de Transformacao de Variaveis

(1) Os seguintes tratamentos foram utilizados:

Tratamento de variaveis do tipo Data/Hora: Esse tratamento foi aplicado a
varidvel DATA_NASCIMENTO_CLI. A idade dos clientes foi calculada pela
diferenca (em anos) entre as varidveis DATA_NASCIMENTO_CLI e
DATA_PROPOSTA, que indica a data da consulta;

Categoria “Outros”: Algumas varidveis categdéricas possuiam uma
distribuicdo ndo uniforme, concentrada em um conjunto de categorias. Os
valores foram agrupados de acordo com o seguinte critério: categorias com
menos de 30 exemplos foram consideradas como sendo da categoria “outros”.
Seguem alguns exemplos de varidveis que foram afetadas por este tratamento e
o percentual de exemplos da categoria “outros”: NATURAL_CLI (16,96%),
CEP_RESIDENCIAL_CLI3 (1,24%) e CEP_RESIDENCIAL_CLI4 (9,06%).
Esse tipo de tratamento foi aplicado em 37 varidveis;

Variaveis indicativas de auséncia/presenca (flags): Das variaveis categdricas
restantes, muitas possuiam a distribuicdo de valores muito concentrada em um
unico valor ou o seu formato ndo era apropriado (por exemplo, niimero de
telefone). Nesse caso, foram construidas varidveis de indicativo de
auséncia/presenca de determinado valor. Alguns exemplos em que essa técnica
foi aplicada: NOME_CONJUGE_CLI (nome do c6njuge ndo traz beneficio
algum, porém a informacdo se foi ou ndo cadastrado com cdnjuge pode ser

relevante) e FONE_RESIDENCIAL_CLI (mesma logica da varidvel
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NOME_CONIJUGE_CLI). Esse tipo de tratamento foi realizado em 22
varidveis.

(2) Uma nova atividade de homologacdo dos dados foi realizada para garantir que as
varidveis foram tratadas de forma correta. Essa atividade foi concluida com
sucesso e nenhum erro foi detectado.

(3) Foi verificado que, para esse projeto, existiam dados para a realizacdo da fase de
agrupamento transacional, pois as tabelas PARCELAS e PROPOSTAS fornecem
informacdes de todo histérico daqueles clientes que ja tiveram algum tipo de
negociacdo com Empresa “X” (seja uma simples proposta de crédito que foi
negada ou a efetivacio de algum contrato).

Iniciou-se, entdo, o processo de Agrupamento Transacional. A Figura 5.10 apresenta

este processo. Os circulos numerados representam as atividades realizadas neste estudo de

caso. Cada atividade € descrita a seguir conforme numeracio da Figura 5.10.
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Figura 5.10 — Processo de Agrupamento Transacional

(1) O analista de dados propds a criacdo de 22 atributos contendo agrupamento

transacional, entre as quais podem ser citados:

e Medidas de agregacao - Exemplos: QTD_CONTRATOS_ANTERIORES
(quantidade de contratos realizados antes da proposta atual),
QTD_PARCELAS_PAGAS (quantidade de parcelas pagas referentes a
contratos anteriores), VALOR_PARCELAS_PAGAS (valor das parcelas pagas
referentes a contratos anteriores) e QTD_NEGADAS (quantidade de propostas

de crédito que foram negadas);
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¢ Funcoes de tendéncia - Exemplos: ATRASO_MEDIO (atraso médio do
cliente nos contratos anteriores) e ATRASO_MAXIMO (atraso maximo do

cliente nos contratos anteriores);

¢ Indicativo de freqiiéncia - Exemplos:
TEMPO_DESDE_PRIMEIRA_NEGADA (tempo desde a primeira proposta
negada) e TEMPO_DESDE_ULTIMA_NEGADA (tempo desde a ultima

proposta negada);

® Variacao de tempo e tipo - Exemplos:
QTD_PARCELAS_PAGAS_ATRASO_ATE_90 (Quantidade de parcelas
pagas com atraso de até 90 dias),
VALOR_PARCELAS_PAGAS_ATRASO_ATE_90 (Valor de parcelas pagas
com atraso de até 90 dias), QTD_PARCELAS_NAO_PAGAS_MAIOR_90
(Quantidade de parcelas vencidas e ndo pagas com atraso superior a 90 dias) e
VALOR_PARCELAS_NAO_PAGAS_MAIOR_90 (Valor de parcelas
vencidas e ndo pagas com atraso superior a 90 dias).

(2) Durante a realizacdo dessa atividade, ndo surgiram propostas de criacdo de novas
varidveis.

(3) Apds a geracao das novas varidveis, realizou-se a homologacao dos dados. Foram
encontrados problemas no cdlculo de algumas varidveis.

(4) Foram documentados quais os erros encontrados, o motivo do erro e qual a
correcdo para o mesmo. As corre¢cdes foram realizadas e as varidveis foram
novamente geradas (seguindo os passos das atividades 1 a 3). Uma nova fase de
homologagdo foi realizada, porém sem apresentar erros.

Por fim, o processo de Integracdo dos Dados ¢ realizado. A Figura 5.11 apresenta este

processo. Os circulos numerados representam as atividades realizadas neste estudo de caso.

Cada atividade € descrita a seguir conforme numeragdo da Figura 5.11.

— e e e —— —— —— — — —— — — — -
7 - =

Integragio dos Integraqau \
l dados

dos Dados |

Figura 5.11 — Processo de Integracao dos Dados
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(1) Foi realizada a integracdo das bases geradas nos 3 (trés) processos anteriores. O
objetivo dessa integracdo é gerar uma tabela desnormalizada em que cada linha
representa uma proposta de financiamento. A tabela agrupa informacdes dos
clientes (dados cadastrais e comportamentais), dos avalistas (dados cadastrais) e
das propostas. A geracdo da tabela final € a dltima atividade da fase de Montagem

de Visao.

5.3.4 Tratamento dos Dados

Para a visualizacdo das atividades realizadas nesta fase, os processos do fluxograma
apresentado no Capitulo 4 (Figura 4.7) foram desmembrados.

A Figura 5.8 apresenta o processo de Tratamento de Dados. Os circulos numerados
representam as atividades realizadas neste estudo de caso. Cada atividade é descrita a seguir

conforme numeragdo da Figura 5.8.

——e—— e— E—— E—— E—— E—— E—— E—— E—— E— E— E— —

/ C nico ) Tratamento de |

Dados
b J
Selecdo e Aplicagao @

das técnicas de k=
tratamento de dados

= falhas no
Procasso

I Documentar I

e s e o e | — —— — —— — — — — —

(1) Como a técnica de mineracdo de dados utilizada neste estudo de caso € RNA, os
seguintes tratamentos foram realizados:

e Limpeza dos dados: Foi verificada a presenga de valores ausentes (missing) e
valores espudrios (outliers), utilizando a ferramenta Neural Scorer
Development®’. Para tratar os valores ausentes, algumas técnicas foram
aplicadas. A primeira técnica utilizada foi o preenchimento de um valor
especifico, tendo em vista o conhecimento do dominio das varidveis e do
problema. Alguns atributos (Ex.: SALARIO_CLI, SALARIO_CONJUGE_CLI

e ATRASO_MEDIO) possuiam a auséncia de valor como indicativo de um

> ® Neural Scorer Development é propriedade da empresa NeuroTech. Todos os Direitos Reservados.
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valor fixo (zero) que foi utilizado no preenchimento. Além dessa técnica, foi
aplicada a substituicdo pela média (Ex.: IDADE_CLI, VALOR_COMPRA e
VALOR_ENTRADA). Para tratar outliers, utilizou-se a técnica de
winsorizing, ou seja, foram estipulados valores minimos e maximos aceitdveis
para varidvel e todo valor que estava fora daquela faixa, era jogado para o
extremo mais proximo;

Reducido de dimensionalidade de variaveis: As varidveis foram pré-
selecionadas com o auxilio do especialista do dominio;

Casamento de padroes (String Matching): Algumas varidveis categéricas
apresentaram problemas de preenchimento manual de valores. Um exemplo é a
varidvel CIDADE_RESIDENCIAL_CLI (cidade residencial). Como é um
campo de digitacdo manual, valores como “S@o Paulo”, “Sao Paulo”, “SP”
“S.Paulo” representam a mesma informagdo. Um algoritmo de Forca Bruta foi
utilizado para realizar o casamento de padrdes dessas varidveis;

Mudanca de formato: Todos os atributos numéricos foram normalizados
utilizando a técnica de Min-Max. Como resultado, todos os valores ficaram
dentro do intervalo [0, 1]. Para os atributos categéricos foram usadas duas
técnicas de codificacdo bindria. A codificacdo 1 de N foi aplicada para os
atributos cujo conjunto de valores possiveis era pequeno (Ex.: SEXO_CLI,
TIPO_FINANCIAMENTO, ORIGEM e ESTADO_CIVIL_CLI). A
codificacdo M de N foi aplicada para os atributos cujo conjunto de valores
possiveis era extenso (Ex.: CEP_RESIDENCIAL_CLI3,
BAIRRO_RESIDENCIAL_CLI, CIDADE_RESIDENCIAL_CLI e
NATURAL_CLI). Os atributos passaram a ser denominados da seguinte
forma: nome_do_atributo + n, onde n varia de 1 (um) até o tamanho do vetor

bindrio resultante da codificacao.

(2) Apbs a geragdo das novas varidveis, foi realizado o processo de homologacao.

Esse processo foi realizado e nenhum erro foi encontrado.

5.3.5 Processos Extras

Essa € a fase onde as atividades que estdo fora do escopo da metodologia DMBuilding devem

ser documentadas, pois podem servir de melhoria futura para esta metodologia.
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Para o estudo de caso em questdo, nenhuma atividade extra foi realizada, pois a
metodologia proposta conseguiu englobar todas as atividades necessérias para a realizacio do

projeto.

5.3.6 Avaliacao de Desempenho

Esta fase ndo faz parte do escopo da metodologia DMBuilding. Porém, foi realizada com o
intuito de apresentar os resultados reais de solucdo de um problema de classificagdo de
padrdoes em uma aplicacdo relevante, a anélise de risco de crédito, e incluir o processo de
KDD na solugdo do problema com a montagem da visdo produzida a partir da metodologia
proposta.

Ao término da fase de tratamento dos dados, a base passou a possuir 335 atributos de
entrada e 2 atributos de saida. Antes de aplicar a técnica de mineracdo de dados, a base foi
particionada utilizando o método Holdout [Beale & Jackson 1991], onde os dados sdo
aleatoriamente divididos em conjuntos independentes (treinamento e teste). Normalmente,
dois tercos dos dados sdo alocados para o conjunto de treinamento e o restante para o
conjunto de teste. Essa técnica foi escolhida devido a extens@o da base e por ser recomendada
pela comunidade cientifica para investigacdo experimental de modelos neurais [Prechelt
1994]. Portanto, os padrdes foram divididos em trés conjuntos independentes: treinamento,
com 50% dos dados; validagdo, com 25% dos dados; e teste, com os 25% restantes. A Tabela

5.5 mostra o total de registros e a distribui¢do das classes em cada conjunto.

Tabela 5.5 — Particionamento dos dados

Conjunto de dados Total de registros BOM MAU
Treinamento 19.303 17.456 1.847
Validagéo 9.652 8.728 924
Teste 9.652 8.728 924

Como pode ser observado na Tabela 5.5, existe uma diferenga acentuada entre a
quantidade de exemplos de classes diferentes. Isso pode prejudicar o processo de
aprendizagem [Amorim 2004]. A repeticio de exemplos de treinamento das classes menos
numerosas € a geragao de exemplos ruidosos sdo algumas técnicas que podem ser usadas para
minimizar este tipo de problema [Bigus 1996]. Neste estudo de caso, optou-se por repetir os
registros da classe MAU vdrias vezes nos conjuntos de treinamento até igualar a quantidade
de registros da classe BOM [Conde 2000]. Desta forma, o conjunto de treinamento passou a

ter 34.912 registros e o de validacdo 17.456.
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Um modelo de RNA chamado MLP (Multilayer Perceptrons), treinado com o
algoritmo de retropropagacdo, foi escolhido para etapa de MD [Rumelhart et al. 1986]
[Haykin 1999]. Essa técnica foi selecionada devido a excelente capacidade de generalizagéo e
a habilidade de realizar aproximagéo universal de fun¢des [Cunha 2005].

Também chamadas de neurdnios artificiais, as redes MLP sdo constituidas por
unidades de processamento simples, que possuem funcionalidades semelhantes aquelas
apresentadas pelos neurdnios bioldgicos do cérebro humano. Essas redes possuem trés tipos
de camada: camada de entrada (responsdvel pela propagacdo dos valores de entrada para as
camadas seguintes); camadas intermedidrias ou escondidas (funcionam como extratoras de
caracteristicas cujos pesos sdo uma codificacdo das caracteristicas presentes nos exemplos de
entrada); e camada de saida (recebe os estimulos das camadas intermedidrias e fornece a
resposta da rede) [Two Crows 1999].

O algoritmo de retropropagagdo (backpropagation) funciona em duas fases: na
primeira (fase forward), um exemplo € apresentado a camada de entrada, as unidades de
processamento computam, camada por camada, fungdes de ativacdo até que a resposta seja
produzida pela camada de saida; na segunda (fase backward), a resposta fornecida pela rede é
comparada com a saida desejada para o exemplo atual. Os erros s@o entdo propagados a partir
da camada de saida até a camada de entrada e os pesos das conexdes entre as camadas sdo
ajustados de tal modo que é minimizado o quadrado da diferenca entre as saidas geradas e
almejadas. O processo € repetido por vdrias iteracdes (ou €pocas) para todo o conjunto de
treinamento até que a saida da rede seja préxima a saida desejada. O treinamento é
comumente interrompido quando € alcangado um erro suficientemente baixo, um nimero
maximo de ciclos ou quando o poder de generalizacdo (calculado a partir do conjunto de
valida¢d@o) da rede comeca a decrescer [Mitchell 1997]. Os pesos sdo ajustados através de uma
extensdo do método gradiente descendente, visando a minimizacdo da soma do erro

quadrético, que pode ser descrito pela Equacdo 5.1:

JoE
ij

onde 77 é a taxa de aprendizagem e JdE/dw;; é a derivada parcial do erro E em relacdo ao peso
w;;. Como o gradiente especifica a dire¢@o e o sentido que produz o maior aumento na taxa de
erro e o objetivo € mover o vetor de pesos na direcdo que minimize esta taxa, utiliza-se o sinal
negativo antes da derivada. 77 assume valores no intervalo [0,1] e controla a magnitude dos

ajustes dos pesos. Assim, a taxa de aprendizagem afeta a velocidade de convergéncia e a
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estabilidade da rede durante o treinamento. A fim de evitar grandes oscilagdes nos valores dos
pesos, normalmente 77 assume valores pequenos.
Foram realizadas vérias simula¢des. Os pardmetros utilizados para a realizac¢do dessas

simulagdes estdo descritos na Tabela 5.6.

Tabela 5.6 — Parametros de treinamento da rede MLP

Parametros Valores

Algoritmo Backpropagation
Taxa de Aprendizagem 0,1; 0,01; 0,001
Camadas Escondidas 1

Neurdnios Escondidos 2,3,5

NUmero de lteragdes 100, 1.000 e 10.000

Além do critério de parada pelo nimero maximo de ciclos, foi utilizado o critério por
perda de generalizacdao (GL — Generalization Loss) igual a 5%. O GL, definido pela Equacio
5.2, encerra o treinamento quando o erro de validagdao aumenta 5% com relacdo ao menor erro
até o ciclo atual [Prechelt 1994]. Este critério diminui as chances de ocorrer overfitting e
fornece uma visdo da capacidade de generalizacdo da rede, pois o seu valor é baseado no

conjunto de validacao.

(5.2)

GL(época t) = 100*[ SSE atual de validagdo _1]

SSE minimo de validagdo

A escolha da melhor configuracdo foi baseada no desempenho (erro de classificagdo)
de cada rede no conjunto de validacdo. A rede com menor erro de classificacdo no conjunto
de validacdo possuia 3 (trés) neur6nios na camada intermedidria e taxa de aprendizagem de

0,001. A Tabela 5.7 apresenta a matriz de confusio para o conjunto de teste.

Tabela 5.7 — Matriz de confusdo do conjunto de teste

MAU Total
Classificado BOM PGy 306 | 6567
(CIEELY LNV 2467 | 618 | 3085
8728 | 924 | 9652
Na Tabela 5.8 é apresentado um resumo dos erros. O erro do Tipo I ocorre quando um

BOM cliente € classificado como MAU (erro mais comumente aceitdvel). O erro do Tipo II
ocorre quando um MAU cliente ¢ classificado como BOM (erro considerado mais caro). Por

ultimo, é informado o MSE (Mean Squared Error ou erro quadratico médio) [Prechelt 1994].
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Tabela 5.8 — Erros do Tipo I, Il e MSE

Erro Tipo | 79,96%
Erro Tipo ll 4,66%
MSE 18,44%

Segundo [Adriaans & Zantinge 1996] e [Monard & Baranauskas 2003], o desequilibrio na
distribuicdo das classes (9,57% de maus e 90,43% de bons) exige que o desempenho dos
modelos apresente um erro mdximo inferior a 9,57% (ou taxa de classificagdo minima
superior a 90,43%). Tal exigéncia néo foi satisfeita (taxa de classifica¢cdo minima foi igual a
71,27%) devido aos seguintes fatores: a base de dados utilizada contém apenas informagdes
parciais (informagdes a respeito das propostas aprovadas e que no futuro os clientes vieram a
se tornar bons ou maus) e o problema investigado € de larga escala e envolve dados reais com
multiplos atributos relacionados. Tais caracteristicas tornam o problema bastante complexo,

dificultando a aprendizagem.

Os resultados obtidos foram avaliados, verificando os dois critérios de sucesso do
projeto: manter a aprovagdo superior a 70% e reduzir a inadimpléncia (inferior a 7%). Em

ambos os critérios, os resultados alcangados foram satisfatorios.

5.5 Consideracoes Finais

Este capitulo apresentou a aplicacdo da metodologia DMBuilding em um estudo de caso de
andlise de crédito (um problema real e de larga escala), expondo as principais caracteristicas
de um projeto de Montagem de Visdo de Dados, assim como as dificuldades envolvidas.

Virias pessoas foram envolvidas na realizagdo do projeto. Para garantir um bom
entendimento em todas as atividades, foi necessiria uma interacdo intensa entre oOs
participantes.

Ocorreram alguns retrocessos a atividades anteriores, o que caracterizou o enfoque
desta metodologia com processos que podem ocasionar falhas e até o abortamento do projeto.

Ap6s a aplicacdo da metodologia DMBuilding neste estudo de caso, ficou clara a
necessidade da utilizagdo de um software que auxilie todo o processo de documentagéo ou de
um software mais amplo, que além da documentacdo, auxilie em todas as atividades. Para a

realizacdo do estudo de caso foi necessdria a utilizacdo de diversas ferramentas.
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Conclusoes e Trabalhos Futuros

KDD ¢ uma drea que evoluiu, e continua evoluindo, da intersecdo de pesquisas em campos
como banco de dados, aprendizado de maquina, reconhecimento de padrdes, andlise
estatistica, inteligéncia artificial, aquisicio de conhecimento para sistemas especialistas,
visualiza¢do de dados, recuperacdo de informacgdo e computagdo de alto desempenho. Esta
evolucdo deve-se principalmente a necessidade cada vez maior das organizacdes de aplicar
métodos computacionais de andlise e extragdo automdtica (ou semi-automdtica) de
conhecimento a partir de grandes volumes de dados.

Preparacdo dos Dados € a etapa do processo de KDD que normalmente consome mais
tempo e esforco e que melhor contribui para o resultado final do projeto, pois, quanto mais
completa e consistente for a preparacdo, melhor serd o resultado da MD. Uma forma de
garantir a completude e a consisténcia dos dados € utilizar uma metodologia que aborde de
forma detalhada todas as atividades relacionadas a preparacdo dos dados.

Muitas metodologias para o desenvolvimento de projetos de KDD foram propostas.
Apesar da maioria das metodologias citarem o processo de preparacdo dos dados, poucas
metodologias especificas para montagem de visdo de dados tém sido desenvolvidas.

A metodologia proposta desta dissertacdo, DMBuilding, foi inspirada no crescente
interesse na drea de KDD e na escassez de metodologias especificas para montagem de visdo
em bases de dados dirigidas a problemas de mineracao de dados.

Este capitulo apresenta uma anélise do trabalho realizado nesta dissertacdo de acordo
com os objetivos propostos no Capitulo 1, os objetivos alcangados, as contribui¢les, as
limitacdes, as perspectivas de trabalhos futuros e as consideragdes finais sobre o trabalho

desenvolvido.
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6.1 Objetivos Propostos e Alcancados

Os objetivos propostos inicialmente foram:

e Investigar as metodologias para o desenvolvimento de projetos de KDD,
enfatizando os aspectos relacionados a preparacdo dos dados;

e Como resultado da investigacdo, propor uma metodologia para montagem de
visdes em bases de dados dirigidas a problemas de MD, com foco em dados
cadastrais e comportamentais;

e Aplicar a metodologia proposta em um problema de larga escala no dominio de
andlise de crédito.

As préximas secOes analisam os resultados alcancados em relagdo a cada um dos

objetivos propostos.

6.1.1. Investigacao das Metodologias para KDD

Uma parte considerdvel deste trabalho foi dedicada ao estudo de KDD e de metodologias para
o desenvolvimento de projetos de KDD. Durante a execugdo desta fase, foi realizada uma
investigacdo tedrica das principais caracteristicas, vantagens e deficiéncias das metodologias
propostas, enfatizando os aspectos relacionados a preparacdo dos dados. Esta investigacdo foi
realizada com o objetivo de identificar as metodologias que seriam usadas como base para o
desenvolvimento da metodologia proposta nesta dissertacao.

O resultado deste estudo esta relatado nos capitulos iniciais da dissertacdo. O Capitulo
2 descreve detalhadamente todas as etapas do processo de KDD e destaca algumas das
principais dreas de aplicacdo de KDD. O Capitulo 3 descreve algumas metodologias de KDD
ou de preparacdo de dados, suas caracteristicas e onde essas metodologias sdo falhas no

processo de preparagdo de dados.

6.1.2. Metodologia Proposta: DMBuilding

Este trabalho se propds, como objetivo principal, desenvolver uma metodologia para
montagem de visdes em bases de dados dirigidas a problemas de mineracdo de dados
(DMBuilding). A metodologia desenvolvida englobou, de forma detalhada todo processo de

preparagdo dos dados, desde o entendimento do problema até a geragcdo da base.
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A metodologia DMBuilding é fortemente baseada nos fundamentos das principais
metodologias de KDD (proposta por Fayyad et al, CRISP-DM e DMEasy) e nas metodologias
que sdo mais focadas na drea de preparagdo dos dados (abordagens de Yu et al. e da empresa
Quadstone). As trés primeiras metodologias sdo voltadas para o desenvolvimento de projetos
de KDD, englobando todas as etapas do processo. As demais sdo mais focadas no processo de
preparagdo dos dados.

Levando em consideragdo as atividades relacionadas ao processo de Montagem da
Visdo em base de dados, a metodologia DMBuilding possui as principais caracteristicas das
metodologias investigadas.

Da abordagem de Fayyad et al., suas caracteristicas foram incorporadas por ser a
primeira metodologia a possuir como foco a solu¢cdo do problema de KDD como um todo, e
ndo simplesmente dar importancia aos resultados obtidos com a aplicagdo das técnicas de
mineracdo de dados, assim como dar a importancia a fase de tratamento de varidveis, a fim de
apresentar as varidveis no formato correto para a aplicagdo de alguma técnica de MD.

Da metodologia CRISP-DM, suas caracteristicas foram incorporadas por dar
importancia da fase de levantamento e definicdo do problema e por fazer mencgdo a
necessidade da verificacdo dos dados para garantir a qualidade dos mesmos.

As principais caracteristicas da metodologia DMEasy incorporadas a metodologia
DMBuilding foram a especificacdo mais detalhada dos processos com relagdo as outras
metodologias, o suporte a documentagio do processo e a €nfase a especificacdo do negdcio
associado ao problema.

A abordagem de Yu et al., por ser mais focada na fase de preparagao dos dados, possui
quatro caracteristicas importantes incorporadas a metodologia proposta, por levar em
consideracdo a aquisicdo do conhecimento do dominio para o entendimento do problema, a
importancia da fase de integrag¢do de dados, a importancia da homologacdo dos dados que visa
a qualidade dos mesmos, a especificagdo de problemas relacionados aos dados e a
apresentacdo de uma série de técnicas de processamento que podem ser aplicadas para
tratamento dos dados.

Por fim, uma caracteristica da metodologia da empresa Quadstone foi incorporada a
metodologia DMBuilding por tratar a modelagem de varidveis comportamentais, que sio de
extrema importancia para resolugéo de problemas de KDD.

A metodologia DMBuilding aborda as principais caracteristicas das metodologias
investigadas, como também a abordagem com detalhes dos seguintes aspectos ndo focados em

outras metodologias:
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e Trata com detalhes a maioria das atividades realizadas na fase de preparacdo dos
dados, como a integracdo, a transformacao e o tratamento dos dados;

e Relaciona o conjunto de problemas relacionados as bases de dados e realiza
sugestoes de correcdes e transformacdes para o enriquecimento da base de dados
final;

A metodologia proposta € abordada, em detalhes, no Capitulo 4.

6.1.3. Estudo de Caso Investigado

O estudo de caso desta dissertagdo, descrito no Capitulo 5, compreendeu uma investigacao
bastante detalhada da aplicagdo da metodologia DMBuilding em um problema de larga escala
no dominio de andlise de crédito. O estudo de caso abrangeu praticamente todas as fases,
processos e atividades da metodologia.

O dominio aplicado como estudo de caso foi o de andlise de crédito ao consumidor,
um problema de classificagdo que define a aprovacdo ou ndo de crédito a um determinado
solicitante, considerando suas caracteristicas pessoais e financeiras. Este dominio foi
escolhido por se tratar de um problema de larga escala, envolver dados reais com multiplos
atributos relacionados e ser de interesse de diversas instituicdes e empresas. Tais
caracteristicas permitiram a verificacio da viabilidade pratica da metodologia.

A base de dados utilizada no estudo de caso era composta de 38.607 registros, dos
quais 3.706 (9,6%) sdo classificados como inadimplentes (MAU) e 34.901 (90,4%) como
adimplentes (BOM). Esta base de dados possui os dados fornecidos pelos solicitantes no
momento da solicitagdo de crédito a uma instituicio financeira especializada em
financiamento de produtos no Brasil. Essas informagdes s@o utilizadas pela empresa para
decidir pela concessdo ou ndo de crédito ao solicitante. Todos os clientes que obtiveram a
aprovacdo do crédito foram armazenados na base. Com o passar do tempo, alguns desses
clientes, que foram considerados bons pagadores pelo sistema decisério da operadora, se
tornaram maus pagadores. Portanto, o problema aplicado ao estudo de caso contém
informagdes parciais, pois a base de dados possui apenas informacdes a respeito dos
proponentes aceitos e que vieram a se tornarem adimplentes ou inadimplentes na carteira de
clientes da empresa. Tal caracteristica tornou o problema ainda mais complexo.

A maior dificuldade encontrada na execugdo do estudo de caso foi a obtengdao de uma

base de dados consistente. As homologacdes realizadas inicialmente detectaram diversas
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inconsisténcias, sendo necessario que o cliente re-gerasse a base vdrias vezes, o que resultou

no atraso do cronograma do projeto. Um fator que contribuiu para ganho de tempo durante a
N . : e 6

realizacdo do projeto foi a utilizacdo da ferramenta Neural Scorer Development®” em

diversas atividades da metodologia.

6.2 Contribuicoes

As principais contribui¢des desta dissertagcdo sdo:

e Pesquisa extensiva sobre KDD e metodologias para o desenvolvimento de projetos

de KDD, enfatizando os aspectos relacionados a preparagao dos dados.

Durante a execugdo desta fase, foram realizadas uma investigacdo tedrica das
principais caracteristicas, vantagens e deficiéncias das metodologias para o
desenvolvimento de projetos de KDD, enfatizando os aspectos relacionados a
preparacdo dos dados, e a identificacdo das metodologias mais promissoras para
serem utilizadas como base para a metodologia proposta nesta dissertacdo. O
resultado deste estudo estd relatado nos capitulos iniciais da dissertacdo e pode ser
consultado como uma referéncia nas dreas de KDD e Metodologias para Projetos

de KDD;

e Desenvolvimento de uma nova metodologia, DMBuilding, para montagem de
visdes em bases de dados dirigidas a problemas de mineragcdo de dados, com foco

em dados cadastrais e comportamentais.

A principal contribuicdo desta dissertacio € a proposicdo de uma metodologia para
montagem de visdes em bases de dados dirigidas a problemas de mineracdo de
dados. A metodologia proposta é fortemente baseada nos fundamentos das
principais metodologias de KDD (proposta por Fayyad et al, CRISP-DM e
DMEasy) e nas metodologias que sdo mais focadas na drea de preparagdo dos
dados (abordagens Yu et al. e da empresa Quadstone). A proposta desta
dissertacdo foi motivada pelo crescente interesse na drea de KDD e pela escassez
de metodologias especificas para montagem de visdo em bases de dados dirigidas a

problemas de mineracdo de dados.

¢ Demonstracdo da aplicabilidade da metodologia em um problema real e de larga

escala;

® ® Neural Scorer Development é propriedade da NeuroTech. Todos os Direitos Reservados.
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Diferente de muitos trabalhos que utilizam dados artificiais ou problemas simples
para validar suas proposi¢des, a demonstracdo da aplicabilidade da metodologia
proposta foi realizada usando uma base de dados extensa e de alta
dimensionalidade. Além disso, o dominio escolhido, o de andlise de crédito,
representa um problema real que possui multiplos atributos relacionados. Tais
caracteristicas permitiram a verificagdo da viabilidade pritica da metodologia

proposta.

e Desenvolvimento de um padrdo de Gestdo Empresarial para tratamento da

informacao.

6.3 Limitacoes

A principal limita¢do dessa metodologia € de ter abordado somente as principais técnicas de
transformacdo e tratamento de dados existentes na literatura. Essa limitacdo se deu, pois
existem técnicas que sdo muito especificas para determinados algoritmos de MD.

A metodologia pode ser considerada genérica e pode ser utilizada em véarios problemas
de MD, mas o fato de existirem tratamentos especificos de algum algoritmo que ndo esteja
especificado nessa metodologia, pode ser documentado através dos processos extras e servird
como apoio para a constante atualizacdo da metodologia. Além disso, o maior foco € para a
aprendizagem supervisionada, necessitando de alguns ajustes para a aprendizagem ndo
supervisionada.

O ndo desenvolvimento de um software de apoio a documentagdo também pode ser
considerado uma limitacdo dessa metodologia. Outra proposta seria a constru¢do de um
software que abrangesse todas as fases da metodologia, servindo de ferramenta principal para
a realizacdo da montagem da visdo.

Além dessas limitagdes, essa metodologia estd focada principalmente em problemas
baseados em dados transacionais e cadastrais, além de ser focada principalmente em

problemas de aprendizagem supervisionada.

6.4 Trabalhos Futuros

Considerando os resultados alcangcados nesta dissertacdo, os seguintes trabalhos futuros

podem ser especificados:
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Estudo de novas técnicas de tratamento e transformacgdo de dados j4 utilizadas na

literatura e ndo citadas em nenhuma das fases da metodologia proposta;

Desenvolvimento de um software de apoio ao emprego sistemdtico e interativo da
metodologia DMBuilding, que tem por finalidade principal & documentacdo de

todo o processo de Montagem da Visdo;

Criagdo de um software mais amplo que servird de apoio a todas as fases
envolvidas em um projeto de Montagem da Visdo, incluindo documentacdo de
todas as atividades do projeto, andlise exploratéria dos dados, bem como
atividades relacionadas a fase de Montagem de Visdo e de Tratamento dos Dados,
para que ndo seja necessario o uso de diversas ferramentas para o desenvolvimento

desses projetos.
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