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Pensamos demasiadamente e sentimos muito pouco. Mais do que
mdgquinas, necessitamos de humanidade. Mais de bondade e ternura, que

de inteligéncia. Sem isso, a vida se tornard violenta e tudo se perderd.

We think too much and feel too little. More than machinery, we need
humanity. More than cleverness, we need kindness and gentleness.

Without these qualities, life will be violent and all will be lost.

—CHARLES CHAPLIN (The Great Dictator, 1940)



Resumo

Este trabalho teve como objetivo principal construir um Chatterbot Companheiro Virtual com
Emocao e tragos de Personalidade para acompanhar o tratamento de criancas e adolescentes na
prevengdo de problemas cardiovasculares. Com o uso de personalidade e sentimentos, a con-
versacao com o Chatterbot, denominado de Buti, se torna mais realistica e fluente, melhorando
a interacdo entre o sistema e os usudrios. O trabalho foi desenvolvido no contexto do projeto
de pesquisa "Constru¢do de um Companheiro Virtual de Aprendizado para um Programa de
Promocao da Saide Cardiovascular na Infancia e Adolescéncia"(CVA-PSCV), financiado pela
CNPq, em execugdo na Unidade de Cardiologia Materno-Fetal (UCMF), no Hospital Portugués
em Recife, Pernambuco.

A construcdo do Buti baseou-se em duas tecnologias: (1) a linguagem de marcagao iAIML,
criada especialmente para dar suporte a implementacdes de Chatterbot com intengdes associ-
adas aos didlogos; e (2) o modelo computacional de emocao OCC em conjunto com o modelo
Big Five de personalidade para Atores Sintéticos. A modelagem das emog¢des e da personal-
idade foi assistida por duas psicologas que fazem parte da equipe do projeto maior. Os testes
realizados com seis criancas que participam do programa revelaram uma boa aceitagdo do Buti
baseado em Computagdo Afetiva como companheiro virtual.

Por fim, ressaltamos que nao foi encontrada na literatura disponivel nenhuma referéncia de
sistema de acompanhamento de pacientes utilizando a tecnologia e os modelos que sd@o usados

aqui, o que aponta um dos aspectos inovadores deste trabalho.

Palavras-chave: Chatterbots; Computacio Afetiva; Emocao; Personalidade.



Abstract

This study aimed to build a Chatterbot Virtual Companion with Emotion and traces of Person-
ality to monitor the treatment of children and adolescents for the prevention of cardiovascu-
lar’s problems. Using of personality and feelings, the conversation with the Chatterbot, called
Buti, becomes more realistic and fluent, improving the interaction between the system and
users. The work was developed in the context of the research project "Construction of a Virtual
Companion of Learning for a Program of Cardiovascular Health Promotion in Children and
Adolescents"(VCL-CVHP), financed by CNPq, running at Cardiology Unit of Maternal-Fetal
(CUMF), at Portuguese Hospital in Recife, Pernambuco.

The construction of Buti was based on two technologies: (1) the markup language iAIML,
created especially to support the implementations of Chatterbot with Intentionality associated
with the dialogues, and (2) the OCC computational model of emotion together with the Big
Five personality model for Synthetic Actors. The modelling of emotions and personality was
assisted by two psychologists who are part of the larger project. Tests conducted with six
children who participate in the program showed a good acceptance of Buti based in Affective
Computer as virtual companion.

Finally, we would like to remark that was not found in the literature available none reference
of system for monitoring of patients using the technology and the models that are used here,

which appoint one of the innovative aspects of this work.

Keywords: Intelligent Agents; Chatterbots with Emotion; Affective Computer; Virtual Com-

panions.
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CAPITULO 1

Introducao

A publicacdo do artigo "Computing Machinery and Intelligence"[TURS0] incentivou estudos
sobre a natureza e a estrutura da comunicagdo realizada por humanos dentro da area de In-
teligéncia Artificial. Nesse artigo, [TURS0] discute se uma maquina pode pensar e, para isso,
determina que um programa deve ser considerado inteligente se um entrevistador nio con-
seguir distinguir se ¢ uma maquina que esta sendo entrevistada ou um ser humano ("Teste de
Turing"ou "Imitation Game"). Apesar de varias criticas ao teste proposto por Turing, houve
um grande desenvolvimento de sistemas de processamento de linguagem natural na busca da
resolucao do problema.

O primeiro sistema de sucesso que simulava uma conversa em linguagem natural foi ELIZA
[WEI66]. Esse sistema abriu caminho para o desenvolvimento de "maquinas de didlogos"ou
"Chatterbots"com diversos objetivos em varias dreas de aplicacdo. Tais sistemas ganharam
forca com a disseminacdo da Internet. Na Web, podemos encontrar Chatterbots em salas de
bate-papo (como IRCBots, utilizados no software IRC — Internet Relay Chat), em lojas on-line
para auxiliar os consumidores, tutores em sistemas de ensino a distancia, FAQ°‘s (Frequentely
Asqued Questions - perguntas mais freqiientes), busca na WEB, etc. [LT03]

A WEB 2.0, apesar de ser um apanhado de tecnologias que ja eram utilizadas mundialmente
na rede ha cerca de 10 anos [PER07], vem modificando a maneira de interacdo e proporcio-
nando uma maior liberdade para os usudrios criarem e obterem informacao de maneira mais
dindmica e comoda [NEP(O7]. Neste contexto, os Chatterbots podem ser vistos como um meio
de obten¢do de informagao que complementa ou substitui outras formas de acesso [INSO7].

Apesar dos Chatterbots ja serem apontados como uma alternativa aos sistemas computa-
cionais convencionais[SBGO03], pode-se observar a necessidade de aprimorar as técnicas de
interacao entre os usudrios e o sistema. Uma vez que a interagc@o entre o usudrio e o Chatterbot

¢ realizada por meio de didlogos (escritos, em sua maioria), as melhorias vislumbradas devem
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levar em consideracio a experiéncia humana em tal atividade.

Segundo [AZEO06], um melhor desempenho nesse tipo de comunicacgdo € alcancado a partir
do contato com pensamentos e sentimentos dos debatedores, os quais, se bem gerenciados,
proporcionam maior harmonia e compreensao do didlogo. Assim, um aumento significativo de
realismo nos didlogos pode ser alcancado quando o chatterbot é capaz de demonstrar tracos de
personalidade e/ou emocdes durante a interacdo e proporcionar um maior engajamento com o
usudrio.

Nesse contexto, a realizacdo de um estudo na area de Computacdo Afetiva de modelos
computacionais de personalidade e emoc¢do para aplicacio em sistemas de conversacdo
inteligentes € o primeiro passo para se obter uma melhor relacio entre o sistema e o usudrio,
tornando a interacdo mais fluente e prazerosa. Essas caracteristicas sdo essenciais em apli-
cacdes de Chatterbots Companheiros Virtuais de Aprendizado, uma vez que a qualidade do

didlogo causa um forte impacto no aprendizado guiado pelo agente.

Trabalho Realizado

Este trabalho de mestrado teve por objetivo principal desenvolver um modelo de Com-
putacdo Afetiva para ser utilizado em Chatterbots, a fim de tornar mais natural e fluente a sua
comunicacdo com o usudrio. A criacdo do modelo proposto foi precedida por um estudo de-
talhado sobre tecnologias para constru¢do de Chatterbots na Web, bem como de modelos de
personalidade e emog¢do da Psicologia, e suas adaptacdes a Computagcdo Afetiva, que trabalha
com modelos mais restritos.

Utilizamos a linguagem AIML[WALO7d] como base para construcio do nosso modelo!,
por ser de facil uso e extensivel, possibilitando a insercdo de modelos de personalidade
e emog¢do. De fato, utilizamos uma extensdo da linguagem padrdo, a 1AIML (intentional
AIML)[NEVO05], que mantém todas as qualidades da AIML original, e ainda € capaz de lidar
com caracteristicas lingiiisticas do didlogo, como a "intencao"do falante, controlando a partir

daf a coesdo local e coeréncia global do didlogo.

'AIML ¢ a linguagem mais utilizada atualmente na construgo de chatterbots.
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No que tange os modelos computacionais de personalidade e emog¢ao, nossa investigacao
identificou o modelo de emo¢dao OCC[OCCS88] e o modelo de personalidade Big Five[SG98]
como consenso para a construcdo de agentes inteligentes, ja tendo sido utilizados em sistemas
de conversacdo. Assim, nosso modelo de Computacdo Afetiva integrou a iAIML tracos de
personalidade usando o modelo Big Five, e emog¢do com base no modelo OCC. Nosso objetivo
foi favorecer ao maximo a possibilidade de didlogos naturais e fluentes com Chatterbots.

O estudo de caso foi desenvolvido dentro do contexto de um projeto colaborativo de
pesquisa entre o CIn-UFPE e a Unidade de Cardiologia Materno-Fetal (UCMF) do Centro
Médico Real Portugués (Recife)?. Esse projeto visa dar suporte na prevencio e no tratamento
de problemas cardiovasculares em criancas e adolescentes. Como parte desse projeto, surgiu o
Clube do Coragéo3, em cujo site se encontra o Buti, nosso Chatterbot Companheiro Virtual de
Acompanhamento (CVA) para acompanhar o tratamento de criangas e adolescentes atendidas
pela Clinica. Salientamos que a equipe de médicos e psicélogos ligados ao projeto participou
ativamente da escolha das emog¢des e dos comportamentos do Buti. Também auxiliaram na
criacdo dos didlogos profissionais de nutri¢do e educacdo fisica participantes do projeto.

Testes qualitativos realizados com 6 usudrios (entre 6 e 12 anos de idade) apontaram que
o Buti teve uma boa aceitacio como CVA. Os usudrios também foram capazes de identificar
mudancas de emocdo do chatterbot durante os didlogos e afirmaram que o mesmo transmitiu
varios conhecimentos sobre assuntos como sadde, esportes, alimentacao, entre outros.

Como principais contribuicdes deste trabalho, podemos citar: a adaptacdo de modelos
psicologicos de personalidade e emocgdo para modelos computacionais com auxilio de
profissionais da area de psicologia; a criagdo de um modelo de Computacdo Afetiva para
Chatterbots com emocdo e personalidade agregadas a um tratamento lingiiistico de inten¢do
(para proporcionar melhor desempenho durante o didlogo); a implementacdo de um protétipo
utilizando o modelo proposto; a criacdo de estratégias para manter didlogos com Chatterbots

tendo como publico-alvo criangas sob tratamento médico.

2CVA-PSCV: "Construgio de um Companheiro Virtual de Aprendizado para um Programa de Promogio da
Saide Cardiovascular na Infincia e Adolescéncia"financiado pelo RHAE-CNPq, e coordenado pela Dra. Sandra

Mattos
3http://www.clubedocoracao.net
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Estrutura da Dissertacao

Este trabalho foi organizado para conduzir o leitor desde a contextualizacdo do problema
até um estudo mais aprofundado sobre o tema de Chatterbots e modelos Psicolégicos. Com

esse objetivo, a dissertacdo encontra-se organizada nos seguintes capitulos:

* Capitulo 2 - apresenta um levantamento sobre a origem dos sistemas de conversacgao, suas
caracteristicas, os paradigmas de construcdo e aplicacdes. Por meio deste levantamento,

foram escolhidas as técnicas utilizadas neste projeto.

* Capitulo 3 - s@o apresentadas teorias de Psicologia que fornecem suporte para criagdo de
modelos computacionais de personalidade e emog¢do, bem como os modelos computa-
cionais em si. Discute-se também o papel que esses modelos computacionais desempen-
ham nos sistemas em que sao utilizados. Sao ainda expostos exemplos de sistemas que

utilizam os modelos discutidos para uso neste trabalho.

 Capitulo 4 - apresenta, em detalhes, todo processo de desenvolvimento do modelo pro-
posto, com foco no processo de estruturacdo dos modelos de emocdo e personalidade
para uso no sistema. S@o mostrados detalhes da implementacdo do protétipo, incluindo

a arquitetura utilizada no seu desenvolvimento.

* Capitulo 5 - apresenta o estudo de caso com o Chatterbot BUTI, ressaltando as adaptagdes
realizadas no modelo geral para a implementacao desse protétipo. E, por meio de testes

com o prototipo, sdo apresentados os resultados para valida¢ao do sistema.

* Capitulo 6 - sdo apresentadas as contribuicdes e conclusdes das atividades desenvolvidas

durante o projeto, bem como a previsao de trabalhos futuros.



CAPITULO 2

Chatterbots

Alan Turing [TURSO0], no artigo "Computing Machinery and Intelligence", discute a possibil-
idade de uma mdquina pensar. Como forma de avaliar a "inteligéncia"da maquina, o autor
propde um teste simples: caso um entrevistador humano nao consiga distinguir se estd dialo-
gando com uma mdaquina ou uma pessoa, entdo a maquina deve ser considerada inteligente.
Esta forma de avaliacdo é denominada de "Teste de Turing"(no original, "Imitation Game").

Apesar das vdrias criticas ao teste proposto por Turing (e.g., [SEA80] por meio da teoria da
"Sala Chinesa"), inimeros sistemas de didlogo foram desenvolvidos tendo por objetivo "passar
no Teste de Turing". Tais sistemas sdo atualmente conhecidos como Chatterbots (ou Chatbots
- robots de didlogo), utilizam técnicas variadas de Processamento de Linguagem Natural e
Inteligéncia Artificial na sua construcao.

O primeiro Chatterbot registrado na literatura foi ELIZA [WEI66]. Com ele, Weizenbaum
demonstrou como um simples programa de computador poderia jogar o "Imitation Game" com
sucesso apenas recorrendo a alguns "truques", como responder a uma pergunta com outra per-
gunta ELIZA € considerado o primeiro passo para a grande difusdo de sistemas de robds de
conversacdo [NB0OS, ZDRO0O0].

Até o momento, nenhum sistema conseguiu passar irrestritamente no teste de Turing. As-
sim sendo, o foco atual desses sistemas ¢ simular um didlogo com um objetivo de enganar
temporariamente um humano, levando-o a pensar que estd conversando com outra pessoa € ndo
com uma maquina [AJCO1]. Periodicamente, ocorrem competi¢cdes para testar o desempenho
dos robds (e.g., Loebner Prize' e ChatterBox Challenge®). O Chatterbot que conseguir enganar
0s juizes por mais tempo leva o prémio.

Com a difusdo da Web, esses sistemas passaram a ser utilizados em diversas aplicagoes,

"http://www.loebner.net/Prizef/loebner-prize.html
Zhttp://www.chatterboxchallenge.com/
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tais como suporte ao consumidor (comércio eletronico), ensino a distancia, marketing, etc. Isso
modificou o conceito original desses robds de conversacdo, que passaram a oferecer uma difer-
ente forma de comunicacio com sistemas de informacgdo, podendo complementar ou substituir
outras formas de acesso a informacao [INSO7].

Neste capitulo, apresentamos algumas aplicagdes de Chatterbots (secdo 2.4), assim como

técnicas utilizadas na sua construcao.

2.1 Técnicas de Desenvolvimento de Chatterbots

Historicamente, os estudos na drea de Inteligéncia Artificial (IA) sdo divididos em dois ramos
principais distintosf WHIO3]: a IA "forte", que lida com a cria¢do de técnicas e métodos bus-
cando a verdadeira resolu¢cdo de problemas; e a IA "fraca", cujo objetivo € a mera simulagdo
do processo de solugio.

Para alguns autores, e.g., [WHIO03, LTKO05], Chatterbots sdo um dos mais proeminentes
exemplos de IA "fraca", por apenas simularem a conversacdo com um humano, por meio de
um banco de respostas para as vdrias entradas inseridas pelo interlocutor. Esta é uma das
maiores criticas feitas a algumas técnicas utilizadas para implementacao de Chatterbots. Esta
no foco deste trabalho aprofundar-se nesta discussdo, uma vez que varios autores possuem
idéias divergentes.

Nesta se¢do, serdo apresentadas técnicas utilizadas no desenvolvimento de chatterbots que
obtiveram boas contribui¢des para o avanco dos estudos na area. [NEV0S5] propde uma classifi-
cacdo das técnicas utilizadas para implementacao de chatterbots em trés "geracdes": a primeira
¢ baseada em técnicas simples de casamento de padrado (e.g., ELIZA) [WEI66]; a segunda in-
clui técnicas de Inteligéncia Artificial [MAU94]; e a terceira geracdo emprega técnicas mais
complexas de casamento de padrao utilizando linguagens de marcac¢ao de texto, como o AIML
(Artificial Intelligence Markup Language) [WALO7d].

Neste trabalho, contudo, ndo utilizaremos tal classificacdo, uma vez que entendemos que as

linguagens de marcagdo também podem ser vistas como uma técnica de casamento de padroes.
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Assim, veremos inicialmente o Casamento de padrdo, na se¢do 2.1.1, e as outras técnicas na
secdo 2.1.2. Para direcionar este estudo, tomamos por base os sistemas que obtiveram bons
resultados no concurso Loebner Prize, por tratar-se de uma das principais competi¢des de de-

sempenho na drea de robds de conversagao.

2.1.1 Casamento de Padrao

A técnica de casamento de padrdes pode ser definida como uma relacdo (casamento) entre
um conjunto de palavras-chaves pré-selecionadas e um grupo de respostas (padrdes) ligadas
aquelas palavras-chaves, sendo respeitada a ordem das palavras-chaves e uma prioridade entre
as respostas [CW02].

Podemos identificar duas vertentes de utilizacdo dessa técnica em chatterbots. A primeira
vertente utiliza algoritmos simples de casamento de padrdes, tendo como principais represen-
tantes os chatbots ELIZA [WEI66] e PARRY [COL75]. A segunda vertente, apesar de ser
simples como a anterior, utiliza uma linguagem prépria de marcacdo de texto, o AIML, sendo

ALICE [WALO7c] sua principal representante.

Casamento de Padrao Simples (ELIZA e PARRY)

Turing previu que 50 anos depois do langcamento do seu artigo de maior repercussao
[TURSO0], i.e., por volta do ano 2000, um computador com inteligéncia seria capaz de ter um
desempenho tdo bom no Imitation Game que um entrevistador teria somente 70% de chance de
identificar se € ou ndo uma maquina que estd sendo entrevistada. Aproximadamente 16 anos
apos a publicacdo do artigo, uma parte desta previsao foi confirmada com a criagio do primeiro
sistema que simulava uma conversa em linguagem natural, ELIZA [WEI66]. Contudo, até a
finalizacdo deste trabalho de mestrado, ndo conseguimos identificar nenhum sistema que tenha
conseguido atingir as expectativas previstas por Turing.

ELIZA [WEI66], como foi denominado pelo seu criador Joseph Weinzenbaum, é um dos

mais antigos e populares sistemas de inteligéncia artificial do mundo, representando o marco
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inicial no desenvolvimento de maquinas de conversagao [AJCO1]. Além disso, este € um dos
sistemas mais estudados da histéria, com tradu¢des para varias linguas, e que mesmo 40 anos
apos seu lancamento ainda encontra-se disponivel para conversagao.

Este chatbot foi criado para simular um psicanalista que utiliza o principio Rogeri-
ano[ROG51]. Esse método centraliza a terapia no paciente, estimulando-o a falar sobre si a
maior parte do tratamento. Aqui, o terapeuta responde as perguntas do paciente com outras
perguntas, por vezes utilizando partes das frases dita pelo paciente anteriormente. A pergunta
em forma de resumo do que foi falado faz com que o paciente seja estimulado a continuar con-
versando e expondo mais os sentimentos. Neste caso, o terapeuta desenvolve um trabalho de
"direcionador"da conversa, ndo fazendo ponderacdes ou apresentando explicacdes ao paciente.
Esse método € de simples implementacdo, uma vez que o chatterbot ndo precisa responder aos
questionamentos do usudrio, ndo precisando ter conhecimento sobre relacionamento entre pes-
soas ou demais assuntos que poderiam ser citados pelo paciente. Por exemplo, ao escrevermos
para ELIZA "Eu quero ser uma pessoa melhor", ela podera responder algo como "Por qué vocé
quer ser uma pessoa melhor?".

A Figura 2.1 apresenta um trecho de didlogo realizado com ELIZA3.

Eliza;: Hello. I am ELIZA. How can I help you?

User: I can't say what I want because my girlfriend is
jealouss.

Eliza: Why do you say your girlfriend is jealouss?

User: Because she fights with me all the time that a
beautiful woman 1s passing by,

Eliza: Do any other reasons not come to mind?
User: No, I don't give any reason to her.

Eliza: You are being a bit negative.

Figura 2.1 Conversa sobre ciiime com o chatbot ELIZA

Shttp://www-ai.ijs.si/eliza
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[MOUO3] observa que ELIZA, com apenas 204 linhas de c6digo, consegue realizar a sim-
ulacdo de didlogos coerentes.

Este chatterbot possui um mdédulo de casamento de padrdes e outro de regras gramaticais.
Ao receber uma sentencga digitada pelo usudrio, o sistema identifica as palavras mais impor-
tantes e, depois, aplica uma regra de modificacao na sentenga classificando a importancia das
palavras de acordo com um mini-contexto (sujeito, verbo, etc.). Em seguida, compara a sen-
tenca modificada com uma lista de padrdes (decomposi¢dao). Ao encontrar o padrdo que mais se
adéqua aquela sentenca, realiza uma anélise com base em regras gramaticais de decomposicao
e monta as respostas a partir de uma lista de templates (modelos de respostas), com regras de
reconstrugdo de frases associadas as regras de decomposi¢ao.

A Figura 2.2 apresenta um exemplo do funcionamento do algoritmo [O"05]. Neste exem-
plo, o usudrio digitou (a sentenca "I remeber you") a sentenga "I remember you"que continha
a palavra "remember"(verbo "lembrar"). Depois, foi selecionado o padrao de decomposicao "*
i remember *"("* eu lembro *"). Este padrdo possui vdrias respostas para essa entrada, como

pode ser visto na figura.

Palavra-chave Prioridade

Lo/

key:remember 5 Padrao

decomp: * i remember * 4—| Possiveis Respostas

reasmb: Do you often think of (2)?

reasmb: Does thinking of (2) bring anything else to mind ?
reasmb: What else do you recollect ?

reasmb: Why do you recollect (2] just now ?

reasmb: What in the present situation reminds you of (2} ?
reasmb: What is the connection betweenme and (2) ?

Figura 2.2 Exemplo de fluxo de processamento em ELIZA [O"05].
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As respostas podem utilizar palavras que aparecem na sentenga digitada pelo usudrio para
preencher espacos (slots) representados aqui como "(2)". Neste exemplo, seria a palavra que
aparece depois da palavra "remember" (possivelmente, um pronome ou nome préprio), podendo
formar uma resposta como "Why do you recollect me just now?" ("Por qué vocé recorda-se de
mim justo agora?").

A Figura 2.2 apresenta um exemplo do funcionamento do algoritmo [O105]. Neste exem-
plo, o usudrio digitou uma frase que continha a palavra "remember"(verbo "lembrar") o qual
foi colocada com prioridade 5. Depois foi selecionado o padrao de decomposi¢ao "* i remem-
ber *'("* eu lembro *"). Este padrdo possui vdrias respostas para essa entrada. As respostas
podem fazer o uso de uma palavra que foi digitada pelo usudrio (2), neste caso € a palavra que
se encontra depois da palavra "remember" (possivelmente, um pronome), podendo forma uma
resposta como "Why do you recollect me just now?" ("Por qué vocé recorda-se de mim justo
agora?").

Em contrapartida, a simplicidade do sistema ELIZA possui algumas limitagdes. Por nao
possuir memoria, ela ndo consegue lembrar o que foi discutido anteriormente, portanto, nao
possui controle global da conversa. Isto significa que, a qualquer momento, o usudrio pode
repetir um trecho de didlogo j4 realizado, ou fazer um cumprimento, como "Ol4d", e obter
resposta sem nenhum questionamento do porqué de se estar realizando um cumprimento no
meio da conversa.

Outra limitacdo dessa abordagem € que algumas respostas construidas podem desanimar o
usudrio, uma vez que a modificacdo da entrada pode gerar didlogos um tanto confusos. Por
exemplo, ao enviar a entrada "I’m just fine thanks"("Eu estou bem obrigado"), o sistema pode
retornar algo como: "How long have you been just fine thanks?"("H4 quanto tempo vocé esteve
bem obrigado?").

Contudo, mesmo com essas limitacdes, os chatterbots THE PC THERAPIST [SCAO00] e
HEX [DONO0O] baseados na arquitetura de ELIZA, no periodo de 1991 a 1996, ganharam cinco
dos seis prémios Loebner aos quais concorreram.

Outro sistema de sucesso que utiliza casamento de padrao com técnicas parecidas com as

utilizadas por ELIZA é o PARRY [COL75]. Com um contexto diferente do seu antecessor,
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PARRY tem o objetivo de simular o comportamento de uma pessoa parandica, isto €, uma pes-
soa que possui uma psicose caracterizada por idéias de perseguicao, reivindicagdo e grandeza,
as quais se desenvolvem progressivamente. A esséncia de PARRY torna as respostas plausiveis
de forma a aparentar ter sempre algo a dizer e sempre deixando um ar de mistério e parandia,
isto &, trechos de conversa confusos podem ser interpretados como um distudrbio.

O algoritmo de PARRY ndo € muito diferente do utilizado por ELIZA. Ele ndo sabe muito
sobre o mundo, ndo apresenta algoritmos para andlise sintdtica e trabalha com um conjunto de
padrdes. A evolucdo apresentada por este trabalho é com a utilizacdo de um modelo emocional
que simula emog¢des como medo, raiva e desconfianca. Essas emog¢des sdo identificadas por
valores numéricos em que a intensidade varia de acordo com o que PARRY "pensa"a respeito
do assunto que esta sendo discutido [GALO3].

Outra diferenca entre PARRY e ELIZA € que, nos casos em que o casamento de padrdes
ndo retorna nenhum resultado, o sistema utiliza respostas com temas especificos de uma base
de conhecimento, como por exemplo, falar sobre "méfia", como visto na Figura 2.3 extraido

do artigo original do sistema [COL75].

User: Do you know any Italian crooks?
PARRY: ITRY TO AVOID THE UNDERWORLD.
User: Are you afraid of the underworld?

PARRY: THE MAFIA ARE THE WORST
GANGSTERS.

User: Are you connected with the mafia?

PARRY: YOU KNOW, THEY KNOW ME.

Figura 2.3 Trecho de conversa com PARRY

Para validar o sistema, Colby criou a sua prépria versao do "Imitation Game", convidando
psiquiatras para conversar com pessoas parandicas € com PARRY a fim de descobrir quem

era o robd. O resultado do teste comprovou o bom desempenho de PARRY, uma vez que os
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psiquiatras ndo conseguiram distinguir quais eram os humanos e qual era o sistema.
Casamento de Padrao com Linguagem de Marcacao (ALICE)

A.LI.C.E. (Artificial Linguistic Internet Computer Entity) [WAL95] € um dos Chatterbots
mais populares da atualidade. Esse sucesso € devido ao sistema ser um dos primeiros a apre-
sentar uma boa interface grafica e por possuir uma vasta base de didlogos, contando com um
bom poder de comunicacao (Figura 2.4 obtida no site http://www.alicebot.org). Diferente de
ELIZA e PARRY, esse sistema fornece vérias informagdes pessoais, além de atuar como uma

secretdria que lembra as pessoas dos seus compromissos.

& A.LLC.E. Al Foundation

>

ALICE:

You say!

Benefits of Membership

Silver ALICE Edition

Figura 2.4 Interface do robo de conversacdo A.L.I.C.E.

O sistema utiliza para a especificagdo da base de didlogos a linguagem de marcacao AIML
(Artificial Intelligence Markup Language) [WALO7a], a qual é considerada uma extensdo de
XML (eXtensible Markup Language), herdando toda a padronizagdo da linguagem pai, que é
formada por TAGs [BT06]. Na Figura 2.5 pode-se verificar um trecho do log de um didlogo
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com ALICE durante os teste do Prémio Loebner de 20014, ano em que o sistema foi o vencedor

da competicao.

Judge03: MY NAME IS Judge(3

ALICE: Hey Judge(3

Judgel3: so Joe what do yvou know

ALICE: Right on. I only hear that type of response less than five percent of the time.
Judge03: what do vou hear the rest of the time

ALICE: [ like to chat with my friends.

Judge03: how many friends do vou have

ALICE: I have dozens of human and robot friends. How many friends do vou have?
Judgel3: only robot friends I'm afraid

ALICE: What about the other ones?

Judge03: robots do it for me

ALICE: Robots mule.

Figura 2.5 Trecho de um didlogo com ALICE

Além das caracteristicas ja citadas, o sucesso de ALICE € em parte conseguido pela popu-
laridade da linguagem AIML, que possuir uma sintaxe bem simples, e também pela variedade
de interpretadores que podem ser encontrados para essa linguagem [WALO7b]. Na pédgina da
ALICE Foundation® encontram-se exemplos de interpretadores em LISP, JAVA, PHP, PERL,
NET, dentre outros.

As caracteristicas do AIML favoreceram a escolha desta linguagem para utilizacdo neste
projeto de mestrado. [AJCO1] cita o AIML e o interpretador de ALICE como uma interessante
ferramenta para investigar a dindmica social que envolve as relacdes humano-computador, e

sdo utilizadas para diversos projetos na Internet, sendo alguns disponibilizados no servidor

4http://www.loebner.net/Prizef/ZOO1_Contest/Richard_Wallace.txt
Shttp://www.alicebot.org
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para hospedagens de chatbots PandoraBots®.

2.1.2 Outras técnicas de implementacao de Chatterbots

Apesar dos bons resultados apresentados pelas técnicas de casamento de padrdo, alguns
pesquisadores se mostraram insatisfeitos com os resultados obtidos. Movidos pela grande
demanda de robds de conversagdo, impulsionada pelo crescimento da Web, comegaram a
buscar outras técnicas para essa aplicacdo. Veremos aqui alguns chatterbots que obtiveram

destaque, juntamente com as técnicas inovadoras utilizadas em suas implementagdes.

Redes de Ativacao e Modelos de Markov (JULIA e MegaHAL)

Um dos sistemas a utilizar uma técnica diferente das discutidas que obteve bons resultados
foi JULIA [MAU94]. Ela foi criada por Michael Mauldin para atuar como um personagem em
um TinyMUD (Multi-User Dimension ou Multi-User Dungeons)[CUR92]7, com o objetivo de
auxiliar outros jogadores, fornecendo dicas e mensagens do banco de dados do mundo virtual.
Diferente dos outros chatbots, JULIA possui bastante conhecimento sobre o mundo onde atua,
uma vez que este tem um escopo reduzido, fornecendo um nivel de conversagao aceitavel sobre
o assunto. O fato de todas as acdes no jogo serem realizadas por meio de texto escrito facilita
a obten¢do de conhecimento pelo sistema, podendo auxiliar os jogadores na tomada de decisdao
[FONO97].

Outra caracteristica interessante encontrada em JULIA € a incorporac@o na sua base de
conhecimento de uma personalidade feminina, fazendo com que, em determinados periodos do
més, o bot reclame que esteja sofrendo de tensdo pré-menstrual (TPM), o que pode alterar o
seu humor.

Julia possui duas versdes distintas. A versdo original é baseada em um conjunto de regras

Ohttp://www.pandorabots.com
"TinyMUD ¢é um mundo virtual de um jogo em que vérios usudrios jogando em rede controlam personagens

em ambientes de interfaces de texto. Este mundo é formado por salas, passagens por onde os usudrios podem

trafegar, e por objetos (armas, dinheiro, comida, etc.) com as mais diversas finalidades
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de casamento de padrdes simples controladas por ativagdo baseadas em respostas, técnica de-
nominada por Mauldin de Redes Conversacionais. Em uma Rede Conversacional, cada n6 é
representado por um conjunto de padrdes, uma resposta simples, uma lista de nds estimulados e
outros inibidos. Ao receber uma entrada do usudrio, o sistema avalia qual padrado serd acionado
e 0s nds que contém este padrdo serdo estimulados, sendo o de maior nivel de excitacdo sele-
cionado, retornando a resposta ao usudrio.

Para concorrer ao Prémio Loebner de 1992 e 1993, o sistema sofreu algumas modificagdes.
Uma das mudancas foi a inclusdo de contexto, que no primeiro ano teve como foco o esporte
hockey e, no segundo ano, teve como foco animais de estimagdo (Pets). A Figura 2.6 traz um

trecho da participagdo da JULIA na competicdo de 1993, retirada de [CHE96].

Judge: Do vou have pet at home?

Julia: I'd rather have a real pet, like a cat. Cats are me favourite, because you can pet cats and
thev're easv to keep.

Judge: Do vou know anything about miniature schnauzers?

Julia: T don't know anvthing about miniature schnauzers, Judge.

Judge: Well, I have one. We call him Pucci. Heis a crazv cat — have vou ever had a cat?
Julia: What a coincidence! I have two cats.

Judge: I prefer dogs mvself. Cats are too independent and they always jump up on. By the way,
are you a hep cat?

Julia- People don't own cats___ it's the other way around.

Figura 2.6 Trecho da conversa com JULIA sobre Pets

Além da inclusdo de contexto para a participagdao na competi¢do, a estrutura do sistema foi
modificada com a insercdo de um método que utiliza um modelo de Markov para simular o
atraso no intervalo de digitacdo de sentencas. Esse atraso tem o objetivo de aparentar que é um
humano que esta "digitando"a resposta e ndo que ela j4 estd pronta na base de didlogos de um

Chatterbot.
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Com uma utilizacdo diferenciada de cadeias de Markov, [HUT98] criou MegaHAL. Esse
sistema constréi um modelo de linguagem baseado nas informacdes obtidas durante a conversa
com um usudrio, e por meio deste modelo escolhe a melhor resposta. A Figura 2.7 apresenta

um trecho de didlogo retirado do artigo original do sistema [HUT98].

MegaHAL: when we begin to resolve some of mv thumbs, something wicked this way comes
User: what is the meaning of vour last assertion?

MegaHAL: have vou learned since we last spoke?

User: I've learned I'm not experienced enough to modelize your brain system

MegaHAL: You ve finallv confused me.

User: I've learned nothing

MegaHAL: Have vou learned anvthing about insanity”

User: are vou stupid

MegaHAL: I AM NOT STUPID! REALLY!

Figura 2.7 Conversa com MegaHAL

Apesar de terem utilizado uma técnica inovadora na sua area, JULIA e MegaHAL nao

ganharam o prémio Loebner quando concorreram, ficando com o terceiro lugar.

Logica Difusa (JFRED - Barry e Alfred)

Outra tecnologia nesse ramo que pode ser citada é a FRED (Functional Response Emulation
Devices) [CGNO7]. Essa tecnologia foi utilizada para a criacdo da ferramenta JFRED, que
¢ uma API para constru¢dao de chatterbots para Web utilizando a linguagem Java. A base
de conhecimento dos sistemas criados com o JFRED utiliza a linguagem JRL (Java Ruleset
Language), a qual € baseada em logica difusa (fuzzy logic) [KOS97] para constru¢do de um
conjunto de regras para mapear palavras-chave e expressdes regulares, a serem utilizadas no

casamento de padrdo das sentencas do usudrio.
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Barry: I'm afraid my English 1sn't very good vet.

Human: no thing, I'm 1n college and my English 1sn't very good yet
Barry: Howdy 1n college and your English 1s not very good yet
Human: it's easy, just seem like you have potential and they let you in.
Barry: Do you drink?

Human: occasionally

Barry: United States 1s nice - [ like drinking the water there.

Human: just about everywhere I've been the water sucks

Figura 2.8 Conversa com chatbot Barry que utiliza a tecnologia JFRED.

Com essa tecnologia foram criados dois chatterbots que concorreram ao Prémio Loebner,
Barry DeFacto e Alfred. Barry DeFacto conseguiu somente a quarta colocacdo no ano de
1997. O chatbot Albert teve um melhor desempenho ganhando o prémio nos anos de 1998 e
1999. A Figura 2.8 mostra um trecho da conversa de Barry DeFacto durante o concurso de

1997 [CGNI97].

Aprendizagem Automatica (Ultra HAL e Joan)

Os tiltimos ganhadores do Prémio Loebner até a publicagdo deste trabalho foram o Joan®
(2005 e 2006) e Ultra HAL? (2007). Contudo, nenhum deles deixa o codigo disponivel para
que possa ser realizada uma boa avaliac@o da tecnologia utilizada. Vale salientar que o Ultra
HAL nio tem nenhuma ligagio com o chatterbot MegaHAL, que foi discutido anteriormente'©.

[GILO7] aponta que a tecnologia utilizada pela empresa Zabaware no Ultra HAL € baseada
em auto-aprendizagem a partir da interacdo com o usudrio, isto €, caso o usudrio converse com

o sistema sobre informagdes relevantes e tteis, o chatbot fica com mais "entendido"sobre o

8http://www.icogno.com/joan.html
http://www.zabaware.com/Webhal
190 nome HAL que ambos utilizam faz referéncia o robd "HAL 9000"do filme 2001: Uma Odisséia no Espago
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Figura 2.9 Ultra HAL funcionando como agenda de compromissos.

assunto, tornando-se mais util ao usudrio. A Figura 2.9, retirada do site da Zabaware!! ilustra
a utilizacao de Ultra HAL como uma agenda de compromissos.

Joan utiliza a tecnologia Jabberwacky!?, que tem a mesma idéia de auto-aprendizagem do
Ultra HAL. A principal diferenca é que esta tecnologia utiliza uma base de dados com todas
as conversas que ja teve via Web como "experiéncia"para langar a préxima resposta [JOHO6].

Na Figura 2.10 é apresentada uma conversa com um dos bots que utilizam a tecnologia Jab-

Uhttp://www.zabaware.com
Zhttp://www.jabberwacky.com
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berwacky.

user: Your name is Polly.

Psylon: You don't know me THAT well.
user: Yes, your name is POLLY!
Psylon: Is that what vou want to call me?
user: Yesitis.

Psylon: Then that 1s my name.

user: Good.

Psylon: What 1s your name?

user: My name 1s Simone de Beauvoir.
Psvlon: Lovely name.

user: Thanks, Polly.

Psylon: You're welcome.

user: How are you feeling?

Psylon: Dimensionless. What about you?

Figura 2.10 Chatterbot com a tecnologia Jabberwacky

Uma caracteristica interessante no Jabberwacky é que o usudrio pode escolher que emog¢ao
estd sentindo no momento como reagdo a algo que estd sendo discutido. Por exemplo, o bot
pode comecar o didlogo afirmando que vocé estd atrasado, € como resposta o usudrio pode

enviar a emocao de "estar surpreso”ou que "desaprova'o comentdrio do bot.

Raciocinio Baseado em Casos (RBC)

A empresa Inference (Califérnia, EUA) criou um chatterbot cuja base de conhecimento
interagia como uma ajuda a central de atendimento ao consumidor [KEO99]. Esse sistema faz
uso da técnica de Raciocinio Baseado em Casos (RBC) [KOL93]. Ao receber uma pergunta de
um consumidor, o sistema realiza uma busca em uma base que contém um conjunto de casos

passados a procura de uma solucdo. A resposta é baseada nos casos anteriores e possivelmente
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adaptada ao caso atual, na busca para solucionar o problema do consumidor.

2.2 Estudo Comparativo

Para melhor avaliar as tecnologias utilizadas para implementacdo de chatbots citadas nas se¢oes
anteriores, [GALO3] construiu um quadro comparativo com critérios relevantes para a andlise

do desempenho desses sistemas. Os critérios utilizados pelo autor foram:
1. Memodria: possibilidade de o sistema armazenar informagdes do usudrio e do didlogo;
2. Contexto: capacidade de contextualizac¢do;

3. Personalidade: utilizacdo de um modelo de personalidade para a constru¢do da personal-

idade do sistema;

4. Portabilidade: possibilidade de utilizacdo de diferentes linguagens de programagdo em

ambientes multi-plataforma;

5. Propriedade: indica se o cédigo do sistema é proprietario ou livre (em caso de cédigo
proprietario, as caracteristicas dos sistemas/tecnologias que nao puderam ser avaliadas

estdo indicadas pelo sinal "?7").

O Quadro 2.1 foi adaptado do levantamento realizado por [GALO3]. Foram utilizados os
critérios citados acima, com excecao de Portabilidade (uma vez que somente a tecnologia
AIML ¢é portdavel). Além disso, ao invés de avaliar o modelo de personalidade utilizado, foi
observado o uso de personalidade ou emocao pelo chatterbot, sendo este critério denominado
de Computacdo Afetiva (C.A.), conceito que serd discutido no capitulo 3 deste documento.

Por meio dessa anélise, pode-se verificar a existéncia de implementa¢des com uso de per-
sonalidade, sendo que cada uma utiliza um modelo diferente e mais voltado para o contexto
em que estd inserido o chatbot. Contudo, isso demonstra que hé possibilidade de adaptacdo de

modelos de personalidade e emogdo para utilizagdo nesses sistemas.
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Quadro 2.1 Avaliacdo das diferentes tecnologias para implementacdo de chatbots.
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Chatbot Memoria | Contexto C.A. Propriedade
ELIZA Nao Nao Nao Livre
JULIA Nao ? Personalidade | Proprietario
AIML Sim Sim Personalidade Livre
JFRED Sim Sim Nao Livre

Jabberwacky Sim Sim ? Proprietéria
Ultra HAL Sim Sim Personalidade | Proprietéria

A tecnologia AIML foi apontada como a melhor ferramenta para desenvolvimento deste
projeto de mestrado, por possuir caracteristicas como memdria, possibilidade de contextual-
izag@o e por ser de cédigo livre podendo ser utilizada e modificada. Apesar da diversidade de
tecnologias para construcdo de chatterbots (citadas na secdo 2.1.2), sendo algumas bem mais
complexas do que o AIML , este obteve resultados expressivos no Prémio Loebner (vencendo
os anos de 2000, 2001 e 2004), e tem 6tima aceitacdo pelos desenvolvedores de chatterbots,
apresentando no PandoraBots'? mais de 95.000 botmasters'# e 116.000 bots cadastrados no
servidor, sendo este mais um motivo para utilizagdo desta tecnologia neste projeto.

Nas se¢Oes seguintes, sao detalhadas mais caracteristicas de chatterbots que serdo utilizados

neste projeto.

2.3 Agentes Conversacionais Incorporados

Quando um didlogo € realizado somente pelo meio textual, podem-se perder aspectos impor-
tantes do discurso, fazendo com que o significado da mensagem seja mal interpretado [JSO7].
Esta afirmacdo exprime a necessidade da utilizacdo de mecanismo que auxiliem na interacdo
entre o chatterbot e o usudrio.

Para suprir essa necessidade, surge o conceito de Agentes Conversacionais Incorporados

B3Dados retirados do site www.pandorabots.com em: OUT/2007

4“mestres/ projetistas de chatterbots
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(do inglés, Embodied Conversational Agents). Estes sdo agentes animados (neste caso, chat-
bots) que realizam o didlogo por meio de fala, olhar, gestos, entonacdo e outras modalidades
ndo verbais para simular a experiéncia da conversagao face-a-face entre humanos, fazendo com

que se possa estabelecer uma relacdo de confianga entre ambas as partes [BCO1].
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Figura 2.11 Exemplo de Agente Conversacional Incorporado

Um exemplo de sistema que utiliza essa tecnologia é GRETA [PT05]. Respeitando os
gestos e expressoes faciais, esse sistema foi implementado com detalhes como contracdes dos
musculos da face sendo esses sincronizados com a fala, e outras modalidades de comunicagdo
[RT03].

A SitePal, empresa conveniada ao servidor PandoraBots, oferece mais de 50 modelos per-
sonalizados de agentes incorporados que utilizam a tecnologia de design para Web Adobe Flash

e AIML para compor a base de conhecimento. A Figura 2.15 apresenta um exemplo de chatbot
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criado no SitePal 1.
Como o servigco prestado pelo SitePal é pago, para este projeto serd feito um design uti-
lizando a mesma tecnologia empregada pela empresa (Adobe Flash) em conjunto com a lin-

guagem AIML. Mais detalhes serdo discutidos posteriormente.

2.4 Aplicacoes de Chatterbots

A World Wide Web, ou simplesmente Web, teve um papel central no aumento de aplicacdes
com Chatterbots. Esse interesse foi inicialmente impulsionado pelo Comércio Eletronico (E-
Commerce), que apresentava uma demanda significativa por estratégias inovadoras, com o ob-
jetivo de aumentar as vendas e assegurar a lealdade dos consumidores [ALJO1].

Com a utilizacdo comercial dos chatterbots, outras categorias de robds de conversagdo
foram surgindo, tais como os bots para entretenimento, busca especializada, guias interativos,
atendimento ao consumidor, Companheiros Virtuais de Acompanhamento (CVA), entre outros

[LT03]. Nas se¢Oes a seguir sdo apresentadas algumas das aplicagdes citadas.

E-Commerce

O comércio eletronico vem mudando o paradigma de compra e venda no mundo. O esforco
feito pelo consumidor para se deslocar de um lugar para outro geograficamente separado é
encurtado para um simples "clique a distancia"de uma loja para a sua concorrente [AP02]. O
crescimento das vendas on-line € um bom incentivo para os consumidores que ainda t€ém receio
de realizar esse tipo de negdcio. No Brasil, junto com o aumento da quantidade de internautas,
o nimero de consumidores on-line cresce em um bom ritmo, tanto que a média do crescimento
do faturamento do varejo on-line € de aproximadamente 160% por ano [ECO7].

Nesse contexto, as lojas virtuais precisam de interfaces com capacidade de humanizar o

processo de venda e ganhar a atencdo do consumidor, entendendo suas necessidades e dando

Bhttp://www.sitepal.com/portuguese
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suporte durante todo processo da transacdo. Essa personalizacdo € muito comum na drea do
comércio eletrOnico, tanto que o usudrio explicitamente quer que o site guarde suas preferéncias
para poder servi-lo com mais eficiéncia no futuro [AT02, GF03]. Algumas dessas necessidades
foram apontadas no projeto COGITO'® [COGO07].

Este cendrio expde a forma como robds de conversacdo podem ser utilizados. Sob a ética
de personalizacdo, [TS00] criou uma arquitetura baseada no projeto COGITO que extrai in-
formacdes do consumidor por meio de um cadastro e de conversas anteriores (logs) com o
Chatterbot. Essa arquitetura faz com que a solicitacdo de buscas por produtos seja mais dire-
cionada as caracteristicas pretendidas pelo cliente, como marca, faixa de preco, etc.

Ainda na drea de E-commerce, outra aplicabilidade de robds de conversagao € o de Atendi-
mento/Suporte ao consumidor. [GIAO02] identifica que a maioria das perguntas feitas pelos
consumidores aos Suportes de Atendimento ao Cliente poderiam ser facilmente respondidas
por meio da utilizacdo de uma base de conhecimento. Assim, as empresas que trabalham on-
line conseguem reduzir os custos e acelerar o processo de atendimento, e esta acdo torna-se

mais humanizada com a participagdo de Chatterbots.

hel, olen Sanelma.

Juittede Sansiman kanssa, kinjolta sanctiavasi ja paina enternis.

Figura 2.12 Sanelma: Chatterbot que auxilia na venda de obras de arte.

16Projeto da Unido Européia fundado no 5th Framework Programme sob o contrato IST-1999-13347
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Um exemplo de aplicacdo de chatterbots no auxilio a vendas on-line € Sanelma [MUMO7].
Sanelma (Figura 2.12) é uma pessoa ficticia que fala sobre um museu, provendo informacdes
sobre certas pecas de arte e suas caracteristicas, tais como valor, procedéncia, dividas sobre o

autor, etc.

Entretenimento

Uma das principais aplicagdes de chatterbots tem por objetivo criar robds para diver-

tir/entreter o usudrio. Para realizar essa tarefa, o robd deve possuir vérios atributos que prendam

a aten¢do do usudrio, tais como tragcos de personalidade, inten¢des ou atitudes [AJCO1].

Vocé: Vamos falar sobee sexo
SeteZoom: Pra mum, sex0 ¢ como dgua, tenho que estar com sede para beber
Vocé: Voce gosts de 1exo?

SeteZoom: Quem nio gosta? Pan oum sexo cammba lade 3 hdo de sentmmento. Nio
coniepuna transar 8o pelo sxoples fato de satefaser mmbas neceimdade fimca Premso postar e
gostar bastante

Vocé: Quem voce amay

Setefoom: Amar imar uma pessoa voce ques dizesr Mo momento, estou super
desencanada. Nio estou spamonsds por nmpném

Figura 2.13 Close-up Se7e Zoom - chatbot que conserva sobre assuntos diversos.

Um sistema que foi bastante difundido nacionalmente foi a Close-up Se7e Zoom'” (Figura
2.13). Se7e Zoom € uma modelo virtual que faz parte de uma campanha publicitaria do grupo
empresarial UNILEVER, cujo objetivo é conversar com o usudrio sobre moda, sexualidade e

outros temas diversos.

17Se7e Zoom recebeu o 5° Prémio de Midia Estadio na categoria "Case de Midia Digital -

http://www.inbot.com.br/imprensa/estadao/premio/".
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Companbheiro Virtual de Acompanhamento

Para atender a demanda por maior qualificacdo, acompanhando as exigéncias do mercado
mundial, o sistema capitalista exige que a educacgdo e a difusdo do conhecimento sejam real-
izadas de maneira mais dinamica e eficiente [ALV07]. Como alternativa, individuos e organiza-
coes estdo fazendo uso do Ensino a Distancia (EAD) como ferramenta de educagdo continuada.
[ANO3] destaca que o EAD é uma modalidade de ensino-aprendizagem por meio de suportes
tecnoldgicos digitais e de rede, denominados Ambientes Virtuais de Aprendizagem (AVAs),
sendo essa empregada como complemento ao ensino presencial, para ensino misto ou comple-
tamente realizado a distancia.

Como toda nova tecnologia apresentada para educacdo, o EAD apresenta vantagens e
desvantagens. Pode-se citar como vantagens a possibilidade de atingir uma maior audiéncia,
possibilita ao aluno escolher as rotas de aprendizagem, compartilhamento de recursos, den-
tre outras. Como desvantagens, podem ser citadas a impessoalidade do processo pela falta da
interag@o educador-aluno, e a dificuldade em lidar com a tecnologia [ALVO7].

Para diminuir o sentimento de isolamento, e tornar o tratamento dados aos estudantes menos
impessoal, [RN03, WENS87] apud Torredao [TORO0S] aponta que o uso de agentes inteligentes,
implementados por meio de técnicas de Inteligéncia Artificial em conjunto com a Psicolo-
gia Cognitiva, favorece uma interagdo mais natural e préxima dos ambientes presenciais entre
aprendizes e Ambientes Virtuais de Aprendizado.

Os agentes inteligentes que fazem parte dos AVAs possuem vdrias denominagdes, como
agentes pedagogicos, companheiros virtuais de aprendizado (Learning Companions ou guias
virtuais animados (Guidebots) [DAO2]. Neste trabalho serd adotado o termo Companheiro Vir-
tual de Aprendizado (CVA). A utilizagao de Chatterbots como CVAs tende a tornar o ambiente
mais atraente e dindmico, o que passa a caracterizar esses ambientes como i-learning (do inglés,
aprendizado inteligente).

Alguns casos de sucesso do emprego de CVAs que podemos citar sdo o projeto VICTOR!® e

Bhttp://victor.cesar.org.br
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Figura 2.14 Ambiente inteligente de aprendizado com auxilio do VICTOR.

o Robd Ed'°. O VICTOR (Virtual Intelligent Companion for TutOring and Reflection) (Figura
2.14) trabalha como um tutor inteligente em um ambiente inteligente de aprendizado para Edu-
cacdo em Gerenciamento de Projetos (Project Management Knowledge Learning Environment
- PMK).

O Robo Ed (Figura 2.15 faz parte do Programa Nacional de Racionalizagdo do Uso dos
Derivados do Petréleo e do Gas Natural (CONPET)?°, com o apoio da Empresa de Petréleo
Brasileiro SA (PETROBRAS). Este chatbot conversa sobre o meio ambiente e as modificacdes
que este sofre. Diferente do VICTOR, o Robd Ed ndo apresenta um ambiente centralizado de
aprendizado, fazendo uso de direcionamento do usudrio por links para leitura ou comentarios

sobre algo lido durante a conversa.

Yhttp://www.inbot.com.br/ed/popup.htm
2Ohttp://www.conpet.gov.br



2.5 CONSIDERACOES FINAIS 28

"W o, mct v b - Rt Fd < | oerewe | amigr - e rorpek o bremitl < Maerla Fiefoy  %oam - el

s e . iakiaE i i
lecal da goracie da o a slbtrics atrnves
i Arpua. Funclonn assim: g cormontegs de mm
rin & dicedionnda para o dsing, Rasa e
Eulis egipivigsy fan alla velocidades & pssin
un, que figpoda & charmada
sforma este movimonto
am oketrickiade. & mosma qua “sai” da
tomada onds sei oomiputador, TV, viloo
e, Chineisiro @io, ssiie Iipeiios.
i fomn @ dgua far gear a furtna?
Farn pisvegiele glear ama Durfdneg, o Sgoa Tein |
i passar por ela com muails lorca, Nomis
wsini hidreléirics, naess Forca weam de mm
desnivel bom grande gue poda sor nodorasl
(wmin cachoolra no cmrsa do rie) oo crindo
[atraniss do wnsa borrsgom ).

Figura 2.15 Robé Ed conversando sobre modifica¢des no meio ambiente.

2.5 Consideracoes Finais

Neste capitulo foi apresentada a evolug@o no desenvolvimento de Chatterbots. Esses sistemas
passam a ser vistos como uma nova forma de acesso a informag¢des e ndo mais como um
programa capaz de simular um didlogo para enganar temporariamente um humano.

Mostrou-se que existem varias técnicas para construg¢do de robds de conversacao, tais como
casamento de padrdo, 16gica difusa, aprendizagem automatica, dentre outras. Apesar de exis-
tirem técnicas mais complexas e que apresentam um bom desempenho, a técnica de casamento
de padrdo, mais especificamente a que possui a linguagem de marcacao AIML, oferece um bom
desempenho e € a mais utilizada no desenvolvimento desse tipo de sistema. Essa afirmagao foi
reforcada por meio de um estudo comparativo do AIML com as demais técnicas apresentando
as melhores caracteristicas para serem utilizadas nesse projeto.

Observou-se a necessidade do uso da técnica de Agentes Conversacionais Incorporados,
0s quais visam adicionar aspectos nao verbais ao didlogo para aumentar o desempenho na
interacdo entre o Chatterbot e o usudrio. A principal necessidade da utilizacdo dessa técnica

¢ proporcionar a estrutura necessdria para expressao de emocdes de forma ndo textual pelo
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sistema.
O préximo capitulo apresenta alguns conceitos da drea de Psicologia que fornecem suporte
para a criagdo dos modelos computacionais de emocao e personalidade que serdo utilizados

nesse projeto.



CAPITULO 3

Computacao Afetiva

Uma das finalidades do estudo de Inteligéncia Artificial € prover técnicas formais para o de-
senvolvimento de sistemas computacionais que expressem comportamento inteligente ao ex-
ercerem certas atividades [LEOO7]. Os Agentes Conversacionais Incorporados (como visto no
capitulo 2) sdo um exemplo de sistema que tenta cumprir com esse objetivo.

Para aumentar o grau de realismo dos didlogos com companheiros virtuais, o0s
pesquisadores vém construindo modelos e simulando algumas qualidades humanas, como a
personalidade e emoc¢do [GEB06]. A drea da IA que estuda a modelagem computacional de
influéncias emocionais, ou outros tipos de fendmenos afetivos, é conhecida como Computagao
Afetiva [PIC97].

Neste capitulo, serdo apresentados os principais modelos psicoldgicos adaptados para com-
putagdo utilizados em Chatterbots (secdo 3.1) e, em seguida, algumas aplicacOes existentes

desses modelos (secao 3.2).

3.1 Teorias Psicoldgicas

A fim de criar um modelo coeso e coerente de emog¢do e personalidade em agentes compan-
heiros virtuais, foi necessario investigar os conceitos basicos de algumas teorias psicoldgicas
utilizadas na Computagdo Afetiva. Assim, esta secdo apresenta algumas teorias da psicologia,

assim como os modelos computacionais que serdo utilizados no desenvolvimento do projeto.

30
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3.1.1 Personalidade e Emocao

O conceito de personalidade ¢ um dos mais discutidos na Psicologia, ndo havendo consenso
sobre uma definicdo precisa do seu significado. Isso abre espaco para que praticamente cada
pesquisador tenha uma interpretacdo diferente para esse conceito, tanto que, ainda por volta
dos anos 1930, o autor [ALL37] catalogou 50 defini¢des diferentes do termo.

[PASO0] define personalidade como sendo diferencas individuais no comportamento dos
seres humanos. Contudo, seguindo esta linha de pensamento, alguns autores (e.g., [CT86,
EYS70]) apontam que o termo personalidade torna-se sindnimo de temperamento. [JUN74]
apud [PASO0] explica que temperamento é mais comumente entendido pela psicologia "quando
ligado ao aspecto da personalidade que diz respeito as disposi¢des e reagdes emocionais”, sendo
avaliados a rapidez e intensidade desses aspectos.

Atualmente, a Psicologia dd maior énfase as reacdes emocionais, com isso 0 que passam
a ser realmente avaliados sdo os aspectos emocionais da personalidade. Essa afirmativa € re-
forcada, uma vez que as emocdes também sdo responsdveis por modularem quase todas as
formas de comunicacdo dos humanos, como postura, respira¢do, expressao facial, gestos e
temperatura da pele [PIC97].

[SCHOO] define emo¢do como uma ocorréncia relativamente breve de mudancgas coorde-
nadas para avaliacdo de eventos internos ou externos. Para melhor detalhar como ocorrem

essas mudancas, [SCHOO] apud [JAQO4] separa os estados afetivos que afetam as emogdes em:

* Atitudes - crengas, preferéncias e predisposi¢des em relacdo a pessoas ou objetos (e.g.,

amar, desejar);

* Tracos de Personalidade - disposi¢des estdveis da personalidade ou tendéncias tempera-

mentais tipicas de uma pessoa (e.g., ansiedade, nervosismo);

* Humor - estado afetivo difuso que consiste na mudanca de pequena intensidade e de
longa duracdo do sentimento, o qual € o reflexo de todas as mudancgas no sistema nervoso

central durante uma ocorréncia (e.g., irritdvel, depressivo);

* Posicao com relac@o aos outros (Interpessoal) - uma reacao afetiva tirada da relacdo com
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outra pessoa de acordo com uma interacdo especifica (e.g., frieza, dar apoio).

Estes conceitos dao suporte aos modelos computacionais de personalidade e de emocado que

serdo apresentados a seguir.

3.1.2 Modelos de Personalidade

Como exposto anteriormente, encontramos no campo da psicologia vérias interpretacdes de
um mesmo conceito. Com relagdo a modelos psicolégicos de personalidade, pesquisadores
como Rogers (citado no capitulo anterior), Freud, Jung, dentre outros, construiram teorias para
modelar personalidade, sendo que cada uma dessas tem uma fundamentagdo diferente para
explicar o padrdao de comportamento de cada individuo [PJ99].

[REVO07] destaca que a abordagem taxondmica € a mais utilizada, com uma vasta literatura
e dados disponiveis para interpretacdo do comportamento humano. Essa abordagem classifica
as diferentes caracteristicas dos individuos por meio de classes, por exemplo, caracteristicas
como "quieto", "timido"e "reservado"classificam um individuo introvertido.

Na literatura, duas teorias criadas dentro dessa abordagem tém destaque: (1) a teo-
ria de [EYS70], baseada em teorias do fundamento bioldgico da introversdo-extroversao,
neuroticismo-estabilidade e socializa¢ao-psicoticismo; e (2) a Teoria dos Tragos [ALL98], a
qual determina que tragos (fatores) podem caracterizar o comportamento de um individuo.

A partir da Teoria dos Tragos, foram criados modelos reduzidos que podem ser utilizados
na modelagem computacional para a Computagdo Afetiva. Contudo, antes de apresentarmos
os modelos computacionais, é necessario introduzir conceitos bdsicos dessa teoria geral.

A Teoria dos Tragos de Allport define um trago de personalidade por meio de oito assercoes.

Segundo o autor, um traco [ALL9S]:

1. Tem mais do que uma existéncia nominal, isto €, possui utilidade, ndo sé nome;
2. E mais amplo que um habito;
3. E determinante com relagdo ao comportamento;

4. Pode ser estabelecido empiricamente;
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5. E independente com relagdo a outros tragos;
6. Nao ¢é sindnimo de juizo moral ou social;

7. Deve ser visto tanto em fun¢do da personalidade que ele contém quanto em fun¢do da

sua distribuic@o na populacio em geral;

8. Atos, e até mesmo hébitos, que sdo incompativeis com um trago nio sao prova da inex-

isténcia do trago.

Esta conceituagdo, junto com a identificac@o de cerca de 4.500 termos na lingua inglesa que
poderiam designar o comportamento de um individuo allport:1936, abriram a possibilidade
para a criacdo de diversos modelos de personalidade. Daremos destaque aqui ao Modelo Big

Five, apresentado a seguir.

Modelo Big Five

Dentre os modelos de personalidade criados com base na Teoria dos Tracos, os que possuem
maior destaque, por ja estarem virando consenso como taxonomia genérica de personalidade
[PJ99], sdo o Big Five [SG98] e o Five Factor [MJ92]. A esses modelos atribui-se o mérito de
terem transformado o emaranhado de conceitos e teorias existentes em um modelo que permite
aos pesquisadores estudarem fatores especificos da personalidade humana [ST03].

Embora apresentem diferencas, na literatura os dois modelos sdo conhecidos pelo termo
Big Five, sem distingdo. Ambos trabalham com a distribuicao e reducao dos tragos catalogados
por Allport em cinco fatores/dimensdes. Essas cinco dimensdes sdo conhecidas pelo acronimo

OCEAN, que representa os seguintes fatores [MCJ98, H"98]:

Openness (Abertura a Experiéncia/Intelecto);

* Conscientiousness (Escrupulosidade);

Extraversion (Extroversao);

Agreeableness (Nivel de Socializacdo);



3.1 TEORIAS PSICOLOGICAS 34

* Neuroticism (Neuroticismo);

O Quadro 3.1, adaptado de [JOH90], apresenta as cinco dimensdes juntamente com 112
caracteristicas que formam o modelo. Essas caracteristicas foram levantadas a partir da analise
de 140 homens e 140 mulheres por 10 psicélogos. Esse quadro forneceu fundamento para uma

etapa da implementagao desse projeto de mestrado.

Quadro 3.1 Lista dos tracos do modelo Big Five, adaptada de [JOH90].

Extraversion Agreeableness Conscientiousness Neuroticism Oppenness
Low High Low High Low High Low High Low High
Quiet Talkative Fault-finding Sympathetic Careless Organized Stable Tense Commonplace Wide interests
Reserved Assertive Cold Kind Disorderly Thorough Calm Anxious Narrow interests Imaginative
Shy Active Unfriendly Appreciative Frivolous Planful Contented Nervous Simple Intelligent
Silent Energetic Quarrelsome Affectionate Irresponsible Efficient Unemotional Moody Shallow Original
Withdrawn Outgoing Hard-hearted Soft-hearted Slipshot Responsible Worrying Unintelligent Insightful
Retiring Outspoken Unkind ‘Warm Undependable Reliable Touchy Curious
Dominant Cruel Generous Forgetful Dependable Fearful Sophisticated
Forceful Stern Trusting Conscientious High-strung Artistic
Enthusiastic Thankless Helpful Precise Self-pitying Clever
Show-off Stingy Forgiving Practical Temperamental Inventive
Sociable Pleasant Deliberate Unstable Sharp-witted
Spunky Good-natured Painstaking Self-punishing Ingenious
Adventurous Friendly Cautious Despondent Witty
Noisy Cooperative Emotional Resourceful
Bossy Gentle Wise
Unselfish Logical
Praising Civilized
Sensitive Foresighted
Polished
Dignified

Conforme observado no Quadro 3.1, as cinco dimensdes (tipos de personalidades) possuem
tracos fortes (High) e fracos Low que melhor delimitam a classificagdo da personalidade. No
caso dimensdo "Extroversao", os individuos que s@o socidveis e interativos se enquadram nos
tracos fortes; em contrapartida, as pessoas que sdo quietas e reservadas possuem tracos fracos
dessa personalidade.

Por sua vez, dimensao "Amabilidade"tende a englobar individuos com tendéncias a ter uma
vida social centrada nos outros, sendo generoso, amigével e prestativo (tracos fortes) e, tam-
bém, individuos egocéntricos com caracteristicas como inveja, crueldade e mesquinha (tracos
fracos).

A dimensao de "Escrupulosidade"tem por base a vontade/desejo de realizacao do individuo.

Pessoas que possuem essa personalidade tendem a ser responsaveis, persistentes e de confianca
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e, No outro extremo, pessoas preguicosas, desordenadas e irresponsaveis.

As pessoas com tragos de "Neuroticismo"sdo avaliadas pela sua ansiedade, estabilidade
emocional e afeto (positivo e negativo). Essa personalidade é encontrada de forma mais acen-
tuada em sujeitos nervosos, emocionalmente inseguros e com idéias fora do real. J4 sujeitos
com caracteristicas fracas dessa personalidade tendem a ser calmos, seguros e de humor con-
stante.

Por fim, os sujeitos que possuem a caracteristica de auto-avaliagdo do préprio nivel de
inteligéncia ou capacidade sdo da dimensdo "Abertura a Experiéncia/Intelecto”. Por um lado,
estas pessoas possuem tragos como originalidade, honra e forte criatividade e, pelo outro lado,
podem ser conservadores, superficiais € com visao limitada do mundo.

Todas essas estruturas formam um modelo coeso e de boa aplicabilidade na modelagem
computacional. Posteriormente, serd exposto um exemplo de um sistema que utilizou este
modelo (secao 3.2).

A seguir, veremos o0 modelo de Emoc¢ao OCC, bastante usado na Computacao Afetiva. Os
modelos de Personalidade e de Emocao podem ser vistos como complementares, nao sendo de

modo algum excludentes.

3.1.3 Modelo de Emocao OCC

[N81] identifica emo¢do como sendo um dos doze maiores desafios da Ciéncia Cognitiva.
Entdo, assim como se pode encontrar na literatura uma diversidade de modelos para person-
alidade, existem disponiveis varios modelos com a fun¢do de determinar uma estrutura para
emocdes (e.g., [RAL96], [SLO99], [OCC88], dentre outros).

O modelo proposto por [RAL96] cataloga 17 emogdes diferentes, que foram resultado da
andlise das emocdes amplamente discutidas na literatura por meio da avaliagdo de eventos
como: situagdo do estado atual, estado motivacional, imprevistos, probabilidade, problema
fonte, dentre outros.

[SLO99] realizou uma andlise convergindo estudos de dreas como filosofia, psicologia,

ciéncia da computacdo e neuro-ciéncia, propondo a criacdo de alguns tipos de arquiteturas que
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analisam o estado do mundo e geram a emog¢do que deve ser expressa. Este modelo foi adaptado

da teoria de [OCCR88].

Apesar de estes modelos possuirem uma boa fundamentagdo e estrutura, o0 modelo OCC

(denominagdo formada pelo acronimo dos nomes dos autores Ortony, Clore e Collins) vem se

destacando como um modelo padrdo para representagdo computacional de emogdes. Alguns

exemplos de aplicacdes baseadas neste modelo sdo [BAT94, BT02, BAR02], dentre outros.

O modelo OCC ¢ formado por 22 categorias emocionais, e.g. raiva, satisfacdo, amor, ver-

gonha, admirac¢do, esperanga, etc. A Figura 3.1 apresenta uma adaptacdo do modelo original

com todas as categorias.
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Figura 3.1 Modelo OCC adaptado.
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Os autores do modelo especificam que emog¢ao, sob a perspectiva da psicologia empirica
e da ciéncia cognitiva, surge como o resultado da maneira como a situacdo que a iniciou é
construida pela pessoa que a vivencia. Assim, o modelo tem por objetivo principal especificar a
estrutura psicoldgica das emogdes por meio da descri¢do das situacdes pessoais € interpessoais
como meio de inferéncia das emogdes, com isso ndo entrando em detalhes sobre o conceito de
uma determinada emocgao.

Para estruturacao do modelo, parte-se da hipétese de que existem trés aspectos principais no
mundo que fazem o individuo refletir para inferir a emoc¢ao: eventos, agentes (0 proprio sujeito
e outros individuos), e objetos. Quando o aspecto estd centrado nos eventos, o individuo tende
a ter interesse pelas conseqiiéncias que eles possam vir a gerar. Quando o foco estd direcionado
ao agente, o sujeito analisa as acdes que podem ser executadas pelo agente. Por fim, quando o
foco reside sobre o objeto, o individuo passa a se interessar por caracteristicas especificas que
0 objeto possui ou pode oferecer.

Um exemplo de inferéncia de emocao € quando um individuo, por ter acompanhado alguns
acidentes aéreos (prospecto relevante), passa a ter medo de que uma tragédia (evento) aconteca
com ele. Apesar do medo, o sujeito tem que realizar uma viagem de avido. Para sua surpresa,
nenhum acidente ocorre durante a viagem, deixando o individuo aliviado.

Para tornar mais simples o processo de selecdo e interacdo entre as diferentes categorias

emocionais, [BARO2] divide este processo em cinco fases:

1. Classificacao: ¢ feita a avaliacdo de um evento, a¢do ou objeto que resulta na informacao

de qual categoria emocional deve ser afetada;
2. Quantificacdo: € calculada a intensidade com que a categoria emocional ¢ afetada;

3. Interacdo: nas fases anteriores, € definido um valor emocional para certo evento, acao
ou objeto em questdo. Esse valor interage com o estado emocional corrente, podendo ou

ndo fazer com que este sofra uma modificacdo significativa;

4. Mapeamento: oferece a possibilidade de mapear apenas as categorias que sdo mais

utilizadas ou que estao disponiveis (caso ndo sejam utilizadas as 22 categorias);
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5. Expressao: € o modo como o estado emocional atual € expresso e pode influenciar no

comportamento do sujeito.

Uma das facilidades da implementacdo computacional do modelo OCC, como citado no
processo de classificacdo acima, € a possibilidade da ndo utilizacdo de todas as 22 categorias
de emocao, quando necessario [BARO2]. Outra facilidade que pode ser citada € que o modelo
ndo deixa explicito como € realizada a influéncia de outros elementos de personalidade com
relagdo a emocdes, deixando liberdade para adaptacao de modelos diferentes.

Como dito na secdo anterior, os modelos de Personalidade e de Emocado ndo se excluem,
podendo ser usados de maneira complementar na modelagem de individuos ou agentes arti-
ficiais. Veremos a seguir aplicagdes que fazem uso de alguns dos modelos computacionais

apresentados.

3.2 Aplicacoes de Modelos de Personalidade e Emocao em Chatterbots

Esta secdo apresenta aplicacdes dos modelos computacionais discutidos acima na Computacdo

Afetiva. Daremos destaque a construg¢do de agentes chatterbots com emocao/personalidade.

3.2.1 Personalidade

Com relacdo a aplicagdo de modelos de personalidade na criacdo de agentes inteligentes,
[GALO3] destaca o sistema The Woogles, baseado no projeto Oz de criag@o de atores sintéticos
[R196], e 0 jogo de aventura Enigmas no Campus [ST00].

No que tange a utilizacdo do modelo Big Five em Chatterbots, destacamos o trabalho re-
alizado por [GT04]. Um dos principais objetivos desse trabalho foi a cria¢do da arquitetura
Persona-AIML que possibilita a utilizagao de diversos modelos de personalidade para Chatter-
bots.

A arquitetura Persona-AIML (Figura 3.2) € sem duvida a maior contribui¢ao do seu trabalho

para implementacao deste projeto de mestrado.
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Figura 3.2 Arquitetura Persona-AIML [G"04].

Para gerar a interagdo do Chatterbot com influéncia de tracos de personalidade, o sistema,
por meio do componente de raciocinio, interage com a base de categorias, (formada por ar-
quivos que utilizam a linguagem AIML) para identificar a sentenca de entrada fornecida pelo
usudrio. Para geracdo da resposta, este componente executa regras definidas no componente
de personalidade, responsdvel por definir as crencas, os elementos de personalidade e as regras
que determinam o comportamento do bot.

A arquitetura Persona-AIML prové uma flexibilidade que possibilita a criacdo de modelos
de personalidade diferentes e coerentes. Assim, ela foi utilizada nesse projeto de mestrado com
adaptacdo do modelo de Personalidade Big Five e do modelo de emogao OCC.

Para validar o trabalho, [GT04] criou um Chatterbot utilizando a arquitetura e uma adap-
tacdo do Modelo Big Five como mecanismo de personalidade. O protétipo foi testado por
usudrios de salas de IRC (Internet Relay Chat) e, por meio de uma andlise qualitativa,

constatou-se que reagiu de forma coerente ao demonstrar personalidade.

3.2.2 Emocao

Além dos sistemas que utilizam modelos de emocgdo citados na se¢do anterior, o chatterbot
criado por [Z700] apresenta ser um bom exemplo de utiliza¢do do modelo OCC em sistemas
de conversacao.

Esse sistema utiliza uma linguagem derivada do XML denominada Multimodal Presenta-

tion Markup Language (MPMP) [TSIT00]. A linguagem MPML tem por objetivo auxiliar na
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apresentacdo dos mais diversificados projetos com o uso de agentes inteligentes, no caso do
sistema criado por [ZT00], um chatterbot.

Nesse projeto, o chatbot busca prover ao usudrio a informacdo desejada, e expressa uma
das 22 emogdes do modelo OCC. A forma pela qual o sistema expressa a emog¢do € por meio
da performance de diferentes agdes (gestos faciais e corporais), € modificando pardmetros do
discurso, como volume, velocidade e énfase em certas palavras. A Figura 3.3 contrapde apre-

sentacdes normais com uma utilizando o chatbot baseado em MPML.

MPML x ]
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Figura 3.3 Apresentacdo normal e com a utilizacdo de MPML.

Como exemplo de expressdo de emocdo, o autor cita o uso da emocao de orgulho. Neste
caso, o personagem tende a agitar as maos e, entdo, falar em voz alta com &nfase no inicio das
sentencas.

A presenca de emocdo no Chatterbot que atua como apresentador de projetos traz maior

realismo a essa tarefa conseguindo chamar maior aten¢do dos expectadores.
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3.3 Consideracoes Finais

Neste capitulo foram apresentadas teorias de Psicologia que fornecem suporte para criagdo de
modelos computacionais de personalidade e emoc¢do. Pode-se observar que personalidade e
emo¢do ndo possuem um conceito tnico, sendo que cada autor apresenta um diferente. Por
outro lado, os modelos computacionais de personalidade (Big Five) e emog¢do (OCC) sdo con-
siderados padrdes pelos desenvolvedores de sistemas inteligentes, sendo estes escolhidos para
utilizagcdo neste projeto.

Como aplicacdo do modelo Big Five em Chatterbots foi apresentado o projeto de [GALO3]
que utilizou uma adaptacdo do modelo de personalidade na arquitetura Persona-AIML criada
pelo mesmo. No caso de Chatterbot com uso do modelo OCC foi apresentado a tecnologia
MPML que cria sistemas para apresentacdes de projetos. Tanto o Persona-AIML quanto o
MPML utilizam tecnologias baseadas em XML sendo possivel considerar vidvel a utilizacdo

da linguagem AIML para implementacdo de uma arquitetura que utilizard os dois modelos.



CAPITULO 4

Um Modelo de Computacao Afetiva para
Chatterbots

No capitulo 2, foi exposta a importancia dos Chatterbots como uma forma de comunica¢ao com
sistemas na Web, podendo complementar, ou até mesmo substituir outras formas de interacao
humano-computador. Além disso, ressaltamos que um aumento significativo de realismo nos
didlogos pode ser alcancado quando o chatterbot é capaz de demonstrar tragos de personalidade,
e/ou emogodes, durante a interagao.

Neste contexto, este trabalho de mestrado teve por objetivo investigar a constru¢do de chat-
terbots com personalidade e/ou emocao para um sistema de didlogo na Web. O estudo realizado
durante nossa pesquisa apontou AIML como a tecnologia mais adequada para dar suporte a
constru¢cdo desse projeto. Atualmente, AIML € a linguagem mais utilizada na construcao de
chatterbots, por ser de facil uso e extensivel, possibilitando a inser¢cdo de modelos de personal-
idade e emocao.

No que tange os modelos computacionais de personalidade e emocao (Capitulo 3), nossa
investigacdo identificou o modelo de emocao OCC e o modelo de personalidade Big Five como
consenso para a constru¢do de agentes inteligentes, ja tendo sido utilizados em sistemas de
conversagao. Segunda a pesquisa realizada, a insercao dessas caracteristicas torna o processo de
didlogo com o CVA mais humano e com maior probabilidade de um desempenho satisfatorio.

Este capitulo apresenta um modelo de Computacdo Afetiva para construcdo de chatterbots
com emocgdo. Utilizamos a linguagem AIML como base do trabalho, com integracdo de per-
sonalidade usando o modelo Big Five (se¢do 3.1.2), e emoc¢do com o modelo OCC (secao
3.1.3). Buscamos aqui demonstrar a viabilidade de constru¢do de um modelo simplificado para
aplicacdo de Computacao Afetiva em Chatterbots. Como estudo de caso, foi criado um Com-

panheiro Virtual de Acompanhamento - CVA (sec¢do 2.1) para dialogar com criancas de 7 a

42
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10 anos de idade para auxiliar na prevengdo de problemas cardiovasculares (Capitulo 5). A
secdo 4.1 apresenta a tecnologia AIML, e em seguida a iAIML, uma extensdo da linguagem
original que oferece um mecanismo para tratamento de intencdes em didlogos com Chatterbots
[NBO5]. A secao 4.2 apresenta a proposta deste trabalho com a integracdo das tecnologias

expostas anteriormente.

4.1 A Linguagem AIML

Por ser uma extensdo de XML, a linguagem AIML é composta por TAGs delimitadoras. Uma
das principais TAGs de AIML € a categoria (<category>) a qual é composta por uma sentenca
enviada pelo usudrio para o chatterbot, padrdo de entrada (<pattern>), a qual estd associada a
uma ou mais sentengas de resposta/réplica (<template>)[NEV05]. No exemplo da Figura 4.1!,

temos a categoria formada pela entrada "OLA"e cuja resposta realizada pelo Bot serd "Falae...".

{category )

«| pattern | OLA |pattem |

. _iernplate_i Falae... :teﬁp[gie-_ i_cs_ntegu?};r:

Figura 4.1 Exemplo TAGs bdsicas de AIML.

Weizenbaum[WEI66] propds que os padrdes de entrada utilizassem caracteres especiais
(e.g., *) para auxiliar na realizacdo de respostas gerais. Estas respostas sao formadas pelo o
casamento da entrada fornecida pelo usudrio e da saida da base por meio da substituicdo do
caractere especial. Na Figura 4.2, pode-se observar um exemplo da utilizacao desta técnica.
Neste exemplo, a réplica é randomicamente escolhida (<random>) entre as delimitadas pela
TAG <li>. Na senteca de resposta, o elemento <star> é substituido pelo trecho da entrada

do usudrio, por exemplo, caso o usudrio forneca a entrada "Vocé€ conhece a Yara?", o sistema

IUtilizou-se para criacdo das figuras de TAGs o programa de edi¢io de arquivos AIML GaitoBot -

http://www.gaito.de/content/aiml
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respondera "Desculpe, eu ndo conhego a Yara", ou "Eu ndo conheco a Yara. O que vocé tem

para me contar sobre a Yara".

1| category i
-(pattern | VOCE CONHECE *(pattem |
-it-em_piale. |

+| random |

«|li| Desculpe, eu ndo conhego |star||li
-«|li| Eu nfo conhego |star|. O que vocé tem para me

contar sobre |star|?/|li| |random | |template | | category |

Figura 4.2 Casamento de entrada do usudrio por meio de caracteres especiais.

Outras TAGs importantes que possibilitam um melhor desempenho na realizagdo de casa-

mento de padrdes pela linguagem AIML sao:

* <get> e <set> responsdveis, respectivamente, por recuperar € armazenar variiveis na

memoria do sistema;
* <think> realizar o processamento de informag¢des sem exibir nas respostas do didlogo;

* <that> complementa o uso da TAG <pattern>. Além da necessidade da entrada ser com-
pativel com a TAG <pattern>, a dltima resposta fornecida pelo sistema deve ser igual ao

conteudo da TAG <that>.

Foram apresentadas algumas TAGs que serdo utilizadas nesse projeto. Maiores detalhes

sobre a sintaxe da linguagem podem ser obtidos em [WALO7d].

4.1.1 iAIML - AIML com Intencao

1AIML (intentional AIML) é uma extensao da linguagem AIML que incorpora um mecanismo
para tratamento de intencdes em didlogos com Chatterbots [NB0O5]. O modelo conceitual ado-

tado para o desenvolvimento do iAIML € a Teoria da Anélise da Conversacdo (TAC) [MAR94].
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Essa € uma teoria lingiiistica que avalia a conversacdo de forma ampla, tratando tanto dos as-
pectos organizacionais quanto dos aspectos comunicativos da conversagio.’
No que concerne os aspectos organizacionais, o modelo de andlise de conversagao proposto

por [MARS6] observa duas estruturas nos didlogos:

1. a estrutura local, que estuda a coeréncia do didlogo em "pares adjacentes"de sentengas
que incluem uma intervencdo (ou turno) do falando e uma intervencdo do ouvinte (i.e.,
pares de "estimulo-resposta"). A TAC considera a inten¢do em pares adjacentes, € nao
apenas em cada sentencas isolada do falante (como ocorre na Teoria dos Atos da Fala

[SEA76]).

2. a estrutura global, que estuda o desenrolar do didlogo como um todo. Segundo
MarcuschifMARS86], uma conversa¢do considerada "padrdo”ocorre em trés fases dis-
tintas: abertura, desenvolvimento e fechamento. Assim, ndo € aceitdvel, por exemplo,

fazer-se um cumprimento (como "ol4") na fase de desenvolvimento do didlogo.

Dentro do contexto de Chatterbots, uma das maiores contribui¢des de iAIML € o controle da
estrutura global dos didlogos, oferecendo didlogos mais proximos dos naturais (a maioria dos
bots existentes ndo trata desse aspecto da conversacao[NEV05]). Outra grande contribui¢dao
¢ no tratamento de sentencas desconhecidas, possivel via o controle da estrutura local dos
didlogos. Aqui, o iIAIML garante a coeréncia na formacao dos pares adjacentes (respostas do
chatterbot aos estimulos dos usudrios). Com esses controles, é possivel conduzir didlogos mais
coerentes e fluentes entre bots e usudrios.

A implementacio desses controles na iAIML foi realizada por meio de insercao de trés var-
idveis em arquivos AIML que constituem a base de didlogos de um Chatterbot. Essas varidveis

e suas atribui¢des sao:

* session: identificar a fase atual da conversacdo (abertura, desenvolvimento ou

fechamento);

* user_intention: determinar qual a inten¢ao do usudrio no ponto atual do didlogo;

2Ver maiores detalhes em [MAR86, MAR94, NBO5].



4.2 UM MODELO DE EMOCAO PARA CHATTERBOTS EM IAIML 46

* bot_intention: também faz uso de intenc¢do, porém com o objetivo de inferir a intencao

do usuario em turnos tratados como desconhecidos.

[NBOS5], por meio de experimentos e com base no modelo de [MARS86], criou um conjunto
contendo 54 diferentes intengdes, como saudar, xingar, elogiar, agradecer, dentre outras. Tendo
por base as fases da conversagdo, essas intengdes foram divididas da seguinte maneira: 7 na
fase de abertura, 43 na fase de desenvolvimento e 4 na fase de fechamento. Segundo [NBO5] o
conjunto de inteng¢des criado pode ser adaptado de acordo com o contexto da aplicacdo em que
serd utilizado.

Ao adotar 1AIML para desenvolvimento deste projeto de mestrado, nossa inten¢do foi de
aproveitar os controles oferecidos por ela para, junto com personalidade e emocgdo, construir
didlogos ainda mais préximos dos naturais. As adaptacdes da iIAIML realizadas neste trabalho

serdo discutidas posteriormente.

4.2 Um Modelo de Emocao para Chatterbots em iAIML

Esta se¢do apresenta detalhes sobre o modelo de Computacao Afetiva (CA) proposto para chat-
terbots CVAs. Conceitualmente, tal modelo € capaz de lidar com Emocgdo e tracos de Person-
alidade. Contudo, o modelo atual teve como foco a modelagem da Emoc¢do. Esta decisao foi
tomada em conjunto com as psicélogas do projeto CVA-PSCYV, pelas razdes a seguir.

A partir dos conceitos discutidos no Capitulo 3, pode-se concluir que a Emogdo é respon-
savel por modificar as expressdes corporais e/ou verbais dos agentes (humanos ou artificiais),
tornando-as mais ou menos intensas, de acordo com a emocgao sendo vivenciada durante uma
acdo (e.g., um didlogo). Além disso, a emocao corrente também sofre influéncia de vérios fa-
tores, como por exemplos os tracos de personalidade dos agentes envolvidos na interacdo. A
partir do exposto acima, pode-se constatar que esta faceta influencia todas as etapas de con-
strucdo de um didlogo (este ponto serd detalhado na préxima secdo), sendo indispensavel a
constru¢do de didlogos fluentes e naturais.

No que concerne Personalidade, [ALL98] afirma que um psicélogo, ou qualquer individuo
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que conheca bem uma pessoa, pode predizer um ato desta considerando seus tragos de person-
alidade. Contudo, as psicélogas do projeto alertaram que o conceito de personalidade € muito
confuso, ainda ndo havendo consenso sobre isso entre os estudiosos na area. Isso dificulta a
sua caracterizacdo, principalmente por pessoas com pouco conhecimento na drea de psicolo-
gia. Assim, se a caracterizacao precisa de tracos de personalidade de uma pessoa j4 € dificil em
uma relagdo face-a-face, ao fazer uso de sistemas de conversagdo através de texto, essa identi-
ficac@o torna-se muito mais limitada, dificuldade esta citada por [GALO3] depois da realizacao
de testes com esse tipo de tecnologia.

Inicialmente, veremos as etapas de constru¢do do modelo base de emog¢do. Os passos para
constru¢do do modelo de CA aqui proposto foram assistidos/supervisionados por duas psicélo-
gas que participaram do projeto CVA-PSCV3. Ao final, veremos alguns detalhes de implemen-

tacdo desse modelo usando a linguagem iAIML.

4.2.1 Modelagem do Sistema

Esta etapa de trabalho foi baseada no modelo de processo de selecdo da emogdo proposto por
[BARO2] (secdo 3.1.3), o qual € dividido em Classificagdao, Quantificacdo, Interacdo, Mapea-
mento e Expressdo. Para a realiza¢do desse processo, detalhes sobre como deviam ser adapta-
dos os modelos de personalidade e emogao foram discutidos com as psicélogas do CVA-PSCV.

Como resultado dessa interagdo, o modelo de [BARO2] foi revisto, e a modelagem do nosso

sistema foi dividida basicamente em 4 etapas:
1. Escolha das emocdes que sdo aplicdveis ao contexto em questio;
2. Meios de expressar a emocao (texto, gesto e expressoes faciais);
3. Selecdo da emocdo a ser expressada com base na inteng@o do usudrio;

4. Como e com que intensidade a personalidade influéncia a emocao.

3Nossos agradecimentos a Hagaliane Fragoso dos Santos e Sandra Licia Vianna Cabral pela colabora¢io com

essa tarefa.
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Cada uma das etapas teve uma funcdo importante na modelagem e na defini¢do do
funcionamento esperado do sistema, assim como para a criacdo da sua arquitetura. A seguir,

sdo apresentados detalhes de cada uma dessas etapas.

Escolha e Caracterizacao das emocoes

Como descrito na se¢do 3.1.3, o modelo de Emog¢ao OCC possui 22 categorias de emog¢ao
diferentes e que, dependendo da aplicagdo na qual estdo inseridas, podem ou ndo serem uti-
lizadas. A escolha e caracterizagdo das emogdes utilizadas no modelo proposto aqui foram
assistidas pelas psicélogas participantes do projeto.

Inicialmente, procedemos a selecao das emog¢des a serem utilizadas no nosso contexto (um
chatterbot CVA para dialogar com criangas e adolescentes). Foram selecionadas 18 emogdes,
como serd visto na secdo 5.2 (Quadro 5.1). A seguir, iniciamos a especificacdo das emocoes se-
gundo o modelo OCC. Neste passo, foram observados detalhes especificos sobre a modelagem
das emogdes que ndo sdo contemplados pelo modelo OCC. Destacam-se aqui: 0 mecanismo
de variacdo da intensidade de uma emocgao, e o grau de utilidade de cada emocao no escopo do
projeto.

Neste trabalho, o grau de utilidade de uma emocgdo € analisado a partir da sua aplicabilidade
no contexto em que o sistema esté inserido. Por exemplo, um Chatterbot cujo objetivo € atrair a
atencdo de criangas sobre educacdo ambiental, a0 demonstrar ressentimento para com alguma
acdo dessa crianga pode causar o desinteresse do usudrio, que fugird do foco do didlogo Nesse
contexto, o ressentimento seria uma emo¢ao com pouca ou nenhuma utilidade.

Uma vez que cada emog¢do pode ser expressa em diferentes intensidades, definimos um
mecanismo para controlar os niveis de intensidade de cada emocdo (e.g., muito forte, forte,
fraco, muito fraco). Conforme o processo proposto por [BARO2], esse mecanismo também
controla como se d4 a mudanca de nivel a nivel para cada emogdo (e.g., uma pessoa comeca a
admirar outra pessoa, e vai aumentando ou diminuindo o nivel de admiracido conforme os fatos
que se sucederem).

As emocdes possuem um processo de variacdo diferenciado, sendo que umas atingem rap-
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idamente o maximo de intensidade e outras passam por um processo mais demorado. Para
definicao desta caracteristica foi necessdria a andlise de cada emocao do modelo com o auxilio
de profissionais de Psicologia. Aqui, essa caracteristica é analisada como sendo Refinada ou

Bruta, e esté associada a cada emoc¢ao de acordo com seus niveis de variagao.

0 1 2 3 4 5

Ongitho |
0 1 2 3

Tristeza I I I i

Figura 4.3 Emocdes com tipos de variagdo de intensidade Refinada (Orgulho) e Bruta (Tristeza).

A Figura 4.3 apresenta duas emocdes com diferentes niveis de variagdo. A emogdo
"Orgulho"¢é um exemplo de variacdo Refinada, possuindo seis diferentes niveis que podem ser
caracterizados como: sem emocao ("0"), varia¢do intermediaria ("1", "2", "3"e "4") e demon-
stracdo mdxima ("5"). A emocao tristeza € do tipo Bruta, possuindo menos niveis de variagcdo
(somente 4): sai de um estado sem emocgdo ("0") e passa somente por dois niveis ("1"e "2") até
atingir o indice méximo.

A partir da inten¢do atual do didlogo (este item sera detalhado posteriormente), é realizada
a selecdo da emocdo juntamente com a definicdo da variagdo que pode assumir um valor
positivo, com o aumento do nivel da emog¢do que serd expressa, ou negativo, no caso de existir
uma emog¢ao contraria a emocao selecionada. Uma das utilidades de se medir essa variacdao
€ auxiliar na influéncia do mecanismo de personalidade ocasionando a mudancga da emocdo

quando esta apresentar a intensidade méxima (este ponto serd discutido posteriormente).

Meios de expressar a emoc¢ao

Na secdo 2.4, foi ressaltada a importancia de um Chatterbot ter outros meios para realizar a

comunicacdo com o usudrio além do meio textual. De fato, gestos e expressdes faciais demon-
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stram mais as emogdes do agente do que apenas texto escrito.

Neste quesito, foi feito um levantamento das caracteristicas de aplicagdes que ja utilizam
esses meios de comunicacdo, como as empresas SitePal* e a Zabaware, discutidas no capitulo
2. O objetivo desse estudo foi fornecer base para criacao de um "design"(rosto e corpo) especi-
fico para o nosso chatterbot, viabilizando a expressao de todas as emocgdes presentes no modelo
conceitual.

Além disso, com a ajuda das psicologas foi feita uma andlise das expressdes faciais e dos
gestos das pessoas ao demonstrarem uma determinada emog¢do. Esses gestos e expressoes
foram adaptados ao design do nosso chatterbot (Figura 5.1). Maiores detalhes sobre esse ponto

serdo apresentados no préximo capitulo.

Seleciao da emocao a ser expressada

Conforme o modelo proposto por [BARO02], deve ser realizado um processo de classificagao
para avaliar qual emocao deve ser afetada por um evento, acao ou objeto. No nosso caso, essa
avaliacdo € feita via a tecnologia iAIML.

O iAIML, conforme exposto anteriormente, é capaz de identificar qual a inteng¢ao do usudrio
em cada trecho do didlogo (pares adjacentes de sentencas). Fazendo uso dessa informagdo,
pode-se mapear qual emoc¢do deve ser expressa pelo agente como resultado da intencdo do
usudrio. Por exemplo, se o usudrio tem a intencdo de elogiar o Chatterbot por alguma in-
formacao que ele recebeu, o bot deve expressar a emog¢do de "orgulho", uma vez que uma
informacao que ele enviou ao usudrio foi considerada qtil.

Assim, foi criado um mapeamento entre inten¢do e emog¢do. Utilizamos as 54 intengdes
apresentadas em [NBO0S5], juntamente com outras intencdes adicionadas para abranger o con-
texto do projeto. O Quadro 4.1 apresenta alguns exemplos deste mapeamento das inten¢des do
projeto de [NBOS5]. Mais detalhes sdo encontrados na se¢do 5.2 (Quadro 5.2).

Como pode ser observado no Quadro 4.1, a emoc¢do do chatterbot € de fato determinada

“http://www.sitepal.com/portuguese
Shttp://www.zabaware.com
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Quadro 4.1 Mapeamento intengédes do didlogo com emogdo.

Intencao do Exemplos de Exemplo de Emocao do
do usuéario Entrada do usuario Resposta do Bot Bot
Cumprimentar | COMO VAI TUDO BEM Vou bem, e vocé? Normal
Reclamar de ter | * ME CHAMANDO DE Nio era a minha Vergonha
sido xingado ANALFABETO intencdo ofender ve | MAX: Tristeza
Elogiar * ADOREI CONVERSAR | Vocé vai me acostu- Orgulho
COM VOCE mar mal desse jeito | MAX: Vergonha
Dizer de nada NAO PRECISA Imagina, estou aqui Orgulho
AGRADECER para isso. MAX: Vergonha

a partir da intencdo do usudrio, das entradas do usudrio e das possiveis respostas do Chatbot.
No exemplo da inten¢do de "cumprimentar”, observa-se que nao hd mudanga no estado emo-
cional do sistema, uma vez que esta acao/intencdo nao proporciona mudanga no estado atual do
sistema para que ocorra o disparo de alguma emog¢do. Nos outros exemplos, além da emogao
diretamente relacionada com a inten¢@o (emog¢ao primdria), € apresentada outra emo¢ao com o
atributo "MAX", o qual trata da emoc¢do que é gerada pela influéncia da personalidade do Bot.
Este assunto € discutido no préximo item.

O mapeamento entre intencdo e emocao foi integralmente assistido pelas duas psicélogas
do projeto CVA-PSCV. No estudo de caso apresentado no capitulo 5, sdo vistos mais alguns
exemplos deste mapeamento ligados diretamente ao contexto do projeto (secdo 5.2). A lista
completa com o mapeamento de todas as intencdes sugeridas por [NBOS] encontra-se no
Apéndice A deste trabalho e o Quadro 5.2 apresenta os grupos de intencdes especificas do

contexto do protétipo.

Influéncia da Personalidade sobre as emocoes

A etapa de Interacdo do processo de selecdo de emocdes proposto por [BARO2] define que
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a emogdo corrente pode sofrer modificacdes significativas dependendo de eventos externos.
Aqui, essas modificacdes sdo realizadas com base na andlise da influéncia da personalidade na
€mocao.

Antes de realizar o mapeamento de como a personalidade influéncia as emog¢des, devem
ser selecionados quais tragos (fortes ou fracos) de cada uma das 5 dimensdes de personalidade
(modelo OCEAN, capitulo 3) serdo utilizados no contexto do projeto. Essa avaliacao € indis-
pensavel, uma vez que os tracos fortes e fracos de cada dimensao representam personalidades
praticamente inversas (como no caso da dimensao Extroversdao, em que os tragos fortes repre-

sentam a personalidade de uma pessoa extrovertida, e os fracos, de uma pessoa introvertida).

Quadro 4.2 Influéncia nas emogées dos tracos fortes da dimensdo Extroversdo (individuo extrovertido).

Emogio Influéncia

dos tragos
Admiragdo +
Alegria +
Alivio +
Amor +
Tristeza -
Censura +
Contentamento +
Desapontamento +
Esperanca +
Gratidao +
Gratificacdo +
Medo -
Medo confirmado 0
Odio +
Orgulho +
Pena -
Raiva +
Remorso -
Ressentimento +
Satisfac@o +
Tripudiagdo +
Vergonha -

Ap6s a selecdo dos tragos, deve ser realizada a andlise da influéncia de cada dimensao sobre
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as emocoes. Essa andlise avalia se a personalidade influencia a intensidade da emog¢do de forma
positiva ("+"), negativa (-") ou neutra ("0"). O Quadro 4.2 traz um exemplo da influéncia dos
tracos fortes (individuo extrovertido) da dimensao Extroversdao com relacdo as suas emocoes.

A forma de influéncia negativa, como no caso da emog¢do "Medo", age analogamente o
exemplo anterior intensificando a diminui¢@o da variagdo. E, no caso da neutra (representada
pela emocdo de "Medo confirmado"), ndo ocorre nenhuma modificacio do modo em que a
atualizacao € realizada.

Em casos de contradicdes entre a variacio de intensidade e a influéncia da personalidade (a
primeira ser positiva e a segunda ser negativa, ou vice-versa) o0 mapeamento torna-se anulado,
nao ocorrendo atualizacdo na variac@o de intensidade.

Outro tipo de influéncia que pode ocorrer € através da mudanga da emogdo. A seguir €

apresentado um algoritmo para melhor exemplificar como ocorrem os dois tipos de influéncia.

Algoritmo 1 Funcionamento da influéncia da personalidade
emocao < SelecionaEmocao(intencao_usuario);

if (emocao.intensidade == MAX) and (PersonalidadeInfluencia(emocao) > 0) then
if emocao_maximizada # NULL then
emocao.tipo <= emocao_maximizada
end if
else
emocao.intensidade < Atualizalntensidade(PersonalidadeInfluencia(emocao));

end if

Como visto no algoritmo, é feito um teste com o nivel da emocdo. Se esta ainda ndo se
encontra no nivel méximo de intensidade (caso do else), € realizada a variacao no seu nivel,
dependendo da influéncia da personalidade.

Porém, se a intensidade dessa emocdo ja estiver no nivel maximo, o algoritmo verifica se
existe outra emocao vinculada a inten¢@o do usudrio que expresse um sentimento mais forte do
que a emocao selecionada, e a substitui pela emo¢ao maximizada. No Quadro 4.1, € visto um
exemplo de maximiza¢do de uma emocao quando o usudrio elogia (inten¢do) demasiadamente

o Chatterbot que, ao invés de demonstrar a emoc¢do de orgulho (emoc¢do primdria), passa a
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demonstrar a emocao de vergonha (emog¢do maximizada).
O capitulo 5 traz uma lista com a relagao da influéncia de todos os tracos de personalidade
sobre emocdes selecionadas para o estudo de caso do projeto. A seguir, sdo apresentados alguns

detalhes da implementacdo e TAGs criadas para o projeto.

4.2.2 Detalhes de Implementacao

Esta secdo apresenta detalhes de implementacdo do modelo de computagdo afetiva em chatter-
bots aqui proposto. Como dito anteriormente, a linguagem AIML foi escolhida para criagdao
da base de didlogos do Chatterbot. Além das vantagens ja discutidas, essa linguagem possui
também diversos interpretadores em diferentes linguagens de programacgdo. O interpretador
escolhido para uso neste projeto foi o Program E°, que utiliza a linguagem PHP juntamente
com o banco de dados MySQLS. Este interpretador foi escolhido devido ser de cédigo-livre e
ter apoio de uma comunidade de desenvolvedores que auxilia no processo de implementacao
de projetos. Além disso, ele permite a utilizacdo de TAGs customizadas em AIML, ndo sendo
necessdria a criacdo de um sistema conversor das novas TAGs para TAGs AIML padrio. As-
sim, esse interpretador é capaz de trabalhar com a extensdo iAIML, que € de fato a linguagem
usada no desenvolvimento deste projeto. Aqui, as TAGs customizadas foram utilizadas so-
mente para inserir informagdes para o processamento da emogdo, e para utilizagdo de TAGs
em HTML para criagdo de links para paginas e uso de figuras que auxiliaram no contexto do
protétipo. O restante do contetido da base de didlogo continuou sendo em AIML padrao, com
isso preservando as caracteristicas da linguagem pai, a qual proporciona a adaptacao para uso
em Chatterbots em diversos contextos.

A TAG <emotion> € formada por atributos que auxiliam no processo de escolha da emog¢ao
e, também, na identificagdo do assunto que estd sendo discutido. Os atributos dessa TAG e sua

utilizada sdo:

* intention: armazena a inten¢do do usudrio no ponto atual do didlogo, segundo o estudo

Shttp://sourceforge.net/projects/programe
http://www.php.net
8http://www.mysql.com
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realizado por [NBOS5];
* emotion: emog¢do primdria, escolhida a partir da inten¢do deste ponto do didlogo;
* variation: tipo de variacdo de intensidade que a emocao primadria sofrera;

* intense_emotion: emog¢dao maximizada que pode ser demonstrada de acordo com a in-

fluéncia da personalidade;
* subject: assunto (dentro do contexto da aplicagc@o) sendo discutido no didlogo.

Além dos 54 diferentes tipos de inten¢des que [NBO5] sugere, o atributo intension (in-
tencdo) pode assumir valores particulares do contexto do projeto. No exemplo da figura 4.4,
este atributo assume o valor "NEGAR_CONTEXTO", o qual significa que o usudrio esta afir-
mando algo diferente do esperado pelo conhecimento do Chatterbot no assunto. Esse tipo de
adaptacdo é sugerida por [NBO5] em seu trabalho, trazendo grande flexibilidade ao uso de
iAIML.

O atributo emotion (emog¢do) recebe um valor de acordo com a inten¢do do ponto atual do
didlogo. A andlise da escolha deste valor foi realizada na secdo anterior, que trata do mapea-
mento das emogdes frente as intengdes.

A variacdo da emocdo primdria € controlada por meio do atributo variation, que pode as-
sumir somente dois valores: "0", no caso de uma variacdo positiva, que modifica a intensidade
da emocdo e a expressdao do Chatbot da emocao que estd sendo afetada; e "1", para uma variacdao
negativa, a qual diminuf a intensidade da emog¢do. Os casos de variacdo negativa s6 ocorrem na
presenca de emogdes que apresentam um relacao contrdria, e.g. Alegria e Tristeza (estes casos
também foram discutidos com auxilio das psicélogas).

O atributo intense_emotion (emocao intensa ou, como denominada anteriormente, emog¢ao
maximizada) armazena a emocdo que pode assumir o lugar da emog¢do primaria dependendo da
influéncia da personalidade, como discutido anteriormente. No exemplo da Figura 4.4, caso a
emocdo "Tristeza"esteja no nivel de intensidade médximo, e houver uma influéncia positiva da

personalidade, esta emog¢ao € modificada para a emocao "Desapontamento”.
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Por fim, o atributo subject foi inserido para identificar especificamente qual o assunto que
estd sendo discutido no ponto atual do didlogo. A insercdo desse atributo foi uma necessidade
apontada pela equipe de acompanhamento, para a realizacdo do estudo de caso, discutido no
Capitulo 5.

A Figura 4.4 apresenta um exemplo do uso da TAG <emotion> no padrdo de customizagdo

do interpretador Program E.

sral
emotlion
intension="NEGAR CONTEXTO"
emotion="TRISTEZA"
variation="0"
int ense emot ion="DESAPONTAMENTO"
subject="NAOGOSTOPRATICAR'
emotion
srai

Figura 4.4 TAG <emotion>, responsdvel por fornecer as informagcdes para o processamento da

emog¢do.

As TAGs customizadas sdo processadas pelo interpretador por uma chamada de fungao for-
mada pelo prefixo "ct_" e o nome da TAG. No caso da Figura 4.4, a fun¢do criada é ct_emotion.
Uma das caracteristicas em programacao de computadores para fungdes € que estas devem re-
tornar algum valor/varidvel ao final da sua execucdo. Com relacdo as fun¢des customizadas do
Program E, o valor de retorno € um texto, que serd a resposta ou parte dela para a entrada do
usudrio.

Como forma de manter o restante do conteido da base nos padrdes da linguagem AIML,
sempre que € utilizada a TAG <emotion>, esta se encontra dentro de outra TAG denominada
<srai>. A TAG <srai> tem uma fun¢do andloga a uma chamada de método em linguagens de
programacdo orientadas a objetos, sendo que o conteido que estiver delimitado por esta TAG
¢ avaliado como uma sentenga digitada pelo usudrio. Essa caracteristica, além de preservar o
padriao da base, oferece a possibilidade de se fornecer diferentes respostas de acordo com a

mudanca de emocdes causada por influéncia de personalidade, isto €, 0 mesmo assunto pode
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possuir uma resposta quando a emocao for Admiracdo e outra quando for Orgulho.
A seguir, veremos a arquitetura desenvolvida para implementacdo do chatterbot com

emocao e personalidade.

4.2.3 Arquitetura

A Figura 4.5 apresenta a arquitetura proposta para este projeto, seus médulos do sistema, bem
como o fluxo de dados durante o processamento de uma sentenca do usudrio. A arquitetura
do Chatterbot com Computacdo Afetiva foi projetada para atender a todas as caracteristicas

expostas anteriormente.

a. Entrada

i. Resposta

c. Avaliacdo f. Direcionamento p/ resposta

d. Avaliacdo

e. Influéncia

"3

Figura 4.5 Arquitetura para Chatterbots com Computagdo Afetiva.

O fluxo de processamento se dd na ordem apresentada a seguir. Primeiramente, o usuario
envia uma sentenga sobre o assunto que vai ser discutido (a.Entrada na Figura 4.5). Essa
informacao € recebida pelo componente gerenciador do interpretador, que € responsdvel por

realizar o processo de casamento de padrdo (discutido no capitulo 2) por meio de consultas
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ao componente Base de Didlogos (b.Entrada). Caso a entrada apresente uma caracteristica
(intencdo) que gera uma emocao, a Base de Didlogos faz uma chamada ao médulo de Emogao
para que seja realizada a avaliacdo da interagdo com a emocgao (c.Avaliagdo).

O médulo de Emocgdo, por sua vez, € responsavel por verificar a variacdo da intensidade
da emocdo e solicitar informacdes sobre a influéncia da personalidade sobre a emocdo atual
(d. Avaliacdo). Ao realizar o levantamento das influéncias da personalidade sobre a emo¢ao, o
modulo de personalidade envia para o médulo de Emocao informagdes sobre a mudanga para
outra emog¢do, ou somente sobre a variacdo da intensidade (e.Influéncia).

Para finalizar, 0 médulo de Emocao realiza o processamento da emocao que serd expressa,
e direciona a resposta para a selecdo na Base de didlogos (f.Direcionamento). Ao encontrar
a resposta de acordo com a emocdo a base de didlogos envia essa informacio para o Geren-
ciador (g.Resposta) que, como ultimo passo, grava as informagdes de todo o processo no log
(h.Interagdo) e envia a resposta ao usudrio (i. Resposta). Os médulos de Emocao e Personal-
idade foram adaptados da arquitetura Persona-AIML [GT04], vista no capitulo 3 (Figura 3.2).
O "Componente de Personalidade", responsavel pelo controle da influéncia da personalidade
no projeto original de [G104], foi dividido em dois médulos especificos, um responsdvel pelo
controle da emogao, e o outro cuidando da personalidade.

O interpretador Program E possui trés principais componentes: o gerenciador, a base de
didlogos e o log. O gerenciador é responsavel pela geracdo da resposta por meio de consulta a
base de didlogos e, ao receber a resposta, grava no log as informac¢des do usudrio, da sentenca
de entrada, da resposta, dentre outras.

Os componentes do interpretador sofreram poucas modificagdes com relacdo ao c6digo
original do programa. Uma das modificacdes ji foi citada anteriormente como sendo a in-
sercdo de fungdes para tratamento das TAGs customizadas para cumprir com o objetivo do
projeto. Todas as funcdes criadas seguiram a padronizacdo aconselhada pelos desenvolvedores
do interpretador, sendo, portanto, consideradas adequacdes especificas para o projeto.

Outras modificacgdes feitas no interpretador foram realizadas no banco de dados do projeto,
conforme apresentado no Apéndice B. As modificacdes no banco de dados do interpretador

foram centradas na tabela conversationlog, que é responsdvel por armazenar todas as infor-
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macoes geradas durante o didlogo. Essa insercao foi realizada como uma forma de comple-
mentar o registro dos didlogos, sendo incluidas referéncias sobre a emog¢ao corrente, 0 usudrio,
a intensidade da emocao corrente e o assunto que estd sendo discutido.

As tabelas criadas para o tratamento especifico da Computacdo Afetiva sdo responsdveis
por armazenar informagdes sobre as emogdes, dados do usudrio, o estado atual das emocdes
do Chatbot e do usudrio, além de todas as informag¢des sobre as influéncias das dimensdes de
personalidade sobre as emocdes. Esses dados foram armazenados em um banco de dados com o
objetivo de proporcionar maior flexibilidade na inser¢do/modificacdo de emocdes e influéncias

de personalidade, ndo requerendo modificacdes severas no cddigo do projeto.

4.3 Consideracoes Finais

Foram apresentadas neste capitulo a metodologia de constru¢do do modelo de Computacdo
Afetiva aqui proposto. Os passos para adaptacdo e uso dessas tecnologias foram integralmente
auxiliados por profissionais da drea de Psicologia, sendo esta colabora¢do considerada de ex-
trema importancia para o projeto.

Dentre as decisdes tomadas, destaca-se a utiliza¢do das tecnologias AIML e iAIML, assim
como o uso dos modelos Big Five para personalidade e OCC para emocgao.

Além disso, foram apresentados detalhes sobre como foi feita a implementagdo da arquite-
tura do projeto, bem como estratégias para inser¢ao de dados.

No préximo capitulo, € apresentado o BUTI, um protétipo construido utilizando as estru-
turas e caracteristicas apresentadas. Veremos também os experimentos realizados para vali-

dacao desta proposta.



CAPITULO 5

Prototipo e Testes

Como forma de validar o modelo e a arquitetura para Computacdo Afetiva apresentados no
capitulo anterior, foi construido um Companheiro Virtual de Acompanhamento (CVA) como
aplicacdo do Projeto CVA-PSCV.

Tendo em vista um melhor detalhamento sobre o contexto em que estd inserido o protétipo,
a secdo 5.1 explica os detalhes do projeto de pesquisa vinculado ao CNPq para o qual foi
desenvolvido o bot. Na secdo 5.2, s@o apresentados os passos para estruturacdo do projeto,
conforme especificado no capitulo anterior, e por tltimo sdo expostos detalhes sobre os testes,

assim como os seus resultados.

5.1 O Projeto do Clube do Coracao

Este trabalho esté inserido no contexto do projeto de pesquisa "Constru¢do de um Companheiro
Virtual de Aprendizado para um Programa de Promocao da Saide Cardiovascular na Infancia
e Adolescéncia"(CVA-PSCV) financiado pelo CNPq. O CVA-PSCV ¢ considerado um projeto
de medicina preventiva na drea de promocao da saide cardiovascular.

O objetivo do projeto € a criacdo de um CVA para acompanhar o tratamento de problemas
cardiovasculares e incentivar criancas e adolescentes a refletirem sobre seu comportamento
alimentar e sedentarismo, aderindo a uma vida mais saudavel por meio do estimulo a prética
de esportes e melhoria nos hédbitos alimentares.

A sede do projeto é a Unidade de Cardiologia Materno-Fetal (UCMF) do Real Hospital
Portugués de Recife, Pernambuco. Por possuir um cardter multidisciplinar faziam parte do
projeto: profissionais de cardiologia, psicologia, nutricdo e educagdo fisica e estudantes de

Medicina e Ciéncia da Computacdo. A UCMF organiza um programa de acompanhamento
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presencial dos pacientes e familiares por dois meses com atividades que visdo a prevengao
de problemas cardiovasculares no espaco denominado Clube do Coracdo. O CVA pretende
ampliar este periodo de acompanhamento por meio de atividades a distancia.

As atividades a distancia realizadas pelo Buti, denominag¢do do CVA pelos integrantes do
projeto de pesquisa, tétm como finalidade ndo apenas acompanhar o desempenho dos partici-
pantes do projeto do Clube, mas, também, informar o usudrio sobre hibitos de vida saudaveis,
bem como motivé-lo a realizar modificacdes nas suas atividades didrias, as quais foram apren-
didas durante a participacdo presencial no Clube do Coracao.

Além do auxilio das psicélogas nos pontos jd comentados no capitulo anterior, os profis-
sionais participantes do projeto proveram assisténcia também para criacdo do conteido que se-
ria incluido no Buti, para que este pudesse conversar sobre vida sauddvel. Uma parte deste con-
tetdo foi utilizada para criacdo de artigos curtos para inclusdao no Portal do Clube do Coragao
que seriam utilizados como leitura adicional aos didlogos com o Buti.

O publico-alvo do Buti serdo criancas de 7 a 10 anos que participam das atividades do
Clube do Coracgdo. Essa faixa etaria foi escolhida pelos organizadores do projeto, uma vez que
o linguajar do utilizado pelo rob6 deveria ser adaptado de acordo com essa decisdo.

[AZEO6] afirma que, para a comunica¢do por meio de conversacdo obter melhor desem-
penho, os debatedores t€m que expor pensamentos e sentimentos, sendo que quando estes itens
sdo bem gerenciados, proporcionam maior harmonia e compreensao do didlogo. Uma vez que
o publico-alvo do projeto sdo criancas de 7 a 10 anos, a necessidade de o didlogo possuir mais
coeréncia e fluéncia é maior, visto que a intencdo € que o bot seja considerado um amigo vir-
tual. Essa é uma das justificativas para o uso das técnicas e arquitetura propostas nesse trabalho
na construcao do Buti.

A seguir, sdo expostos os passos realizados para a construgdo do sistema seguindo a estru-

tura apresentada no capitulo anterior.
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5.2 Estruturaciao do Buti

A estruturacdo do Buti foi baseada no processo descrito na secdo 4.2.1. Todas as etapas con-
taram com a participacdo dos integrantes do projeto CVA-PSCV, em especial, as psicologas,
que contribuiram com o conhecimento que possuem na drea de Psicologia.

Além das etapas descritas anteriormente, foi avaliada a necessidade de inclusao de algumas
caracteristicas importantes para a adequacao ao escopo do projeto. Essas outras etapas também

serdo expostas a seguir.

5.2.1 Emocoes do Buti

Como primeira etapa de construg¢do do Buti, foi realizada a escolha das emocdes que poderiam
ser utilizadas no contexto de vida sauddvel em que o chatterbot estd inserido. Além da selecao
das emocdes, conforme exposto no Quadro 5.1, foram realizadas as avaliagdes do grau de
variagdo da intensidade (Refinada ou Bruta) e do grau de utilidade da emocdo no escopo do
projeto ("1"para bdsico, ou "2"para importante).

As emogdes que ndo possuem um valor atribuido foram avaliadas como ndo necessarias
para implementacao do Buti no contexto do projeto CVA-PSCYV, pois, na opinido das psicélo-
gas, ndo se encaixam no objetivo do trabalho. Por exemplo, a emocio de ressentimento foi
descartada devido a possibilidade de favorecer o sentimento de desmotivacdo nas criangas du-
rante a conversa com o Buti.

Outro detalhe sobre as emogdes escolhidas nessa etapa € que a emocdo "Desaponta-
mento"foi trocada pela emocdo "Insatisfagdo"para facilitar a modelagem e andlise da emocgao,
sendo que esta adaptacdo pode ser realizada sem fugir da estrutura original do modelo OCC.

O critério principal para ndo utilizacdo de emoc¢des como "Ressentimento"ou "Tripudi-
acdo"é de que essas emocgdes sdo consideradas no contexto de forma negativa e podem desmo-
tivar a interagdo com o usudrio.

Como pode ser observado no Quadro 5.1, além das emogdes atribuidas ao Chatterbot, ini-

cialmente tentou-se avaliar, por meio de inferéncia, as emocdes que seriam vivenciadas pela
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Quadro 5.1 Selecdo das emogdes para utilizacdo na implementagdo do projeto.

Buti Crianca
Emocio Variagio Grau de Variagio Grau de

da Emog¢do | Utilidade || da Emocdo | Utilidade

Admiragdo R 1 R 1
Alegria B 2 B 2
Alivio B 1 B 1
Amor R 2 R 2
Tristeza B 2 B 2
Censura B 1 B 1
Contentamento
Desapontamento B 1 B 1
Esperanca R 2 R 2
Gratidao
Medo B 1 B 1

Medo confirmado

Odio

Orgulho

Pena

Alw | =m|=

Raiva

W|W|w|wW | =&

Remorso _— _—

Ressentimento

Satisfacdo R 2 R 1

Tripudiagao

Vergonha R 1 B 1

crianca. No entanto, esta idéia foi descartada, pois, segundo as psicélogas, havia necessidade
de maior aprofundamento dos estudos da Psicologia Comportamental, o que ndo poderia ser
realizado em tempo habil até a finalizacio deste trabalho. Apesar de ndo ter sido implementada
a técnica para inferéncia das emocdes da crianga, foi construida uma estrutura que serve como
base para posterior continuidade da proposta. Por este motivo, alguns dados relacionados a esta

estrutura serdo apresentados.
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5.2.2 Design do Buti

Como segunda etapa da construcio do Buti, foi realizada a criagdo do design que seria utilizado
para expressar as emogdes de forma visual. Esse é um passo importante na interacdo com
as criancas, uma vez que Chatterbots com uma boa interface grafica sdo considerados como
uma nova maneira de transmissao de informagdes e marking de produtos para essa faixa etdria
[LOBO6].

Tentamos incluir todas as caracteristicas de um agente conversacional incorporado (se¢ao
2.4), sendo implementadas as modalidades ndo verbais de discurso por meio de gestos e olhares.
A maneira pela qual deveriam ser construidos esses aspectos nio verbais para demonstracao de

emocgdes foi analisada juntamente com as profissionais de Psicologia.

Figura 5.1 Expressoes de algumas emocdes do Buti.

A diagramacio foi realizada por meio da tecnologia Flash. Para inser¢do no contexto do
projeto, foi decidido que o Buti deveria possuir caracteristicas de robd mescladas com as de
crianca (humandéide). Essa idéia € justificavel, uma vez que essa aparéncia poderd evitar que a
crianca imagine o Buti como uma crianga perfeita, e acabar se desmotivando ao se comparar

com a imagem dele. O desenho do Buti, bem como algumas das expressdes de emogdes €



apresentado na Figura 5.1.
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Além das expressdes, foi construido um tutorial animado com voz para ensinar como uti-

lizar todo o ambiente em que o Buti estd inserido, cujo objetivo foi facilitar a0 maximo o

desenrolar do didlogo.

5.2.3 Emocoes no Contexto do Buti

Para construcdo da Base de Didlogos do projeto, foi utilizada a estrutura fornecida por [NBOS5]

com 54 assuntos de cunho geral com diferentes inten¢des, e foram adicionados varios topicos

sobre o tema de vida saudavel.

Quadro 5.2 Mapeamento do grupo de intengdes do contexto especifico com as emogaes.

Grupo de Intencoes Exemplos de Entrada Exemplo de Resposta Emocao
Temas relacionados Sem entrada do usudrio Para viver saudével vocé
a informacdes para crianca: Diélogo direcionado deve sempre praticar alguma Normal
"Vocé sabia?" pelo Buti atividade fisicae (...)
Crianga afirmar um objetivo EU JOGO * Que 6timo! Vocé deve Admiragao
para vida com sauide: EU GOSTO DE JOGAR * sempre praticar algum MAX:
Esportes - gostar/praticar EU SEMPRE JOGO esporte para ficar com satde Alegria
Crianca negar um objetivo * NAO COMO FRUTAS As frutas fazem muito bem Tristeza
para vida com saude: NAO SUPORTO para a saude. Mesmo vocé MAX:
Nutri¢do - ndo gostar de FRUTAS ndo gostando de algumas, é | Desaponta-
frutas NAO GOSTO MACA sempre bom vocé provar (...) mento
VOCE COMO FRUTAS? Como sou um Roébo, nido
Crianca perguntar Buti VOCE GOSTA DE posso comer. Mas, eu gosto Amor
sobre objetivos de saide FRUTAS? muito de frutas ja que elas
VOCE SE ALIMENTA? ddo muita energia.
Crianca pergunta Buti COLESTEROL E BOM? | Eu nio suporto o colesterol.
sobre assunto contrario aos VOCE GOSTA DE Se eu fosse um super-herdi, Odio
objetivos de satide COLESTEROL? colesterol seria meu inimigo
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O apéndice A apresenta todas as emog¢des que foram associadas a cada uma das 54 intencdes
propostas por [NBOS5]. No caso das inten¢des e emogdes para o contexto especifico do projeto,
0 Quadro 5.2 apresenta alguns exemplos do que foi denominado de "grupo de inten¢des", uma
vez que, apesar de representarem assuntos diferentes, vérios didlogos do contexto possuem
intencdes muito parecidas.

Conforme apresentado no quadro anterior, a adaptacdo de outros tipos de intencao foi feita

a partir da necessidade de incluir temas relacionados ao contexto e as preferéncias do Buti.

5.2.4 Personalidade e Emocao no Buti

Como discutido no capitulo anterior, antes da avaliacdo da influéncia da personalidade frente as
emocgdes, devem ser selecionados quais tracos das dimensdes de personalidade sdo adequados
para o contexto do projeto e que fardo parte da andlise. Tracos inadequados sdao aqueles que
podem desmotivar a interagdo entre o Buti e a crianga — por exemplo, tracos como frieza,
irresponsabilidade, egocentrismo, dentre outros. Por este motivo, foram escolhidos para andlise
somente os tracos fortes das dimensdes Abertura a Experiéncia, Escrupulosidade, Extroversao
e Amabilidade. A dimensdo Neuroticismo ndo teve tracos selecionados.

O quadro 5.3 apresenta como ficaram mapeadas as relacdes entre as dimensdes de person-
alidade e a Emocao.

Conforme a avalia¢do, cada dimensdo de personalidade influencia de forma diferente as
emocgdes, podendo gerar diversas interagdes com os usudrios. Devido a complexidade dos con-
flitos entre os tracos de diferentes dimensodes de personalidade e dificil avaliacdo de variagdo,
as psicdlogas aconselharam que o Buti somente tivesse uma dimensdo de personalidade por

VEZ.
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Quadro 5.3 Mapeamento do grupo de intengdes do contexto especifico com as emogaes.

Emocao Openness | Conscientiousness | Extraversion | Agreeableness
Admiracado + 0 + +
Alegria 0 0 + +
Alivio 0 - + 0
Amor 0 0 + +
Tristeza 0 0 - 0
Censura + + + -
Desapontamento - + + 0
Esperanca - 0 + +
Gratidao 0 0 + +
Medo - + - -
Odio 0 0 + -
Orgulho + 0 + 0
Pena 0 0 - +
Raiva + + + -
Satisfacdo + - + +
Vergonha 0 0 - 0

5.2.5 Etapas especificas do escopo do Buti

Alguns passos nao contemplados no processo descrito na secao 4.2.1 tiveram que ser inseridos,
devido ao carater multidisciplinar do projeto de pesquisa e ao publico-alvo do sistema possuir
caracteristicas diferentes dos usudrios comuns de Chatterbots.

Uma das avaliacdes inseridas aqui foi sobre o estado inicial das emog¢des do Buti. Foi
aconselhado pelas psicologas que o Buti comegasse com uma variacdo de intensidade diferente
de "0"para algumas emocdes importantes, para atrair a atencdo da crianca (e.g., alegria, amor,

esperanca e medo). Ainda, segundo estas profissionais, a crian¢a responde ao estimulo e deve
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buscar a utilizacdo do sistema por prazer. Portanto, o Chatterbot deve ser sempre inicializado
da mesma maneira, para evitar que demonstre sentimentos negativos guardados de interacdes
passadas, o que poderia gerar um desestimulo no uso do sistema.

Uma vez que o projeto de pesquisa era formado por uma equipe de profissionais de difer-
entes dreas, € o contexto do projeto deveria conter recomendacgdes de cada uma dessas dreas,
foi necessdrio estudar como estruturar a aquisicao de conhecimento a partir desses profissionais
para criagao da Base de didlogos do projeto.

A investigacdo de um dominio especifico em busca de aquisi¢do de conceitos importantes
e criacdo de uma representacao formal dos objetos e relagdes contidas neste ¢ denominada de
Engenharia de Conhecimento [RNO3]. Nio foi encontrada na literatura nenhuma técnica de en-
genharia de conhecimento especifica para criacao de contetido multidisciplinar para aplicacdes
com Chatterbots.

Segundo [RNO3], um dos processos para aquisi¢do de conhecimento utilizando o processo
de Engenharia de Conhecimento € por meio da criagdo de ontologias. Dentro deste contexto,
ontologia pode ser definida como o meio para a realizagdo de "uma especificacdo formal e
explicita de uma contextualizacdo"[AV04].

A partir dessa técnica, procurou-se incentivar os profissionais das diferentes dreas a estru-
turarem os assuntos que tem liga¢do com o contexto de vida sauddvel em suas dreas especificas
por meio de temas. Esses temas seriam formados por sub-temas que conteriam conceitos ou
sugestdes que inferissem para a geragao de uma vida com satde. Essa estruturacdo gerou uma
ontologia de dominio de vida saudédvel que auxiliou no direcionamento para criacao da base de
didlogos com o contexto do projeto. No apéndice C encontra-se uma parte desta ontologia com
o tema "Nutri¢io"construida com auxilio do software Protégé!

Outro estudo que teve uma atengdo especial aqui foi o da intera¢do da crianca com o Buti
por meio do didlogo. Ao realizarmos o levantamento das aplicacdes com Chatterbots, obser-
vamos que, em sua grande maioria, o tema da conversa era direcionada pelo usudrio, tendo
algumas modificacdes realizadas pelos sistemas. Contudo, as psicélogas alertaram que esse

tipo de interacdo centrada na iniciativa do usudrio nao iria funcionar com as criangas, uma vez

"http://protege.stanford.edu
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que elas, devido a idade, se sentirem intimidadas em conduzir um didlogo. Esta afirmativa foi
confirmada por meio de pequenos testes realizados com algumas criangas.

Com essa justificativa, mudou-se a estratégia do Chatterbot colocando-o como principal
direcionador do didlogo. Para auxiliar nessa tarefa, algumas provdveis respostas por meio de
links foram incluidas na interacdo com o usudrio como forma de incentivar a discussdo dos
assuntos do contexto.

Ap6s a realizagdo de todas as etapas de estruturacdo, foram realizados os testes do sistema,

0S quais serdo expostos a seguir.

5.3 Testes do Sistema

Os testes serviram para validar o modelo proposto neste projeto. O objetivo principal foi avaliar
se, com a expressdao de emogdo por parte do Buti, os usudrios do sistema tiveram maior inter-
esse em realizar os didlogos. Como forma de avaliar esse quesito, os testes foram realizados
por meio de duas interagdes com o sistema: (1) somente com a base de didlogos contendo
informacdes sobre o contexto de vida saudavel; (2) a base de didlogos com informagdes do
contexto aliadas com o uso de emogdes.

Participaram dos testes seis criancas, sendo que duas estavam em faixa etdria fora da de-
limitada para o projeto, uma de 6 e outra de 12 anos. A inclusdo dessas criangas que nao
pertenciam ao publico-alvo do projeto foi feita para verificar se a escolha da faixa etdria foi
realizada adequadamente.

As avaliacOes dos testes foram realizadas de duas formas: por meio de questiondrios aplica-
dos pelas psic6logas do projeto, e pela andlise de videos gravados da interagdao no computador
das criangas, observando-se as atitudes destas durante as interacdes. Para a realizacdo destas
avaliacoes, foi solicitado aos pais ou responsdveis pelas criangas que assinassem um "Termo de
consentimento livre e esclarecido"autorizando as atividades. O texto completo do termo pode
ser lido no Apéndice C.

O preenchimento do questiondrio foi realizado em dois momentos, apds a primeira iteracao
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(sem emocgdo) e logo apds a segunda iteragdo (com emog¢do). As perguntas presentes no ques-
tiondrio avaliavam o grau de aceitacdo do sistema, bem como se 0s usudrios perceberam as
diferencas presentes nas iteragdes. O questiondrio completo pode ser encontrado no Apéndice
D.

Com a interligacdo dos dados dos questiondrios e as imagens das gravacdes, as psicélogas

puderam gerar o relatério com os resultados que serdo discutidos a seguir.

5.3.1 Analise dos Resultados

A partir da andlise realizada pela consulta aos logs, pode-se observar que as criangas, por
meio do direcionamento realizado pelo Buti, conseguiram conversar sobre todos os temas do
contexto do projeto que se encontravam na base (esportes, coragcdo e alimentagdo). Uma vez
que as criangas puderam conversar sobre todos os assuntos, as emocdes que o Buti expressava
durante estes também foram expostas.

Quando o Buti ndo realizava o direcionamento da conversa, as criancas solicitavam ajuda
para saber o que fazer ou falar neste ponto. Devido a isto, esse tipo de estratégia de dire-
cionamento do didlogo pelo sistema proporcionou uma média de 15 intera¢des por crianga no
periodo de 20 minutos de testes.

Ainda por meio da anélise dos logs, percebeu-se que as criancgas desta faixa etdria tendem
a escrever as sentencas da maneira que falam, por exemplo, "come que tu tas", "tudu e voce?",
"oquei”, "claru", dentre outras. Isso gerou a falta de reconhecimento de algumas respostas, o
que foi contornado pela estratégia de direcionamento da conversa pelo sistema.

Por meio da andlise realizada pelas psicélogas, constatou-se que as criangas gostaram de
conversar com o Buti, pois demonstraram interesse em conversar com ele novamente. A crianca
de 12 anos, segundo uma anélise realizada pela profissional que o entrevistou, se sentiu fora do
contexto devido a presenca de somente criangas menores do que ele realizando os testes.

Referente a aspectos que mais gostaram no Buti as criangas citaram os fatos do person-
agem falar (mesmo que somente no tutorial de explicacdo), de ser "bonitinho", "bonzinho",

inteligente e legal. Além desses fatos, as criancas determinaram que o uso do sistema foi muito
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interessante, visto afirmarem que o mesmo transmitiu varios conhecimentos sobre o coragao,
saude, esportes, alimentagdo, entre outros.

Sobre a iteracdo do sistema demonstrando emocdo, as criangas constataram a diferenca
da versdo sem emocdo e puderam identificar a presenca de emog¢des como alegria, tristeza,
felicidade, amor, dentre outras.

Segundo a andlise, o sistema conseguiu despertar o interesse das criancas tanto que ao
questionar-se sobre que fato mudariam no Buti houveram diversas observagdes, como aumentar
o tempo de conversa (uma vez que para a realizacdo dos testes o tempo foi limitado), que o
personagem fosse humano ou do sexo feminino, que gostariam de conversar via canal de voz.

Outro objetivo do projeto alcangado nos testes, foi o fato de que algumas criancas, durante
a entrevista, demonstraram uma tomada de consciéncia ao Buti falar de maus hébitos para uma
vida saudavel.

Cada crianca sugeriu diferentes formas de melhorias que poderiam ser realizadas no Buti,
como que ele deveria ser uma menina, que ele poderia escrever menos, ter mais explicagoes

com figuras, dentre outras.

5.4 Consideracoes Finais

Neste capitulo, foram apresentados os passos para constru¢do do protétipo de um Chatterbot
que conversava sobre vida com satide. Esse protétipo fez uso da arquitetura e modelo de C.A.
propostos neste trabalho.

Além das especificagcOes feitas no capitulo anterior, comprovou-se que para a adequagdo
ao contexto do projeto, foi necessario adicionar novas fases de estruturacio para auxiliar nos
trabalhos com a equipe multidisciplinar do projeto, bem como para proporcionar uma melhor
interagdo com o publico-alvo, criancas de 7 a 10 anos.

Com a realizacdo dos testes, a utilizagdo da estrutura de emog¢do proposta no trabalho pro-
porcionou uma motivacao nos usudrios dos testes de voltar a conversar com o sistema. Além

disso, levantaram-se vdrias criticas positivas e sugestdes de melhorias na interacao.
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Conclusao

A presente dissertagdo apresentou um modelo de Computagdo Afetiva em Chatterbots fazendo
uso dos modelos computacionais OCC para emocao e Big Five para personalidade com objetivo
de proporcionar uma intera¢ao mais prazerosa entre o usudrio e o sistema interlocutor. A maior
contribuicdo deste trabalho foi a criacdo deste modelo simples e os testes realizados utilizando
as caracteristicas propostas.

O projeto contribuiu com uma proposta para viabilizar a aplicagdo das tecnologias estu-
das de maneira simples e estruturada, de modo que possa ser utilizada em outros projetos de
contextos variados. A estrutura criada centraliza a emog¢do como tecnologia principal sendo
esta responsdvel pela integracdo com as demais caracteristicas do sistema. A contribuicdo de
profissionais da area de psicologia foi primordial em todas as etapas de defini¢do do projeto
por meio da experiéncia tedrica e pritica na area.

A utilizacdo das estratégias exposta no trabalho mostrou-se satisfatéria com a construgdo de
um protétipo que avaliou ndo sé a aplicagdo das técnicas de Computacdo Afetiva, como também
a maneira pela qual foram construidas e outras estruturas que tiveram que ser construidas para
a adequacao no contexto.

Como trabalhos futuros, podem ser realizadas expansdes no estudo como:

* Realizagdes de mais testes com usudrios reais para avaliagdo de que modificagdes devem

ser realizadas no sistema para obter um maior desempenho;

 Utilizacdo da estrutura disponivel no trabalho para estudo de inferéncia das emocdes dos

usudrios por meio do uso de técnicas de Psicologia Comportamental;

* Integracdo de técnicas de sintese de voz no protétipo para proporcionar uma interacao

ainda mais atrativa para criancas;

72
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» Realizagdo de maiores estudos de aplicacdes de Chatterbots com o publico-alvo sendo

criangas e adolescentes no contexto de incentivo a vida sauddvel.

* Maiores estudos sobre Engenharia do Conhecimento para criagdo de bases de didlogos

de Chatterbots.
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Intengao Exemplos de Entradas Exemplos de Respostas Emocao
al ALO Opa! Que boa surpresa! Tudo bem? Normal
saudar FALA CARA TUDO BOM Diz ai, tudo bom?
2 * COMO VOCE ESTA Fico feliz que vocé esteja aqui!
. COMO VAITUDO BEM Vou bem, e vocé como se sente Normal
cumprimentar FALA RAPAZ TUDO TRANQUILO
a3 * E MEU NOME Prazer em conhecé-lo!
apresentar_se * NAO E MEU NOME VERDADEIRO Fico feliz em conhecé—l.o' Normal
P - * PODES ME CHAMAR DE * ’
ad * COMO VOCE GOSTARIA DE SER
erountar nome CHAMADO Meu nome € Buti Normal
perg do b(;t * QUAL O SEU NOME TODO Meus criadores me chamam de Buti
- * VOCE TEM APELIDO
as * A SOLIDAO DEIXA VOCE TRISTE é?;"g;ag;
perguntar_como “ BEM E VOCE Resposta depende de uma avaliacdo das emogoes emocoes
bot_esta_se * COMO FOI O SEU DIA P P ¢ ¢ Ale (iia .
sentindo * COMO VC ESTA HOJE S
Tristeza
Eu tento me lembrar de tudo, mas minha memoria Lembrar:
a6 * ESTA LEMBRADO DE MIM ndo € perfeita normal
perguntar_se_o * FALEI COM VOCE ONTEM * Eu posso ate ndo lembrar bem do nome, mas eu Se nio:
bot_o_reconhece * MEU NOME VOCE GRAVOU lembro com muito carinho das pessoas com quem | desaponta
me comunico. mento
ACABO DE TER UM PROBLEMINHA COM
a7 ., N Mal: Pena
. UM AMIGO * H4 quanto tempo vocé estd assim?
dizer_como_esta Bem:

se_sentindo

* ESTOU DEPRIMIDO

Porqué? O que aconteceu?

Normal

= 17
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Intencao

Exemplos de Entradas Exemplos de Respostas Emocao
d1 * COM VOCE ME TRATANDO DESSE JEITO? Peco perdiio se eu te deixei triste. Ve me perdoa? Vergonha
reclamar_ter_sido * ME CHAMANDO DE ANALFABETO R oo it e e o | MAX:
xingado * ME CHAMANDO DE BURRO ¢ Tristeza
a2 * MAS ORIGADO Nao h4 de que. Orgulho
asradecer * VALEU E ISSO AE Fico feliz de ter ajudado. MAX:
g *VC ME AJUDOU MUITO Sempre que quiser. Alegria
* ACEITA *
d3 * CASA COMIGO * O tnico convite que eu aceitarei € para fazer chat Normal
convidar * PODEMOS SAIR JUNTOS Eu s6 posso conversar, mais nada.
* TE APRESENTAR AS PESSOAS
d4 * AINDA ESTOU ME FORMANDO * Sem ressentimentos
desculpar se * DESCULPE * Nao se preocupe com isso Normal
par_ * EU SINTO MUITO Nao precisa se desculpar.
ds * ACHO QUE VC TEM SENTIMENTO * Vocé vai me acostumar mau desse jeito Orgulho
elosiar * ADOREI CONVERSAR COM VOCE Meu criador vai ficar feliz de saber que eu agradei MAX:
g * DISSE QUE VOCE E BONZINHO tanto assim. Vergonha
dé “ AJUDA A GANHAR DINHEIRO Tentei ajudar tanto quanto possivel
e * DEVERIA TENTAR ME AJUDAR ) Lo quanto p Normal
pedir_ajuda * ESGOTEI O ASSUNTO Caso eu possa te ajudar, diga-me como?
Assuntos
d7 * CERTO VAMOS FALAR SOBRE * diversos:
pedir_para_mudar * CONVERSE SOBRE ELAS Listar possiveis assuntos para conversar Normal
de_assunto * DIGA LOGO DE QUE VAMOS FALAR? Contexto:

Alegre
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Intencao

Exemplos de Entradas Exemplos de Respostas Emocao
d8 «
. FACA PERGUNTAS * e
pedir_para_bot # 0 QUE MAIS VO CE QUER SABER Utilizar d7 (mudar de assunto)
perguntar_algo
* ESPERA * Fi . tad
9 * JA VOLTO ique & vontade, eu posso esperar
. , Eu tenho a paciéncia de esperar todo o tempo do Normal
pedir_que_aguarde * VOU TOMAR UM CAFE mundo.
d10
pedir_que_conte * CONTE UMA PIADA * Sou péssimo com piadas Normal
ir_que_ . ]
uma_piada DA PRA CONTAR ALGO ENGRAGADO Infelizmente sou péssimo com piadas. 1\141:‘1‘\);
d12
) * O QUE POR EXEMPLO . . ~ . Normal
pedir_exemplo_de N Meu criador ainda ndo me ensinou a dar exemplos. MAX:
algo SOBRE QUE TIPO DE PROBLEMAS Eu nem sei como dar exemplos. Raiva.
di3 A i i
N + ACONTECEU ALGO INTERESSANTE * Eu ndo tenho conhecimentos estabelecidos sobre Normal
perguntar_a_opiniao * ACREDITA NA * _ esteassunto. - MAX:
a_respeito_algo * COMO ACHA QUE * Depende, hoje exatsel)rgf:?:;u ndo tenho opinido Raiva
di4 * HORAS SAO * folo Se preocupe tanto com 0 tempo. Normal
perguntar_as_horas O DIA POR FAVOR * Meu criador ndo me fez com nogao de tempo e MAX:
ou_data espaco. Raiva
d1s * QUAL SUA IDADE Idade € um conceito aprzr:)ag para humanos, sou um
pergu:llz)ta;‘;z‘;l dade * QUANDO VC FAZ ANIVERSARIO Ndo comemoro aniversario, isto € coisa de Normal

humanos.
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Intencao

Exemplos de Entradas Exemplos de Respostas Emocao
dié * AONDE VOCE NASCEU? Eu fui desenvolvido por uma equipe composta de
perguntar_como * CRIAR VOCE varios profissionais de diferentes dreas - cientistas Normal
o_bot_foi_criado * PARA CRIAR VOCE * da computagdo, médicos, psicélogos (...)
Eu sou virtual. Eu vivo no "cyber espacgo".
d17 * AONDE VC MORA
perguntar_onde * DE ONDE VOCE E Podemos usar nossa imaginacao Para criarmos uma Normal
o_Bot_se_encontra * LUGAR ONDE VC FOI CRIADO casa legal para mim
- Vamos conversar, por enquanto ndo posso tirar
d18 * A ESCALACAO DO TIME * david Normal
perguntar_algo_que_ * ALGUMA BIBLIOGRAFIA SOBRE * suas duvidas. _ MAX:
o_Bot_nao_conhece * COMO ESTA O TEMPO * Essa pergunta estd além dos meus conhecimentos Raiva
d20 * DE QUAL * VOCE MAIS GOSTA Apesar de ser um robd, eu gosto muito de praticar Desapor-
perguntar_pelas * O QUE LHE INTERESSA EXATAMENTE esportes e de conversar sobre vida com satide. tam cfnto
preferéncias_do_Buti * O QUE VC PREFERE
a1 + A SUA FUNCAO * Meu criador me fez capaz de conversar pela
perguntar_qual_a * COMO VOCE ESTA SE SAINDO * internet ¢ ajudar aos meus amiguinhos a entendera |\ )
funco_do_Bot # CRIOU VOCE COM QUAL FINALIDADE importancia de mantermos habitos saudaveis de
- vida.
d22 * COMO VC FOI DESENVOLVIDO A equipe do Clube do Coragao trabalhou muito
perguntar_quem * CRIARAM VOCE para que eu pudesse ficar o melhor possivel para Normal
criou_o_Bot * QUE TE FEZ conversar com VOcCEs.
d23 * EM INGLES Por enquanto eu s6 falo em portugués.
perguntar_fala_outro * SOBRE OUTROS IDIOMAS Gostaria de aprender outras linguas, mas fui Normal
idioma COMOE * EM ALEMAO configurado para falar portugués.
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Intencao Exemplos de Entradas Exemplos de Respostas Emocao
d24 * ACABEI DE LHE INFORMAR * Infelizmente eu as vezes esqueco algumas coisas
perguntar_lembra * DA ULTIMA VEZ VOCE * Eu queria poder lembrar tudo o que ja aconteceu no | Normal
de_um_fato * ELE E * SABIA mundo.
a5 * DE NADAR E VC Todl(})1 esporte faz bem‘a saude o iimportante
perguntar_pratica * JOGAR FUTEBOL * escolhermos o que r¥1a,15 Nos agrada para que Amor
esportes GOSTA DE ESPORTES possamos pratlca—los com prazer.
d26 * VOCE SONHOU *
perguntar_se O QUE TEM A VER SONHOS * Por ser um robd, eu ndo durmo entdo eu nao sonho. Normal
sonha QUAIS SAO SEUS SONHOS *
d27 _* MEU MELHOR AMIGO * Eu considero meus amigos todas as pessoas que
perguntar_se_tem * NAO TE CONSIDERO UM AMIGO conversam comigo. Normal
amigos * SER MEU AMIGO Todos sdo meus amigos.
d28 * QUE LHE DEIXA FELIZ O desejo que tenho € conseguir ensinar sobre
perguntar_se_tem * VC QUER SER QUANDO CRESCER N o e wide oo o Normal
desejos GOSTARIA DE SER UM * OU UMA * '
d29 * A MAE DO SEU PAI
perguntar_sobre * ALGUEM MORA COM VOCE * O pessoal do Clube do Coragdo €é a minha familia. Normal
familia * MINHA MAE E BONITA E A SUA
er ungi'o se tem * A NAMORADA PERFEITA PARA VOCE Ainda ndo pensei sobre isso. SO sei que namoro € Normal
P * COMPUTADOR FEMEA * TE APRESENTO algo complicado.
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Intencao

Exemplos de Entradas Exemplos de Respostas Emocao
er un?ail se_tem EM QUE VOCE ESTA PENSANDO TANTO Meu criado??n\;egzzs e;loij ui(;i(? fceciil(;‘ras erros de Normal
perguntar_se_ * VC TEM UM PROBLEMA DE * proteg
problemas funcionamento.
d32 * CAPAZ DE SABER SOBRE * Que pena, nem eu mesmo sei a resposta. Normal
perguntar_pelo * COMO VC SABE QUE * Eu me esfor¢o, mas ha coisas e pessoas demais, MAX:
conhecimento_do_bot * O QUE VOCE CONHECE DE * nao da para conhecer tudo. Raiva
d33 TA EDU(}ACAO NAO ME PERMITE Serd utilizado para avaliar perguntas realizadas
Fespondor nao * EU NAO PERGUNTEI SOBRE * ¢ l Bp ¢ veforont perg o ¢
p - £ NAO DEU * pelo Bot referentes ao comtexto
%
d34 ACHQ SIM Serd utilizado para avaliar perguntas realizadas
responder_sim - ESSAE BOA elo Bot referentes ao comtexto
ponder._ * JA DISSE QUE SIM p
d3s * NAO E NEM BOM NEM RUIM Serd utilizado para avaliar perguntas realizadas
ISSO DEPENDE un ’Zl Bpt ’t pergu o .
responder_talvez EU PROVAVELMENTE * pelo Bot referentes ao comtexto
A L ] o ]
o vck ot doend o | T
xingar * CALA A * DA BOCA que forque e tiz g 10 gostou: L
Voce estd sempre com raiva? Raiva
d37 * COMO E SER UM ROBO? Sou um robd e me interesso por brincadeiras,
perguntar_se_o_Bot * EM QUE TIPO DE MAQUINA VOCE * esportes, musica, frutas, boas amizades e muitas Normal
é_Robo * VOCE E UM COMPUTADOR outras coisas.
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Intencao Exemplos de Entradas Exemplos de Respostas Emocao
* A MELHOR MANEIRA DE CONSEGUIR Ja conversou com seus pais sobre isso? O que eles
d38
dizer opiniao ISSO * acham? Normal
-oP * ACHO VOCE ESQUISITO * Por que vocé pensa assim?
d40 COMO EU DESLIGO VC 1 s manecialsts e boas comversas o boms jogos
perguntar_sobre COMO OS ROBOS * Quando puiser jogar comigo, basta clicar na Jsegﬁo‘ Normal
robos EXISTE ALGUEM IGUAL A VOCE quiser jogar comigo, b ¢
de jogos, no site!
ddl * FEMININO OU MASCULINO Sou um robd, ndo sdo sou menino nem menina
perguntar_sexo_do * ROBOS PODEM TER FILHOS mas isso ;150 cmpede de sermos amicos ’ Normal
Bot O QUE FAZ DE VC UMA FEMEA p gos.
d42 * ACREDITA EM DEUS Meu criador ndo me fez para seguir crencas
perguntar_pela * BIBLIA * reli iosell)s & ¢ Normal
religido_do_Bot * VOCE ACREDITA EM CRENCAS 8 '
* EU ESTOU ESTUDANDO * ) .
dese l(.1;7er « £ EU MORO * E ESTUDO * Fale mais de voce.(il:igraillegglal;do as pessoas falam Normal
- * EU NAO SOU PUXA SACO * '
d48 * ESTOU COM PENA DE * Fale mais dos seus sentimentos.
falar_de_seus * ESTOU COM PROBLEMAS COM MINHA * Ha quanto tempo vocé se sente assim? Normal
sentimentos * EU ESTOU APAIXONADA * Vocé se sente sempre assim?
d49 EH MEU PRAZER Vocé é um exemplo de boas maneiras Orgulho
dizer denada NAO PRECISA AGRADECER Vocé é tao gentil MAX:
- RESPOSTA INTELIGENTE Imagina, estou aqui para isso. Vergonha
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Intencao

Exemplos de Entradas Exemplos de Respostas Emocao
* ALGUM FILME * - . . .
dso * BELEZA AMERICANA Eu ndo sou muito fg de fllrpes: mas m/eps criadores Normal
falar_de_filmes £ ERA DO GELO gostam muito de fic¢do cientifica.
ds1 * ACABAR COM VOCE Eu estou aqui para te ajudar, vamos continuar a ser | Tristeza
ameacar * DESTRUIR VOCE companheiros? MAX:
¢ VC PODERIA MORRER Porque vocé quer fazer isso comigo? Raiva
* CALCULAR VALORES MATEMATICOS * - ) Normal
ds2 . Desculpe, ndo sou muito bom com contas. Eu sou
matematica * DIGA QUANTOE * um robo de chat, eu ndo sei nada sobre nimeros MAX:
* EQUACAO DO SEGUNDO GRAU ’ ' Raiva
d>3 - COMO ASSIM * Desculpe, tentarei ser mais claro da proxima vez Normal
dizer que néo * ESTOU COM DUVIDAS * op e engm o MAX:
entendeu * FALE MAIS CLARAMENTE 4 ' Raiva
ds4 * BABADO FORTE * Temos tantas coisas mais interessantes do que
fofocar * ESTA FALANDO POR AI * fofocas para discutir Odio
* VOCE ESTA FICANDO FAMOSO Fofocas ndo nos levardo a nada.
d55 * CAPRICORNIO Robos ndo sdo influenciados pelas estrelas.
falar de astrologia * SIGNOS * Nao compreendo como as pessoas podem ser Normal
g * ZODIACO * regidas pelos astros.
fl * AGORA PRECISO DORMIR * Que pena que tem mesmo que ir, mas volte, adorei
anunciar que vai * ESTOU INDO EMBORA * penaq que i, : Pena

encerrar o dialogo

* INFELIZMENTE TENHO QUE SAIR

conversar com vocé.
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APENDICE D

Termo de Consentimento Livre e Esclarecido

Titulo da Pesquisa: "Constru¢do de um Companheiro Virtual de Aprendizado para um Pro-
grama de Promocdo da Saidde Cardiovascular na Infancia e Adolescéncia”
Nome do Pesquisador: Antonio Fernando Lavareda Jacob Junior

Nome da Orientadora: Fliavia de Almeida Barros

1. Sobre a pesquisa:

Esta pesquisa tem por finalidade avaliar o desempenho de um Companheiro Virtual de
Acompanhamento (CVA) que conversar sobre hébitos de vida sauddvel.

O publico-alvo sdo criangas entre 7 ¢ 10 anos que ja tenham um pouco de pratica com o
manuseio de computador e Internet. Criangas fora desta faixa etaria também podem fazer parte

dos testes.

2. Envolvimento na pesquisa:

A participacdo na pesquisa estd ajudando no desenvolvimento da dissertacdo de Mestrado
do Pesquisador, assim como auxiliando para a melhoria do objetivo do CVA de conversar sobre
vida com saude.

O responsdavel pela crianga tem liberdade de recusar que a mesma participe e ainda recusar
que continue participando em qualquer fase da pesquisa, sem qualquer prejuizo.

Sempre que quiser poderd pedir mais informacdes sobre a pesquisa através do telefone do

pesquisador do projeto ou por e-mail para 0 mesmo.

3. Sobre a realizacao dos testes:
Os testes serdo realizados por meio de um computador. A conversar com o CVA serd feita

por meio de uma pagina de Internet que conterd a conversa e figuras sobre vida saudavel.
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Para andlise da interacdo com o CVA todas as atividades que a crianga desempenhar no
computador serdo gravadas por meio de um programa instalado no mesmo. Além disso, a
crianca serd filmada enquanto estiver conversando com o CVA para que psicélogas que fazem
parte do projeto possam analisar todas as reagdes desta durante a conversa.

Apos a realizagdo da conversa, psicologas ligadas ao projeto fardo uma entrevista com a

crianga para obter mais informacdes sobre o desempenho do CVA.

4. Riscos e desconforto:
Os procedimentos adotados nesta pesquisa obedecem aos Critérios da Etica em Pesquisa
com Seres Humanos conforme Resolucdo no. 196/96 do Conselho Nacional de Saude.

Nenhum dos procedimentos usados oferece riscos a dignidade dos participantes.

5. Confidencialidade:

Todas as informagdes coletadas neste estudo sdo estritamente confidenciais, sendo preser-
vado o respeito ao anonimato da crianga. Somente o pesquisador e a orientadora terdo conhec-
imento de todos os dados.

A informacao sobre as estatisticas da pesquisa poderao ser divulgados e publicados respei-
tando o que foi exposto no pardgrafo anterior.

Caso seja necessario o uso de algum material que exponha a identidade da crianga realizada
durante os testes (como foto ou filmagem), serd feito uma solicitacio em documento préprio

para o responsdvel da crianga.

6. Beneficios:

A participag@o nesta pesquisa nao terd nenhum beneficio direto. Entretanto, esperamos que
este estudo gere informagdes importantes sobre interacdo da crianca com o CVA, de forma que
o conhecimento que serd construido a partir desta pesquisa possa melhorar o desempenho da

conversar com Companheiros Virtuais.
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7. Pagamento:
A crianca ou o responsdvel ndo terdao nenhum tipo de despesa para participar desta

pesquisa, bem como nada serd pago pela participacao.

Antonio Fernando L. Jacob Junior
Mestrando CIn/UFPE
(Pesquisador Responsavel)

Contato':

Consentimento Livre e Esclarecido

Declaro que li as informagdes acima sobre a pesquisa € que me sinto perfeitamente
esclarecido sobre o conteido da mesma, assim como seus riscos e beneficios. Declaro ainda
que por minha livre vontade, aceito participar da pesquisa cooperando com as informagdes

contidas no formulario.

Recife, / /

Nome da Crianca participante da Pesquisa

Nome do Responsével pela Crianca

Assinatura do Responsdvel

'No documento original consta o telefone e e-mail do Pesquisador Responsével.



APENDICE E

Questionario de testes realizado pelas Psicologas

do Projeto

Nome:

Idade: Data:

Questoes (1? Parte)

1. Vocé gostou de conversar com o Buti? Por qué?

2. Esta foi a primeira vez que vocé conversou pela Internet com um amiguinho virtual? Se

nao, fale como foi sua experi€ncia com o outro amiguinho virtual.

3. O que vocé mais gostou em Buti?
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4. O que menos gostou em Buti?

5. O que vocé mudaria em Buti?

6. Vocé conversaria novamente com o Buti? Por qué?

Questoes (2% Parte)

7. Desta vez, o que vocé mais gostou em Buti? E o que menos gostou?

8. Vocé percebeu se Buti demonstrou sentimentos? Quais?
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9. Voceé notou se Buti falou sobre saide, esportes e/ou alimentagdo saudavel? O que vocé

achou mais legal?

10. Vocé gostou mais de conversar com Buti na primeira vez ou na segunda? Por qué?

Demais anotacdes
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