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Abstract 

 

Recent years have witnessed the emergence of new communication techniques in 

Computer Science that use both wireless technologies and self-organizing features. Their 

combination eliminates the need for using pre-defined wired structures and prior 

configurations. In this work, we develop a simulated version, using the network simulator 3 

(ns-3), of the Heterogeneous Technologies Routing (HTR) framework that is suitable for 

interconnecting devices in a heterogeneous ad hoc network, extending its supported 

heterogeneous technologies with the addition of WiMAX and LTE devices, proposes an 

extension to enable multipath routing over this framework and investigates the impact of 

tuning routing parameters on convergence interval and energy consumption. Although a 

large number of works exist that investigate the tuning of routing parameter settings, to the 

best of our knowledge, none of them investigate the impact of these on protocol convergence 

and energy consumption. Multipath HTR routing, the extension we propose, offers several 

benefits such as load balancing, fault tolerance, routing loop prevention, energy-

conservation, low end-to-end delay, and congestion avoidance, among others. This work 

performs a comparative analysis of the proposed HTR extension, with the baseline HTR, and 

the widely used Optimized Link State Routing (OLSR) protocol. Moreover, we investigate the 

impacts of tuning the HELLO refresh interval and perform a comparative analysis of the 

tuned HTR with the OLSR protocol. Both evaluations are validated through the simulation of 

heterogeneous technologies such as WiMAX, 3GPP LTE and Wi-Fi. Results show that the 

multipath extension effectively improves the data delivery ratio, and reduces the end-to-end 

delay without major impact on network energy consumption. For the tuned HTR, results 

show that varying the HELLO refresh interval can improve the convergence of the protocol 

and reduce the energy consumption. 

 

Keywords: Wireless Mobile Communication; Mobile Ad hoc Networks (MANET); 

Heterogeneous technologies; multipath routing; ns-3; WiMAX; Wi-Fi; LTE; simulation; 

tuning; settings; soft-state; convergence; 
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RESUMO 

 

Recentemente, novas técnicas de comunicação surgiram que usam tecnologia sem fio 

e são capazes de se autoconfigurar. A combinação desses fatores elimina a necessidade de 

utilizar estruturas cabeadas e configurações pré-definidas. Neste trabalho, o autor desenvolve 

uma versão simulada, através do simulador de rede “network Simulator 3” (ns-3), do 

arcabouço “Heterogeneous Technologies Routing” (HTR), que se propõe à interconectar 

dispositivos em redes heterogêneas ad hoc, estendendo o seu suporte às tecnologias 

heterogêneas com a adição de dispositivos WiMAX e LTE, propõe uma extensão para 

fornecer um roteamento baseado em múltiplos caminhos (“Multipath”) e investiga o impacto 

de modificar os parâmetros de configuração do roteamento no tempo de convergência da 

rede e consumo de energia. Apesar de um grande número de obras existentes que investigam 

o impacto da mudança de parâmetros de configuração do roteamento, no meu conhecimento, 

nenhum deles investiga o impacto destes no tempo de convergência do protocolo e consumo 

de energia. O “Multipath HTR”, a extensão proposta, oferece vários benefícios como 

balanceamento de carga, tolerância a falhas, prevenção de “loops” de roteamento, 

conservação de energia, baixo atraso fim-a-fim, e evita o congestionamento, entre outros. 

Este trabalho faz uma análise comparativa da extensão ao HTR proposta, com a base do HTR, 

e o protocolo amplamente utilizado “Optimized Link State Routing” (OLSR). Além disso, o 

esse trabalho investiga o impacto de variar o intervalo de envio de mensagens de HELLO e 

realiza uma análise comparativa do HTR modificado (“Tuned HTR”) com o protocolo OLSR. 

As duas avaliações são realizadas através de simulação usando tecnologias heterogêneas 

como WiMAX, 3GPP LTE e Wi-Fi. Resultados mostram que a extensão de múltiplos 

caminhos proposta melhora a taxa de transmissão de dados, e reduz o atraso fim-a-fim sem 

maiores impactos no consumo de energia da rede. Para o “Tuned HTR”, resultados mostram 

que a variação do intervalo de envio de mensagens de HELLO pode melhorar a convergência 

do protocolo e reduz o consumo de energia.  

 

Palavras-chave: Comunicação móvel sem fio; “Mobile Ad Hoc Networks 

(MANET)”; Tecnologias heterogêneas; Roteamento por múltiplos caminhos; ns-3; WiMAX; 

LTE; simulação; “tunning”; configurações; “soft-state”; convergência; 
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CHAPTER 1 INTRODUCTION 

 

The popularity of mobile communication is constantly increasing [1].  The worldwide 

internet mobile traffic is expected to overtake the desktop internet traffic by 2014 [2], which 

means that more users will be accessing the Internet through their mobile devices (e.g. 

Smartphone and Tablets) than through their Personal Computers (PCs). In [3], the author 

shows that mobile devices now accounts for 12 percent of all Internet traffic (see Figure 1). 

Furthermore, this author reveals that PCs shipments continue to drop and also that 

Smartphones and Tablets shipments overtook those of PCs since 2011 (see Figure 2).  

 

Figure 1: Worldwide Mobile Traffic as percentage of Total Internet Traffic 
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Figure 2: Global Unit Shipments of Desktop PCS + Notebook PCS vs. 

Smartphones + Tablets 

Mobile devices are rapidly becoming the preferred computing platform for many (see 

Figure 3) and this phenomenon has already been experienced in some countries, such as 

China [4] and India [5] (see Figure 4). 

 

Figure 3: Global Installed Base of Desktop PCS + Notebooks PCS vs. Smartphones 

+ Tablets 
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Figure 4: Mobile vs. Desktop in India from December 2008 to May 2013 

Mobile devices have transformed the way that we interact and communicate. Tasks 

once handled by wired communication can now be performed by mobile devices equipped 

with several network interfaces (see Figure 5), which may be of different access technologies, 

both wireless and cellular ones. With such diversity, the fundamental goal [6] is to render 

transparent the existence of heterogeneous networks. Furthermore, selecting efficiently the 

most appropriate technology to use is crucial for obtaining the levels of performance required 

by future networks. 

 

Figure 5: Mobile device equipped with several network interfaces 
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1.1 MOTIVATION 

For some tasks, such as the ones involved during emergency network scenarios, the 

use of wireless devices is mandatory. Some relevant scenarios include coalition military 

operation, disaster relief efforts, and on-the-fly team formation for a common mission, such 

as search and rescue. In these situations, multiple groups and organizations may need to 

establish a way to communicate and collaborate to achieve a goal. For example in a disaster 

relief effort, a military force may need to coordinate its activities with fire fighters, medical 

teams, police forces and other entities by sharing information without being concerned with 

the particular networking technologies that each group uses. 

Such tasks call for the development of an approach that enables end-to-end 

communications over those mobile wireless networks (i.e. networks containing wireless 

devices). The fundamental goal of mobile ad-hoc networking is to support efficient operation 

in these networks by incorporating routing functionality into mobile nodes, and into any device 

(i.e. router or end-system) that implements the internet protocol (IP) [7], [8]. A mobile ad-hoc 

network (MANET) is a multi-hop ad-hoc wireless network where nodes can move in an 

arbitrary manner in the topology. Therefore, the network may experience rapid and 

unpredictable topology changes. Such networks have no given infrastructure, can be set up 

quickly in any environment, and are likely composed of nodes with constrained capabilities 

(e.g. power level, processing capacity, and so forth). Moreover, this kind of network could be 

linked to other infrastructure networks constituting a mesh network. 

Several MANET routing protocols have been specified by the IETF MANET WG and 

other entities [9] to achieve an easy deployment of these networks. These protocols are based 

on different design philosophies and propose to deal with certain requirements from different 

network domains. However, a network domain not fully explored by those is the efficient 

MANET deployment using heterogeneous technologies. 

In 2012, the Heterogeneous Technologies Routing (HTR) protocol, a routing protocol 

to interconnect devices in a heterogeneous ad hoc network environment, was designed and 

implemented on real mobile devices [10]. The HTR protocol is part of a co-operation between 

the Ericsson Research [11], the Networking and Telecommunication Research Group (GPRT) 

[12] and the “Ministério da Ciência e Tecnologia e Inovação” (MCTI) [13].  It creates an 

enclosed heterogeneous MANET [14], which can be set up quickly in diverse environments 

and can be composed of different communication technologies such as Bluetooth [15], Wi-Fi 

[16]–[20]. HTR also provides self-organizing support to bootstrap its nodes, through the self-

configuration of network interfaces requiring minimum human interaction. For energy 
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awareness, HTR employs the HTRScore special metric to help the path computation process 

and interface selection. This is essential to mitigate excessive energy consumption since such 

networks are generally composed of nodes with constrained capabilities (e.g. energy level, 

processing capacity and so forth). 

1.2 STATEMENT OF THE PROBLEM 

The HTR protocol, in its baseline, only has support for real devices [21], [22] (see   

Figure 6) using Wi-Fi or Bluetooth devices. Since it currently only works using real devices, 

the setup of real experiments is extremely difficult to perform when validating large-scale 

networks. Furthermore, the HTR protocol is susceptible to routing loops that are associated 

to the HTRScore computation, which, in some cases, produces divergent views of the network 

since each node computes and propagates its own perception about the network energy 

consumption to reach others.   

 

Figure 6: HTR prototype working devices. 

1.3 PURPOSE OF THE RESEARCH 

In this work, we develop a simulated version, using the network simulator 3 (ns-3) 

[23], of the HTR protocol in order to reduce the complexity of performing experiments that 

evaluate the performance of the protocol when using large-scale networks. We also extend 

the HTR protocol supported heterogeneous technologies with the addition of WiMAX [18]  

and LTE [24]–[27] devices. Furthermore, we propose an extension to enable multipath 

routing over that protocol in order to mitigate the routing loops occurring in HTR baseline. 

This thesis has the following specific objectives: 

 Enhances the ns-3 energy component enabling it to compute the energy 

consumption of these two new heterogeneous technologies 

 Investigates the impact of tuning routing parameters on convergence interval 

and energy consumption 
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Although a large number of works exist that investigate the tuning of routing 

parameter settings, to the best of our knowledge, none of them investigate the impact of these 

on protocol convergence and energy consumption. 

1.4 RELEVANCY 

This work performs a comparative analysis of the proposed HTR extension, with the 

baseline HTR, and the widely used Optimized Link State Routing (OLSR) [28] protocol. 

Moreover, we investigate the impacts of tuning the HELLO refresh interval and perform a 

comparative analysis of the tuned HTR (i.e. HTR with tuned routing parameter settings) with 

the OLSR protocol. Both evaluations are validated through the simulation of heterogeneous 

technologies such as WiMAX, LTE and Wi-Fi.  

Contributions expected for this work are the following: first, a simulated version of the 

HTR protocol is given, providing an integrated solution for heterogeneous ad hoc 

communication scenarios, currently mostly lacking from industry and academia attention 

due to the high complexity acquired from the heterogeneous context. As a second 

contribution, effectively increase the network performance under the multipath extension. 

Third, investigate the impact of tuning routing parameters on the protocol convergence 

interval and energy consumption that, to the best of our knowledge, is not evaluated in other 

works. Further, discuss the impact of the heterogeneity, comparing the results obtained while 

using Wi-Fi, WiMAX and LTE technologies. Also, provide two new energy models for 

computation of energy consumption of WiMAX and LTE that enhance the ns-3 energy system 

which, at the moment of writing of this document, has only support for Wi-Fi devices.  

1.5 DISSERTATION OUTLINE 

This work has been organized as follows: In Chapter 2, background information is 

given with a review of current related works. Chapter 3 introduces the HTR protocol 

including its main concepts and features, and describes the multipath extension proposed here. 

Chapter 4 gives an introduction and evaluation of the network simulators, the ones that have 

gained attention in the research field, in order to discuss the reason for the use of the ns-3 

network simulator during this work.  Furthermore, the implementation of the HTR protocol in 

the ns-3 is presented and includes the system overview, UML diagrams, and the extensions 

developed to support the protocol itself. In Chapter 5, evaluations are performed considering a 

set of relevant metrics and heterogeneous scenarios to show and discuss the efficiency of the 

multipath extension as well as the tuning of routing parameter settings. Finally, concluding 

remarks and directions for future work are presented in Chapter 6.  
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CHAPTER 2 BACKGROUND AND RELATED WORK 

 

In this chapter, an introduction to the some concepts regarding ad hoc network 

protocols is presented. Furthermore, there is a discussion of the related works. 

2.1 BACKGROUND 

An ad hoc network allows mobile hosts to access information and services, regardless 

of their geographic position. It is characterized by the randomness in its conformation and by 

the difficulties that imply performing routing tasks in an uncertain, dynamic and fast 

changing network environment. 

MANET is an ad hoc network of nodes, which are connected by wireless links. There is 

no infrastructure and central command for communicating and controlling those nodes. It is 

a self-configuring network: the wireless nodes create the network among them. The nodes are 

always moving and they are working often as routers at the same time. 

To provide communication between the nodes contained in a MANET, a routing 

process is used. Routing is the process of selecting paths in a network along which to send 

data or physical traffic. Routing directs the passing of logically addressed packets from their 

source toward their ultimate destination through intermediary nodes. Thus, routing protocol 

is the routing of packets based on the defined rules and regulations. Every routing protocol 

has its own algorithm on the basis of which it discovers and maintains the route.  

To compare and analyze MANET routing protocols, appropriate classification 

methods are important [29], [30]. Several MANET routing protocols have been developed 

and can be classified according to different criteria.  In [29], [31], a state-of-the-art review and 

a set of classification criteria for typical representatives of mobile ad hoc routing protocols are 

presented. These criteria are presented in the following subsection.  

2.1.1 CHARACTERISTICS OF AD HOC ROUTING PROTOCOLS 

Proactive, reactive and hybrid routing 

Using a proactive routing protocol, nodes in a mobile ad hoc network continuously 

evaluate routes to all reachable nodes and attempt to maintain consistent, up-to-date routing 

information. Therefore, a source node can get a routing path immediately when it needs one. 

In addition, all nodes need to maintain a consistent view of the network topology. When a 

network topology change occurs, respective updates must be propagated throughout the 
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network to notify the nodes of the change. 

In a reactive routing protocol, also called an "on-demand" routing protocol, paths are 

searched only when needed. A route discovery operation invokes a route-determination 

procedure. The discovery procedure terminates either when a route has been found or when 

no route is available after examination of all route permutations.  

Hybrid routing protocols are proposed to combine the merits of both proactive and 

reactive routing protocols and to overcome their shortcomings. 

Structuring and delegating the routing tasks 

Another classification method is based on the role that nodes may have. In a uniform 

routing protocol, all mobile nodes have the same role, importance, and functionality. This 

class of protocols normally assumes a plane structure. In a non-uniform routing protocol, 

some nodes carry distinct management and/or routing functions. 

Exploring network metrics for routing 

Some routing protocols utilize some metrics for routing path construction. These 

metrics can be used as criteria for mobile ad hoc network routing protocol classification. Most 

routing protocols use "hop number" as a metric [29]. If there are multiple routing paths 

available, the path with the lowest hop number will be selected. 

Evaluating topology, destination and location for routing 

In a topology based routing protocol, nodes collect network topology information for 

constructing routing decisions. In contrast, there are some destination-based routing 

protocols, in which a node only needs to know the next hop along the routing path when 

forwarding a packet to the destination. 

The availability of GPS or similar location systems allows mobile nodes to access 

geographical information easily. In location-based routing protocols, the position 

relationship between a packet forwarding node and the destination can be used in both route 

discovery and packet forwarding.  

Finally, for some mobile applications it is desirable to use the content of a message for 

routing instead of a destination address. Content-based routing conveniently supports these 

types of applications. 

Protocols unicast and multicast 

This classification is related to the capacity that the protocol has to send packets in a 

multicast or unicast manner. 
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Single-path and multipath 

This classification is related to the number of paths computed during the path 

computation process. Unlike the single path strategy, with a multipath approach, different 

paths are computed between source and destination.  

2.2 RELATED WORKS 

The next subsections discuss the related works. First, the OLSR and OLSRv2 are 

introduced, The HTR protocol borrow some concepts from both protocols (OLSR and 

OLSRv2). Second, some approaches dealing with interoperability among heterogeneous 

networks are presented. Finally, some studies that investigate the tuning of routing protocol 

parameters and some solutions that use a multipath scheme are given. 

2.2.1 OLSR AND OLSRV2 

The OLSR was designed to work in a MANET context. OLSR is pro-active, unicast, 

link-state, table-driven and also uses a mechanism to control flooding (multipoint relaying - 

MPR) [32]. In a link state routing protocol, each node periodically broadcasts the current 

status of its links to all routers in the network. Whenever a link state change occurs, the 

respective notifications will be flooded throughout the whole network.  

 In OLSR, only nodes, selected as MPRs, are responsible for forwarding control traffic, 

intended for diffusion into the entire network. OLSR utilizes HELLO and Topology Control 

(TC) messages to discover and then disseminate link state information throughout the mobile 

ad hoc network. Individual nodes use this topology information to compute next hop 

destinations for all nodes in the network using shortest hop forwarding paths. 

The OLSR version 2 (OLSRv2) [33]–[36] has the same algorithm and ideas as the first 

version (i.e. OLSR). Being modular by design, OLSRv2 is made up of a number of generalized 

building blocks, standardized independently and applicable also for other MANET protocols. 

Currently, these building blocks are, to the best of our knowledge, the following:  the RFC 

5148 “Jitter Considerations in Mobile Ad Hoc Networks (MANET)” [37], the RFC 5444 

“Generalized Mobile Ad Hoc Network (MANET) Packet / Message Format” [38], the RFC 

5497 “Representing Multi-Value Time in Mobile Ad hoc Networks (MANETs)” [39], the RFC 

6622 “Integrity Check Value and Timestamp TLV Definitions for Mobile Ad Hoc Networks 

(MANETs)” [40], and the RFC 6130 “Mobile Ad Hoc Network (MANET) Neighborhood 

Discovery Protocol (NHDP)” [41]. In addition to these building blocks, the OLSRv2 includes 

the updates of these RFC and the RFC of the OLSRv2 itself, which is in the final phases of 

standardization [42]. The [37], which is already considered in HTR protocol, provides 

http://en.wikipedia.org/wiki/Mobile_ad-hoc_network
http://en.wikipedia.org/wiki/Mobile_ad-hoc_network
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recommendations for jittering (i.e. randomly modifying timing) of control traffic 

transmissions in MANET routing protocols in order to reduce the probability of transmission 

collisions. [38] specifies the syntax of a packet format designed for carrying multiple routing 

protocol messages for information exchange between MANET routers. [39] describes a 

general and flexible structure called TLV for representing time-values, such as an interval or a 

duration, and [40] proposes enhancements to include cryptography integrity check values 

(ICV) (i.e. digital signatures or MACs) in TLVs, both using  the [38] format.  Finally, [41] 

describes a 1-hop and symmetric 2-hop neighborhood discovery protocol for mobile ad hoc 

networks, which is quite similar to the link sensing method provided on OLSR. Actually, 

these new concepts introduced in OLSRv2 are been considered for inclusion into the HTR 

protocol extension and this is seen as a future work. 

2.2.2 HETEROGENEOUS AD HOC NETWORKS 

Recently, a number of approaches dealing with interoperability among heterogeneous 

ad hoc networks have emerged. While some have focused on the interoperation among 

multiple wireless domains, adopting high level architectures, and having merely sketched the 

required components (e.g. the translation of different naming spaces) [43]–[46], others have 

addressed the heterogeneous routing below the IP layer (underlay level) [47]–[49]. 

Inter-Domain Routing for MANETs (IDRM) [43], [44] enable end-to-end 

communications over heterogeneous MANETs governed by distinct administrative domains. 

It employs a path vector routing protocol, where each domain enumerates the entire domain 

level path to a destination. Using a path vector routing protocol, IDRM can potentially 

support a policy-based routing in a similar manner to BGP if the network topology is 

relatively stable. Dedicated gateway nodes are required to serve as bridges to connect 

heterogeneous MANETs networks.  

Plutarch [45] is an architecture that translates address spaces and transports 

protocols among MANETs to support interoperation of heterogeneous networks, and TurfNet 

[46] is a proposal for inter-MANET networking without requiring global network addressing 

or a common network protocol. However, these are very high level architectures providing 

only sketches of the required components (e.g., translation of different naming spaces, and 

different protocols). 

Ana4 [47] defines a generic layer 2.5 as part of an ad hoc architecture, which relies on 

the concept of a virtual ad hoc interface. This interface is a logical entity, which abstracts a set 

of network devices into a single and addressable network component. By designing an ad hoc 

proposal at layer 2.5, it becomes possible to provide end-to-end communication, regardless of 



11 

 

the number of network interfaces in each node. In spite of the similarity with the proposed 

HTR protocol, Ana4 does not offer routing based on context information (e.g. residual 

energy), nor does it support MANET auto-organization.  

Lilith [48] is an interconnection architecture based on label-switching for 

spontaneous edge networks, the main goal is to support TCP/IP applications without 

additional configuration from the user. To achieve this, Lilith makes use of an approach 

based on Multiprotocol Label Switching (MPLS) [50] to permit forwarding of packets over 

various heterogeneous links. A flow follows a Label Switched Path (LSP) established on 

demand by an ad hoc routing protocol. Lilith lacks support for the handling of logical sub-

networks and self-configuration mechanism. 

The 3D-Routing protocol [49] makes it possible to compose a fully connected 

heterogeneous MANET using a 2.5 layer approach. An interesting 3D-Routing concept is the 

use of roles. The idea is to allow nodes to have one or more roles associated with them. 

Despite its advantages, 3D-Routing introduces considerable overhead, increasing network 

bandwidth usage. The reasons for this are two-fold: the lack of a mechanism to control packet 

flooding, as well as the use of a complex representation scheme for node information and 

policies. Moreover, it does not describe the mechanism used to compute its routing table. 

The Distributed Virtual Network Interfaces (DVNI) [51] put forward a solution in the 

context of Personal Area Networks (PANs) to provide heterogeneous devices and nodes the 

ability of discovering, seamless handover and routing capabilities. Their goal is to provide the 

so-called “Always Best Connected (ABC)” solution by employing a Virtual Network Interface 

(VNI) to address the issue of changing IPs due to mobility. 

2.2.3 MULTIPATH ROUTING PROTOCOLS FOR AD HOC NETWORKS 

Several multipath routing protocols were proposed for ad hoc networks [30]. Most of 

them are based on existing single-path ad hoc routing protocols. In [52], a multipath 

extension to the well-known AODV [53] protocol is introduced. In [54], a new QoS-aware 

multipath source routing protocol called MP-DSR, and based on DSR [55], is designed and it 

focuses on a new QoS metric to provide increased stability and reliability of routes. [56] 

introduces a multipath Dijkstra-based algorithm to obtain multiple routes and it uses a 

proactive routing protocol based on OLSR [28]. [57] recommends a scheme that uses two 

disjoint routes for each session using an on-demand approach.  

Notwithstanding the important contributions of these existing solutions, there is still 

a need for an efficient multipath scheme to connect heterogeneous devices seamlessly. 
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2.2.4 PARAMETER BASED STUDIES 

Over the years, some studies were done in order to increase the performance of OLSR 

[28]. In [58], the author investigates the different impacts of tuning the refresh interval 

timers on OLSR performance under various scenarios. This work proves that the intervals for 

HELLO messages have a bigger impact on OLSR performance than other message types. [59] 

also proposed to evaluate the OLSR protocol with different route refresh intervals. However, 

in both cases, the performance was measured basically in terms of the network metrics’ 

throughput and delivery ratio, while the convergence and energy efficiency of the network 

were not taken into consideration. 

Meanwhile, other works [60]–[62] explore the accuracy of state information while 

tuning the OLSR parameters and conclude that changing parameters has no noticeable 

impact on accuracy levels. In addition, [60] considers the network heterogeneity by using 

radios with distinct power consumptions and with different initial energy levels; however, it 

does not assume the use of heterogeneous wireless technologies. 

In [63], [64], the authors experiment with a set of OLSR settings using a real network 

environment and investigate the impact on  energy consumption, throughput, and route 

change latency. They conclude that route change latency may be reduced with the use of 

adequate protocol parameter settings; however, only three possible setups were evaluated, 

leading to some minor improvement of the battery lifetime. 

In [65], the author presents a performance comparison of OLSR and Ad hoc On-

Demand Distance Vector (AODV)   [53] using default and modified parameters in order to 

achieve better transmission; however, it confirmed that, although the modification of selected 

routing parameters may be beneficial, it can bring deterioration of transfer characteristics for 

some network topologies with a specific mobility level. In [66], the author evaluated the 

performance of the AODV routing protocol when using IEEE 802.15.4 sensor devices, by 

changing the parameters associated with the algorithm in order to enhance performance in 

terms of throughput, end-to-end delay, energy consumption, and packet delivery ratio. 

Notwithstanding the important contributions of the existing solutions, none of them 

investigates the effects of tuning protocol parameters under scenarios that use heterogeneous 

technologies such as WiMAX, Wi-Fi and LTE. Additionally, none of them discusses the 

impact of this heterogeneity on routing protocol convergence nor do they consider the energy 

consumption during this stage. 

2.3 CHAPTER SUMMARY 

In this chapter, we introduced some concepts of MANET and introduced the OLSR 
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(version 1 and 2) that is the protocol that the HTR protocol is based. Furthermore, we discuss 

some works dealing with interoperability among heterogeneous networks, some studies that 

investigate the tuning of routing protocol parameters and some solutions that use a multipath 

scheme. 
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CHAPTER 3 HTR PROTOCOL 

 

The HTR is a routing protocol for heterogeneous mobile ad hoc networks, which 

abstracts multi-hop, multiple and heterogeneous interfaces into a single ad hoc network. 

HTR offers a proactive cross layer routing protocol, complete TCP/IP  compatibility, and a 

logical mechanism for network partitioning and merging. Being proactive, HTR ensures that 

a path is computed as early as possible. HTR provides a unique IP address for each network 

device, regardless of the number and types of interfaces; this address will remain the same for 

as long as the device is connected, despite high mobility. To guarantee address uniqueness in 

an evolving environment, HTR adopts the Network Address Allocation Method proposed in 

[67]. 

The soft state signaling approach [68] is used in HTR. This protocol has two periodic 

control message types: HELLO and Topology Control (TC). Periodic refresh messages make 

the system robust against node failure due to loss/corruption of refresh messages, and there 

is no requirement for guaranteed delivery of refresh messages. The internal state 

maintenance in each node is related directly to the refresh intervals and so changing these 

will impact the protocol as a whole. HTR is based on the OLSR protocol and includes MPR 

for reduction of traffic flooding. From a HELLO message, a mobile node receives information 

about its immediate, 2-hop neighbors and selects MPRs accordingly.  A TC message 

originates at an MPR node announcing who has selected it as an MPR. In contrast to OLSR, 

HTR uses additional metrics such as the awareness of link conditions and power efficiency, in 

order to choose MPR nodes and path computation. Furthermore, HTR uses control messages 

to piggyback service propagation and policies that are based on human roles; however, these 

last two features are not provided in this work as they are seen as an extension for future 

works. 

3.1 HTR TERMINOLOGY 

Node: A MANET device which implements the HTR protocol as specified in this 

work. 

HTR interface: Each interface of a network device which may have several 

interfaces, although the HTR attributes only one, unique, IP address to the whole node. 

Neighbor node (1-hop neighbor): A node which is a 1-hop neighbor of a given 

local node, if there is any local interface that has a direct link to at least one interface of this 

neighbor.  
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2-hop neighbor: A node which is two hops away from another node and which can 

be reached (in terms of radio range) directly from at least one 1-hop neighbor. 

Multipoint Relay (MPR): A node which is selected by a 1-hop neighbor, node X, as 

the forwarding node to retransmit a broadcast packet received from X if this one is not 

duplicated and has a “time to live” field greater than one. 

MPR Set: A (sub)set of neighbors selected in such a way that it covers (in terms of 

radio range) all symmetric strict 2-hop neighbors. 

Multipoint Relay selector (MPR selector, MS): A node which has selected its 1-

hop neighbor as an MPR. 

Link: A node which is said to have a link to another node when one of its interfaces 

has a link to one of the interfaces of another node. 

Symmetric link: A verified bi-directional link between two HTR interfaces. 

Asymmetric link: A link between two HTR interfaces, verified in only one direction. 

Symmetric 1-hop neighborhood: The symmetric 1-hop neighborhood of any node 

X. 

Symmetric 2-hop neighborhood: The symmetric 2-hop neighborhood of X. 

The Figure 7 illustrates some terminologies presented along this section. 
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Figure 7: Terminology 
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3.2 FUNCTIONALITIES 

The HTR protocol operates according to a set of well-defined functionalities in order 

to enable the routing in stand-alone MANETs. These functions specify the behavior of nodes 

participating in the MANET and running HTR as their routing protocol. The main 

functionalities of HTR are: 

Node addressing: designed to operate on nodes with multiple communication 

interfaces, this functionality attributes a unique IP address to identify a node. HTR can use IP 

version 4 (IPv4) [7] and version 6 (IPv6) [8]. 

Link sensing: this functionality keeps up-to-date information on what links exist 

between a node and its neighbors. The connectivity is checked through periodic emission of 

HELLO (heart beat) messages over the interfaces. A separate HELLO message is generated 

for each interface and emitted in correspondence with the provisions discussed in Section 3.7. 

Link sensing information is stored in the Link-Neighbor set repository that will be explained 

in Section 3.5. 

Neighbor discovery: this functionality allows nodes to discover the existence of 

neighbors through the information exchanged during link sensing. Neighbor information is 

stored in the Link-Neighbor set repository. 

MPR selection and MPR signaling: the objective of MPR selection is for a node to 

select a subset of its 1-hop neighbors as the forwarding node set to retransmit broadcast 

packets. Other nodes that are not “on” in the MPR set can process but not retransmit the 

broadcast packet. The MPR set guarantees that all 2-hop neighbors of each node receive a 

copy of the packet and, therefore, all nodes in the network can be covered without 

retransmissions by every node. The MPR selection and signaling control the network flooding 

by minimizing redundant retransmissions locally. The process of MPR selection is detailed in 

Section 3.8. MPR signaling refers to the process of propagating the MPR set computed and is 

discussed in Section 3.7. 

Topology Control message diffusion: Topology Control messages are broadcast 

to provide each node with sufficient link-state information to allow route calculation. 

Topology Control messages diffusion is described in Section 3.7. 

Path computation: allows each node to compute its routing table according to link 

quality information obtained through periodic message exchanges. Section 3.9 and 3.10 

details this functionality. 
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3.3 NODE ADDRESSING 

Since the address allocation and maintenance in MANET is not a trivial task, the HTR 

protocol uses, for automatic address organization, a protocol named Dynamic Node 

Configuration Protocol (DNCP) [69]. The DNCP employs a distributed generation function, 

defined in [67], and also techniques to overcome the challenges inherited from the dynamic 

behavior of MANET. The main parts of DNCP can be divided in two: address allocation and 

address maintenance. The first one allocates a unique identifier for each node and the second 

one has to deal with network disconnections, recovery of lost addresses, and duplication that 

may arise when partition and network merges occurs. In [69], the author describes the DNCP 

and its components. The identification address generated using DNCP is converted to an IP 

address (version 4 or version 6) that is used to identify each node contained in the HTR 

network. 

3.4 HTRSCORE 

One of the differences between HTR and other protocols is its engagement to keep the 

network operating as long as possible. Many routing approaches use only the hop count 

during routing path computation [29]. In contrast, HTR uses a cost metric called HTRScore 

that is defined using factors such as the awareness of link conditions and power efficiency in 

order to perform path computation and which is also applicable for MPR set computation. 

HTRScore also introduces the packet loss probability, a factor that evaluates link stability, an 

optimization that benefits paths with high packet delivery. The adopted HTRScore formula 

can be seen at (1). 
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where i is the source node; j is the destination neighbor; ei,j is the transmission energy 

required for node i to transmit an information unit to its neighbors j; ρi,j is the probability to 

lose a packet sent from i to j; Ri is the residual energy of node i; and Ei is the initial battery 

energy of node i. 

The parameters α, β, γ, and θ represent nonnegative weighting factors for each 

described parameter. Note that, if all weights are equal to zero, then the lowest-cost path is 

the shortest path, and if only γ and θ are equal to zero, then the lowest cost path is the one 

that will require less energy consumption, independently of whether retransmission is 

considered or not, regarding the value of β. If γ is equal to θ then normalized residual energy 

is used, while if only θ is equal to zero then the absolute residual energy is used. When α, γ 

and θ are equal to zero, then only the paths with best link stability are emphasized. 
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3.5 INFORMATION REPOSITORIES 

 Since HTR is a pro-active and table-driven protocol which stems from a conventional 

link state routing algorithm, it maintains information repositories (databases), which 

represent network topology. These information repositories are updated regularly via control 

messages in order to maintain up-to-date routing information. Below, a brief explanation of 

each repository is presented. 

3.5.1 LINK-NEIGHBOR SET BASE 

The Link-Neighbor Set Base repository is responsible for maintaining the state of 

1-hop neighbors. It is important to emphasize that each register represents a single link 

established between two interfaces, both representing the link communication from one node 

to its 1-hop neighbor. Basically, seven fields compose each register of this repository: 

Local Interface Identifier (L_Iface_ID): represents the local interface index, in 

which the link is established with the 1-hop neighbor (16 bits). This interface index is set by 

the autoconfiguration process (i.e. DNCP) and represents the interface index used as 

interface identification on the HTR protocol.  

Neighbor Address (N_Addr): represents the IP address of the 1-hop neighbor 

node (32 bits for IPv4 and 128 bits for IPv6). 

Status: indicates whether the link is symmetric or not (1 bit). The value 0 represents 

a non-symmetric link (ASYM) and a value 1 represents a symmetric link (SYM). This field is 

set during the link sensing and neighbor discovery process, defined in Section 3.7. 

SYM Time: indicates the amount of time in seconds that the link is still considered 

as symmetric (8 bits). Whenever the interval expires, the link is declared as asymmetric. This 

timer can be updated (i.e. reset) if the neighbor discovery process detects that the link is still 

established as symmetric.  

ASYM Time: indicates the amount of time in seconds that the link is still valid and 

not considered as lost. During this interval, the link is considered as an asymmetric link; 

whenever the interval expires the link is considered as lost, if not updated (i.e. reset) by the 

neighbor discovery process. (8 bits). 

Time: stores the validation time (expiration time) in seconds of the record. This time 

specifies the time at which the record expires and must be removed. This interval is used to 

remove lost links (i.e. remove the record when the SYM Time and ASYM Time expire). (8 

bits).  

HTRScore: represents the energy awareness metric used to compute MPR set and 
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path computation (32 bits). This metric represents the cost to transmit to the 1-hop neighbor. 

The information of this repository is acquired via HELLO messages and is used to 

compute the MPR set that is stored in the MPR Set Base, and to generate HELLO messages 

and path computation. The Table 1 illustrates a sample of the Link-Neighbor Set Base 

repository. 

Table 1: Link Neighbor Set Base 

L_Iface ID N_Addr Status SYM Time 
ASYM 

Time 
Time HTRScore 

1 192.168.0.4 0 0 30 30 120 

2 192.168.1.26 1 15 0 30 30 

3 192.168.0.4 1 30 0 30 80 

1 192.168.0.9 0 0 10 10 40 

3.5.2 TWO-HOP NEIGHBOR SET BASE 

This repository maintains the set of 2-hop neighbors of the node. Each record in this 

repository represents a symmetric link between the 1-hop neighbor node and the 2-hop 

neighbor covered by this 1-hop neighbor. The 1-hop neighbor is registered in the Link-

Neighbor Set Base. Basically, four fields compose each record of this repository: 

Neighbor Address (N_Addr): represents the IP address of the 1-hop neighbor that 

covers the 2-hop neighbor (32 bits for IPv4 and 128 bits for IPv6). 

Two-Hop Neighbor Address (2Hop_N_Addr): represents the IP address of the 

two-hop neighbor node (32 bits for IPv4 and 128 bits for IPv6). 

Time: stores the validation time (expiration time) in seconds of the record (8 bits). 

Whenever this interval expires, the record must be removed. 

HTRScore: represents the energy awareness metric used to compute MPR set and 

path computation (32 bits). This metric represents the cost to transmit to the 2-hop neighbor, 

computed and broadcasted by the 1-hop neighbor. 

Similar to the Link-Neighbor Set Base, this repository is filled via HELLO messages 

and is also used to compute MPR set and path computation. The Table 2  illustrates a sample 

of the Two-Hop Neighbor Set Base repository. 
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Table 2: Two-Hop Neighbor Set Base 

N_Addr 2Hop_N_Addr Time HTRScore 

192.168.0.4 192.168.0.5 10 20 

192.168.1.26 192.168.0.15 15 100 

192.168.0.4 192.168.1.25 30 80 

192.168.0.9 192.168.0.26 0 40 

3.5.3 MPR SET BASE 

The MPR Set Base contains the set of 1-hop neighbors selected as MPR. The MPR 

optimization will be described afterward in Section 3.8. Basically, two fields compose each 

record of this repository: 

Neighbor Address (N_Addr): represents the IP address of the MPR neighbor (32 

bits for IPv4 and 128 bits for IPv6). 

Time: stores the validation time (expiration time) in seconds of the record (8 bits). 

This repository is computed by the MPR computation process that uses information 

from the Link-Neighbor Set Base and the Two-Hop Neighbor Set Base repositories. The 

information provided here is also used during the generating of HELLO messages, 

considering that each node broadcasts its MPR set. The Table 3 gives a sample for the MPR 

Set Base. 

Table 3: MPR Set Base 

N_Addr Time 

192.168.0.4 20 

192.168.0.9 20 

3.5.4 MPR SELECTOR SET BASE 

The MPR Selector Set Base contains all neighbor nodes that have selected the node as 

MPR. Its structure is quite similar to the MPR Set Base, where two fields compose each 

record of the repository: 

Neighbor Address (N_Addr): represents the IP address of the 1-hop neighbor that 

selected the node as MPR (32 bits for IPv4 and 128 bits for IPv6). 

Time: stores the validation time (expiration time) in seconds of the record (8 bits). 
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The information to fill this repository is acquired via HELLO messages and is used to 

generate TC messages and to forward HTR messages, since only selected MPRs can forward 

broadcasted messages. Table 4 gives an example of the MPR Selector Set Base. 

Table 4: MPR Selector Set Base 

N_Addr Time 

192.168.0.4 20 

192.168.0.9 20 

 

3.5.5 TOPOLOGY CONTROL BASE 

The Topology Control Base repository is responsible for maintaining topology 

information about the network. Basically, five fields compose each record of this repository: 

TC Destination Address (TC_Dest_Addr): the destination address of the node 

(32 bits for IPv4and 128 bits for IPv6) that may be reached in one hop from the node with the 

address TC_Last_Addr. 

TC Last Address (TC_Last_Addr): the address (32 bits for IPv4and 128 bits for 

IPv6) of the MPR of TC_Dest_addr. 

Sequence Number (Seq): sequence number used to keep track of the most recent 

topology information (16 bits). 

HTRScore: represents the energy awareness metric used to compute MPR set and 

path computation. This metric represents the cost to transmit from TC_Last_Addr to 

TC_Dest_Addr. 

Time: stores the validation time (expiration time) in seconds of the record. 

The information in this repository is acquired via TC messages and used for path 

computation. The Table 5 illustrates a sample of the Topology Control Base repository. 
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Table 5: Topology Control Base 

TC_Dest_Addr TC_Last_Addr Seq Time HTRScore 

192.168.0.80 192.168.0.4 101 15 90 

192.168.1.15 192.168.1.26 100 10 200 

192.168.0.20 192.168.0.4 104 30 30 

192.168.0.70 192.168.0.9 100 10 50 

3.5.6 DUPLICATE BASE 

This repository maintains all received and processed messages. Basically, five fields 

compose each record of this repository: 

Duplicate Address (D_Addr): the originator address (32 bits for IPv4 and 128 bits 

for IPv6)of the message. 

Sequence Number (Seq): sequence number of the message (16 bits). 

Duplicate Retransmitted (D_Retr): indicates whether the message has been 

already retransmitted (1 bit). Typically, this field is represented by a bit value, where 0 

represents that the message has not already been relayed (FALSE) and 1 represents that the 

message was already relayed (TRUE). 

Duplicate Interface List (D_Iface_List): is the list containing the index of each 

interface on which the message has been received. 

Time: stores the validation time (expiration time) in seconds of the record. 

The information to fill this repository is acquired via HELLO and TC messages and is 

used to disallow the forwarding of duplicate HTR messages. The Table 6 uses a set of records 

to illustrate the Duplicate Base. 

Table 6: Duplicate Base 

D_Addr Seq D_Retransmitted D_Iface_List Time 

192.168.0.80 100 TRUE {1} 30 

192.168.1.15 101 FALSE {1,2} 20 

192.168.0.20 102 TRUE {1} 30 
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3.6 PACKET FORMAT AND FORWARDING 

This section describes the format of the HTR packet, the packet processing and 

forwarding algorithm, and as well discusses the jitter considerations introduced in [37]. 

3.6.1 PACKET FORMAT 

The basic layout of the HTR packet is shown in Figure 8. The HTR packet can contain 

one or more messages (e.g. HELLO and TC) per packet, as illustrated below. 

 

 

Figure 8: HTR packet format 

HTR packet header: 

Packet Length: the length (in bytes) of the entire packet, including the header size. 

Packet Sequence Number: a sequence number incremented by one each time a 

new HTR packet has to be transmitted by the host (16 bits). The Packet Sequence Number is 

used to identify the occurrence of packets that were already processed (i.e. duplicate packet). 

HTR message header: 

Message Type: an integer identifying the type of message (8 bits). Similar to OLSR, 

HTR reserves the 0-127 space for message types, while the 128-255 space is reserved for 

future extensions. 

Validity: indicates for how long, after reception, a node considers valid the 

information contained in the message (8 bits). The time interval is represented in a mantissa-

exponent format [70]. 

Message Size: indicates the size (in bytes) of the message, including message header 

(16 bits). 
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Originator Address: indicates the address of the node that has originally generated 

the message (32 bits). It is important to emphasize that this field cannot be mixed up with the 

source address from the IP header, which is changed each time that the message is re-

transmitted to the address of the relaying node. 

Time To Live (TTL): an integer identifying the maximum number of hops this 

message can be forwarded to (8 bits). It enables flooding control. For each retransmission of 

the message, this field is decremented by 1. A node that receives a message with a TTL less 

than or equal to 1 cannot retransmit it. 

Hop Count: an integer identifying the number of times the message has been 

forwarded (8 bits). Initially, this field is set to 0 and after each retransmission it is 

incremented by 1. 

Message Sequence Number: a sequence number incremented by 1each time a new 

HTR message is transmitted (16 bits). The sequence number prevents the retransmission of 

messages sent previously. 

The Message field contains the message (for example the HELLO and TC messages) 

which is described in Section 3.7. 

3.6.2 PACKET PROCESSING AND MESSAGE FLOODING 

The packet processing starts with the evaluation of the packet header to determine if 

any message exists and has to be processed. After, the message header for each message is 

evaluated and the value of the Message Type field is checked to determine the type of 

message so that the protocol knows how to process it. Since a node may receive a large 

number of messages in a short time, there is the possibility that some already processed 

message can be received and processed again. To avoid this waste of resources, HTR nodes 

record information about the most recently received messages in Duplicate Base. 

For each received HTR packet, the following conditions apply: 

Packet dropping condition: 

1. If the packet contains no messages (i.e. the Packet Length has the size of the packet 

header only), the packet is discarded. 

2. If the packet was sent by the receiving node, the packet is discarded. 

For each message contained in the packet: 

Message processing condition: 

1. If there is a tuple in the Duplicate database, which satisfies the following condition: 
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If D_Addr is equal to the Originator Address and Seq is equal to the Message 

Sequence Number, then the message must not be processed since it was previously 

processed (i.e. duplicated message).Otherwise, the message is processed according 

to the specifications for the message type. 

2. If the value of the TTL of the message is equal to zero, the message must not be 

processed. 

Message forwarding condition:  

The message is retransmitted using the default forwarding algorithm. 

3.6.3 DEFAULT FORWARDING ALGORITHM 

The default forwarding algorithm operates as follow: 

1. If the sender of the message is not detected as a symmetric 1-hop neighbor, then 

the forwarding algorithm stops and the message is not forwarded. 

2. If there is a tuple in the Duplicate database that satisfies the following condition: If 

D_Addr is equal to the Originator Address and Seq is equal to the Message 

Sequence Number, then the message will be forwarded if and only if the D_retr 

field of the Duplicate base tuple is equal to FALSE and the index of the interface 

which received the message is not included among the interfaces included in 

D_Iface_List. 

3. If an entry doesn't exist in the Duplicate database, the message can be forwarded. 

If, after those steps, the message is not considered for forwarding, the processing 

stops (i.e. steps 4 to 8 are ignored). Otherwise, the following algorithm is used: 

4. If the sender is an MPR selector of this node and if the time to live of the message 

is greater than 1, the message is retransmitted. 

5. If a tuple in the Duplicate database exists, with the same Originator Address, and 

the same Message Sequence Number, the tuple is updated as follows: 

a. Time is set to DUP_HOLD_TIME. The DUP_HOLD_TIME is the Validity 

time for the tuples recorded in the Duplicate Set and has a value of 30 

seconds for the HTR. 

b. The receiving interface index (i.e. interface which received the message) is 

added to D_Iface_List. 

c. D_Retr is set to TRUE. 
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6. Otherwise an entry in the Duplicate database is created with the following fields: 

a. D_Addr is set to the Originator Address. 

b. Seq is set to the Message Sequence Number. 

c. Time is set to the DUP_HOLD_TIME. 

d. D_Iface_List, initially empty, is set to contain the index of the receiving 

interface. 

e. D_Retr is set to TRUE. 

7. The TTL field of the message is reduced by one. 

8. The hop-count of the message is increased by one. 

The message is broadcast on all interfaces (retransmission). 

3.6.4 MESSAGE EMISSION AND JITTER 

Synchronized transmissions may lead to packet collision due to simultaneous 

transmission. To avoid collisions, a random small time interval for which the message has to 

be cached before it is transmitted, known as jitter, is introduced. To reduce the likelihood of 

collisions or, in case of occurrence, prevent it from continuing, three jitter mechanisms can 

be applied for different cases: 

 Periodic message generation. 

 Externally triggered message generation. 

 Message forwarding. 

In the first case, jitter reduces the interval between successive message transmissions 

by a random time. For the latter two cases, jitter is used to delay a message being generated 

or forwarded by a random time. Each of these cases is described individually below and each 

of them uses a parameter, denoted MAXJITTER, for the maximum timing variation that it 

introduces. Some points with relevance of how the maximum jitter (MAXJITTER) may be 

determined are given below in subsection 3.6.8. 

3.6.5 PERIODIC MESSAGE GENERATION 

If two nodes generate packets containing regularly scheduled messages of the same 

type at the same time, and if, as typical, they are using the same message interval, all further 

transmissions of these messages will also be at the same time. 

When a node generates a message periodically, two successive messages will be 

separated by a well-defined interval, denoted MSG_INTERVAL. A node may maintain more 

than one such interval, e.g., for different message types or in different circumstances (such as 

backing off transmissions to avoid congestion). 
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For this case, the jitter should be applied by reducing this delay by a random amount, 

so that the delay between consecutive transmissions of messages of the same type is equal to 

(MSG_INTERVAL - jitter), where jitter is the random value. Subtraction of the random value 

from the message interval ensures that the message interval never exceeds MSG_INTERVAL. 

The jitter value should be generated uniformly in an interval between zero and MAXJITTER. 

3.6.6 EXTERNALLY TRIGGERED MESSAGE GENERATION 

If nodes respond to changes in their circumstances, in particular changes in their 

neighborhood, with an immediate message generation and transmission, then two nearby 

nodes that respond to the same change will transmit messages simultaneously. To reduce this 

likelihood, an externally triggered message should be jittered by delaying. 

When messages are triggered, whether or not they are also periodically transmitted, 

the protocol may impose a minimum interval between messages of the same type, denoted 

MSG_MIN_INTERVAL. 

In the case that such an interval is not required, MSG_MIN_INTERVAL is zero. 

When MSG_MIN_INTERVAL is non-zero, it is appropriate to allow this interval to be 

reduced by jitter. Thus, when a message is transmitted, the next message is allowed after an 

interval of (MSG_MIN_INTERVAL - jitter).The jitter should be generated uniformly in an 

interval between zero and MAXJITTER. 

3.6.7 MESSAGE FORWARDING 

If nodes forward messages received from other nodes, then nearby nodes will 

commonly receive and forward the same message. If forwarding is performed immediately, 

the resulting packet transmissions may interfere with each other. To reduce the interference, 

when a node forwards a message, the message should be jittered. 

For several possible reasons (differing parameters, message rescheduling, extreme 

random values), a node may receive a message while still waiting to forward an earlier 

message originated by the same node. This is possible without jitter, but may occur more 

often with it. The appropriate action to take is to forward only the most recent message if the 

types are the same. Other action would be to forward both messages if the types are different. 

The grouping of messages is supported through the general HTR packet that conveys more 

than a message per packet and could also be applied. 
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3.6.8 MAXJITTER 

The steps involved during the generation of MAXJITTER must follow some 

recommendations introduced by [37]and listed below: 

 All of the following are relevant to be applied to each instance of MAXJITTER: 

o It must not be negative. 

o It must not be greater than MSG_INTERVAL/2. 

o It should not be greater than MSG_INTERVAL/4. 

 If MSG_MIN_INTERVAL > 0, then: 

o MAXJITTER must not be greater than MSG_MIN_INTERVAL. 

o MAXJITTER should not be greater than MSG_MIN_INTERVAL/2. 

 As well as the decision whether to use jitter being dependent on the medium access 

control and lower layers, the selection of the MAXJITTER parameter should be 

appropriate to those mechanisms. For example, MAXJITTER should be 

significantly greater than (i.e. an order of magnitude greater than) any medium 

access control frame period. 

 As jitter is intended to reduce collisions, greater jitter, i.e. an increased value of 

MAXJITTER, is appropriate when the chance of collisions is higher. This is 

particularly the case with increased node density, which is significant relative to (the 

square of) the interference range rather than useful signal range. 

 The choice of MAXJITTER used when forwarding messages may also take into 

account the expected number of times that the message may be sequentially 

forwarded, up to the network diameter in hops, so that the maximum accumulated 

delay is bounded. 

The HTR MAXJITTER is defined as the MSG_INTERVAL/4. 

3.7 MESSAGES TYPES AND GENERATION 

HTR defines only two message types: HELLO and TC (Topology Control). All 

functionality of HTR is based on generation and processing of these two messages. However, 

the HTR protocol packet format allows for a wide variety of custom messages to be 

transmitted and flooded according to the needs of the designer. In addition, the MPR 

optimization used in the protocol makes for the possibility of efficient message flooding to 

anyone in need of net-wide broadcasting of traffic in the ad hoc network. 
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3.7.1 LINK SENSING AND NEIGHBOR DISCOVERY 

The neighborhood discovery activity is responsible for discovering nodes which are 

directly reachable and able to communicate. Since neighborhood discovery is used for 

network topology construction and consequently used for path computation, its correctness 

and accuracy is essential. Typically, these messages are sent in regular intervals to verify 

whether or not the established communication remains active. 

HTR protocol adopts the same mechanism to discover neighbors as used by OLSR, 

and Figure 9 illustrates the neighbor discovery process. 

 

Figure 9: Neighbor discovery using only HELLO message 

 The standard algorithm for the neighbor discovery process via HELLO messages 

performs the following steps: 

1. A node A that desires to discover its neighbors broadcasts a HELLO message 

containing its own neighbors, if any, and information regarding such neighbors, 

including link states and type (Link-Neighbor Set Base). If it does not have any 

neighbors, the HELLO is sent empty. 

2. A node B receives the HELLO message sent by node A and could register it as an 

asymmetric or symmetric neighbor depending on the context. If node B finds its 

own address in the HELLO message, it will register A as symmetric. Otherwise, A is 

registered as asymmetric if B cannot find its own address in the HELLO message. 

Afterward, node B must include node A in its next HELLO message to be sent, 

since A is, at this moment, a neighbor of it. 

3. When node A receives a HELLO message and finds its own address in it, it must set 

the node as a symmetric neighbor and include this node in the next HELLO 

message to be sent. 
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4. If the HELLO message sent by node B declares A as asymmetric, then node A 

includes node B in the next HELLO message to be sent. Thus node B, after the 

reception of the next HELLO message from node A, must register node A as a 

symmetric neighbor. 

HELLO messages are broadcast to reach only one-hop neighbors and are used to 

perform link sensing and neighbor sensing, as well as to detect 2-hop neighbors that are 

deduced using the information provided by 1-hop neighbors (HELLO messages), and to 

broadcast the MPR computed set  that is used to fill the MPR Selector base (MPR selector 

signaling). Therefore, the HELLO messages enable the HTR protocol to populate some of its 

repositories, specifically the Link-Neighbor Set Base, the Two-Hop Neighbor Set Base and the 

MPR Selector Base. Thus, HELLO messages support four essential tasks: Link sensing, 

Neighbor discovery, detection of 2-hop neighbors, and MPR selection signaling. 

3.7.2 HELLO MESSAGE 

HELLO messages are used to populate the majority of the repositories (Link-Neighbor 

Set, Two-Hop Neighbor Set, and MPR Selector Set) with the state of links and information 

about the known neighbors (e.g. address, type and energy awareness) of the 1-hop neighbor 

broadcasting the HELLO message. The broadcasting node, while generating the HELLO 

message, classifies and groups its known neighbors and sets the Link Code field using this 

classification. The groups classified are held in the Data field that exists for each Link Code. 

The HELLO message can hold more than one classified group, known as Link Message, if 

necessary. The fields contained in the HELLO message are described below in the Format 

subsection. 

3.7.2.1 HELLO FORMAT 

The format of the HELLO message is as follows (Figure 10): 

 

Figure 10: HELLO message format 
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 Link Code: this field is the one to categorize the 1-hop neighbors known by the 

originator of the message (i.e. broadcasting node). This field describes the state of 

the link established by this originator to the set of known 1-hop neighbors 

contained in the Data field (i.e. the group of 1-hop neighbors known by the 

originator and classified relative to the Link Code) and as well as the type of this set 

(8 bits). The Link code can be divided into two blocks (2 bits each); one is the Link 

Type and the other the Neighbor Type. The Link Type indicates the state of the 

links, i.e. if the links established with the set, described by the Link Code, are 

symmetric, asymmetric, lost, or whether no information is known about the links. 

The Neighbor Type indicates the type of the set, and that includes whether the set 

is considered by the originator as symmetric or asymmetric neighbors, or if these 

are considered by the originator as its MPR set. The Link Code field is illustrated in 

Figure 11 and, as well, the possible states for each block (Link Type and Neighbor 

Type) are described. 

 

Figure 11: Link Code field format 

The subfield Link Type can represent four distinct states: 

00 (UNSPEC_LINK): indicates that no specific information about the link is 

given (reserved for future use). 

01 (ASYM_LINK): indicates that the links are asymmetric. 

10 (SYM_LINK): indicates that the links are symmetric. 

11 (LOST_LINK): indicates that the links are considered as lost. 

The subfield Neighbor Type can represent three distinct states: 

00 (SYM_NEIGH): indicates that the neighbors have at least one symmetrical 

link with the originator. 

01 (MPR_NEIGH): indicates that the neighbors have at least one symmetrical 

link and have been selected as MPR of the originator. 

10 (NOT_NEIGH): indicates that the nodes are either no longer symmetric 

neighbors or have not yet become symmetric neighbors (i.e. asymmetric neighbor). 

Reserved: a field reserved for future use (8 bits). It is filled with value integer "0". 
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Link Code Size: indicates the size (in bytes) of the link message, beginning from the 

Link Code field until the beginning of the next Link Code field or, if there is no other Link 

Code, the end of the message (16 bits). 

Data: represents a variable field (Figure 12) composed by the 1-hop neighbors that 

includes the following information for each of these: 

Neighbor IP Address: indicates the address of the 1-hop neighbor of the originator 

(32 bits for IPv4 and 128 bits for IPv6). 

HTRScore: represents the energy awareness metric used to compute the MPR set 

and path computation (32 bits). This metric represents the cost to transmit from the 

originator to the 1-hop neighbor with address equal to the “Neighbor IP Address” field. 

 

Figure 12: Data field format 

1.1.1.1 HELLO MESSAGE GENERATION 

Basically, a HELLO message is generated as follows: 

1. The Validity field of the HTR message header is set to correspond to the value of 

the NEIGHB_HOLD_TIME interval, which is calculated as three times the HELLO 

refresh interval. The HELLO refresh interval is the amount of time between the 

sending of two HELLO messages, and has default value of 2 seconds for the OLSR 

and a value for HTR varying from 2.0 and 2.5 seconds. The HELLO refresh interval 

is evaluated in Chapter 5. The NEIGHB_HOLD_TIME is used to set the 

SYM_TIME, ASYM_TIME and TIME of the Link Neighbor Set Base record and 

represents the validity time for the information provided by the HELLO message. 
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2. The Message Type field of the HTR packet body is set to zero, which corresponds to 

the type HELLO. 

3. Each Data field, which is part of the HELLO message and has a corresponding Link 

Code, must be computed as follows: 

a. For each entry of Link-Neighbor Set Base, where Time is greater than zero 

(i.e. not expired), the N_Addr field is advertised with:  

i. The Link Type (subfield of Link Code) is set according to the 

following: 

1. If SYM_Time is greater than zero (not expired) then Link 

Type is equal to the corresponding SYM_LINK value. 

2. If ASYM_Time is greater than 0 (not expired) and is not a 

SYM_LINK (see above), then the Link Type is equal to the 

corresponding ASYM_LINK value. 

3. If ASYM_Time has expired and SYM_Time has expired, 

then the Link Type is equal to the corresponding 

LOST_LINK value. 

ii. The Neighbor Type (subfield of Link Code) is set according to the 

following: 

1. If the address, corresponding to N_Addr, is included in the 

MPR Set Base, then Neighbor Type is equal to the 

MPR_NEIGH corresponding value. 

2. Otherwise, if the record in the Link-Neighbor Set base has: 

a. Status equal to SYM then Neighbor Type is equal to 

the SYM_NEIGH corresponding value. 

b. Otherwise, if it has status equal to ASYM then 

Neighbor Type is equal to the NOT_NEIGH 

corresponding value. 

iii. HTRScore is set according to the value computed by the algorithm 

in (1).  

3.7.2.2 HELLO MESSAGE SENDING 

The sending of HELLO messages is performed via broadcast to its 1-hop neighbors 

using all available interfaces, it is sent at every HELLO_INTERVAL, and must include the 

jitter considerations in order to decrease the probability of transmission collisions. 
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 It is also important to emphasize that HELLO messages never are forwarded for more 

than one hop, since its TTL is 1. 

3.7.2.3 HELLO MESSAGE PROCESSING 

A node processes incoming HELLO messages for the purpose of conducting link 

sensing, neighbor discovery and MPR selector signaling, i.e. the HELLO message is the one to 

populate the Link-Neighbor Base, Two-Hop Neighbor Base and the MPR Selector Base. Upon 

receiving a HELLO message, these repositories are populated as follows: 

1. If there exists no tuple of Link-Neighbor Set Base with N_Addr equal to the 

originator address (i.e. main address of the node which has emitted the HELLO 

message), then a new Link-Neighbor Set Base tuple is created with N_Addr equal 

to the originator source. This new tuple is created with L_Iface_ID the same index 

of the interface which received the HELLO message, with Status equal to ASYM, 

with HTR Score computed by the algorithm in (1) (see Section 1.4), with ASYM 

Time and Time fields equal to the Validity Time (i.e. the Validity Time field of the 

message header), which is equal to the NEIGHB_HOLD_TIME for the HELLO 

message. 

2. For each Link Message contained in the HELLO message: 

a. If the node finds its own address among the addresses listed in the Link 

Message and there exists a tuple of Link Neighbor Set Base with N_Addr 

equal to  the originator address and with L_Iface_ID equal to the receiving 

interface index, then the tuple  is modified as follows: 

i. If the Link Type of the link message is equal to SYM_LINK or 

ASYM_LINK, then the Status of the tuple is equal to SYM, and the 

HTRScore is computed using the algorithm in (1), and the SYM 

TIME and TIME are equal to the Validity Time 

(NEIGHB_HOLD_TIME for the HELLO message). 

b. If the originator address is a symmetric 1-hop neighbor of the node, then: 

i. For each Neighbor IP Address contained in the Link Message, where 

the Neighbor Type is either MPR_NEIGH or SYM_NEIGH: 

1. If the Neighbor IP Address is equal to the receiving node 

address, then: 
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a. If the Neighbor Type is equal to MPR_NEIGH then 

i. If there exists no MPR selector tuple of MPR 

Selector Base with N_Addr equal to the 

originator address, then create a new tuple 

with N_Addr equal to the originator address 

and time equal to NEIGHB_HOLD_TIME. 

ii. Otherwise, update the Time field of the MPR 

selector tuple and set it to 

NEIGHB_HOLD_TIME. 

b. If the Neigh Type is equal to SYM_NEIGH, then 

continue to the next Neighbor_IP_Address. 

2. Otherwise, if there is no tuple in the Link Neighbor Base set 

where N_Addr is equal to the Neighbor IP Address of the 

Link Message 

a. If there is no tuple in the Two-Hop Neighbor Set 

Base where 2_Hop_N_Addr is equal to the Neighbor 

IP Address and the N_Addr is equal to the originator 

address, then create a new 2-hop tuple in the Two-

Hop Neighbor Set Base with N_Addr equal to the 

originator address, and with HTRScore equal to the 

HTRScore provided by the correspondent Data field, 

with 2_Hop_N_Addr equal to the Neighbor IP 

Address and Time equal to the Validity Time 

(NEIGHB_HOLD_TIME for the HELLO message). 

b. Otherwise, update the HTRScore of the 2-hop 

neighbor tuple with the score provided by the 

corresponding Data field, and also, update the Time 

field of the 2-hop neighbor tuple to be equal to the 

Validity Time (NEIGHB_HOLD_TIME for the 

HELLO message). 

ii. For each Neighbor IP Address contained in the Link Message, where 

the Neigh Type is equal to NOT_NEIGH and there exists a 2-hop 

neighbor tuple with the N_Addr equal to the originator address and 

the 2_Hop_N_Addr field equal to the Neighbor_IP_Address, then 

remove this tuple. 
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3. Compute MPR and populate MPR Set Base using the mechanism described in 

Section 3.8 

3.7.3 TC MESSAGE 

TC messages are the mechanism used to advertise topology information through the 

network using the optimized flooding mechanism through MPRs. The advertised topology 

information corresponds to the MPR-selector set that is disseminated to the entire network 

in order to provide sufficient information to enable routing. [71] gives a proof that the MPR 

flooding mechanism reaches all destinations in the network graph. 

3.7.3.1 TC FORMAT 

The format of the TC message is as follows (Figure 13): 

 

Figure 13: TC Message Format 

Advertised Neighbor Sequence Number (ANSN): similar to OLSR, this field is 

associated with the advertised neighbor set (i.e. MPR selector set). Every time a node detects 

a change in its advertised neighbor set, it increments this sequence number (16 bits). This 

number is sent in this ANSN field of the TC message to keep track of the most recent 

information. When a node receives a TC message, it can decide on the basis of this ANSN, 

whether or not the received information about the advertised neighbors of the originator 

node is more recent than what it already has.  

Reserved: a field reserved for future use (16 bits). It is filled with value integer "0".  

Data: this field uses the same structure as the Data field used by the HELLO message 

and represents a variable field composed by the MPR selectors that includes the following 

information for each of these: 

Destination IP Address: represents the address of the MPR selector (32 bits for 

IPv4 and 128 bits for IPv6).  

HTRScore: represents the energy awareness metric used for path computation (32 

bits). This metric represents the cost to transmit from the MPR node to its MPR selector with 

address equal to the “Destination IP Address” field. 
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3.7.3.2 TC MESSAGE GENERATION 

In order to build the topology information base, each node selected as MPR 

broadcasts TC messages containing the MPR selector set. A node retransmits a broadcasted 

TC message only if it has received its first copy from a node for which it is an MPR.TC 

messages are sent and forwarded on a regular interval, the TC_INTERVAL, which is defined 

as 5 seconds for HTR and as well for the OLSR. 

The MPR functionality introduces two optimizations to TC messaging that greatly 

reduce the overall network overhead: 

Size optimization: 

The size of TC messages is reduced, since a node only declares its MPR selectors 

through TC messages. Thus, the node does not have to send its whole repository sets. 

Sender optimization: 

 A node that has no MPR selectors to declare usually does not transmit TC 

messages in order to save network resources. The exception here is nodes that have just lost 

their MPR selectors. These nodes generate empty TC messages for a given interval time equal 

to the Validity time of its previously emitted TC message, in order to invalidate the previous 

TC messages. 

Basically, a TC message is generated as follows: 

1. The Validity field of the HTR message header is set to correspond to the value of 

the TOP_HOLD_TIME interval, which is calculated as three times the 

TC_INTERVAL. The TOP_HOLD_TIME is used to set the TIME field of the 

Topology Control Base record and represents the validity time for the information 

provided by the TC message. 

2. The Message Type field of the HTR packet body is set to 1, which corresponds to 

the type TC. 

3. The ANSN field is only incremented when a change to the MPR selector set is 

detected; otherwise the ANSN must be set to the last one utilized. 

4. Each Data field is computed as follows: 

a. For each entry of the MPR Selector Base, where Time is greater than 0 (i.e. 

not expired), the N_Addr field is advertised with the corresponding 

HTRScore computed using the algorithm in (1). 

b.  
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3.7.3.3 TC MESSAGE FORWARDING 

TC messages are broadcast and retransmitted by the MPRs in order to diffuse the 

messages into the entire network. TC messages can be forwarded according to the "default 

forwarding algorithm". 

3.7.3.4 TC MESSAGE PROCESSING 

Upon receiving a TC message, the TC repository is updated as follows: 

1. If the sender (not the originator), that is, the node broadcasting or forwarding the 

message, is not in the symmetric 1-hop neighborhood, the message is discarded. 

2. If there is some tuple in the Topology Control Base set where T_Last_Addr is equal 

to the originator address (i.e. originator address of the packet body header)and the 

Seq (i.e. the field in the Topology Control Base record) is greater than the ANSN, 

then further processing of this TC message is not performed and it is discarded. 

3. All tuples in the Topology Control Base set where T_Last_Addris equal to the 

originator address and Seq is less than the message ANSN, are removed. 

4. For each Destination IP Address received in the TC message: 

a. If there exists some tuple in the topology set where T_Dest_addr is equal to 

the Destination IP Address, and T_Last_addr is equal to the originator 

address, then the holding time (Time field) must be set to the Validity Time 

(i.e. message header field), which is, for the TC message, equal to the 

TOP_HOLD_TIME, and the HTRScore field is set to the corresponding 

HTRScore for the Destination IP Address contained in the TC message. 

b. Otherwise, a new tuple is recorded in the Topology Control Base set where: 

T_Dest_addr is equal to the Destination IP Address, T_Last_addr is equal 

to originator address, HTRScore is equal to the correspondent HTRScore of 

the Destination IP Address, T_Seq is equal to ANSN, Time is equal to the 

Validity Time, which is equal to TOP_HOLD_TIME for the TC message. 

3.8 FLOODING MECHANISM 

As previously mentioned, HTR protocol employs an optimized flooding scheme to 

diffuse topology information throughout the network. The use of a flooding scheme without 

any optimization for MANET context causes an intense waste of network resources, which are 

limited by the wireless nature of the medium that limits the bandwidth capacity available in a 

frequency band. Thus, every protocol that is going to use wireless links has to keep its 

unnecessary traffic to a minimum. The simplest way of broadcasting a packet to all nodes in 

the network is by basic flooding or blind flooding, which allows each node to retransmit a 
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packet to its neighbors only if it has not received the packet before. This rebroadcasting 

continues until all the nodes in the network received a copy of the packet. The main 

disadvantage of blind flooding is that it can trigger a large number of packets forwarded in 

MANETs which will eventually overwhelm the network [72]. Figure 14 illustrates the blind 

flooding scheme, where each node retransmits each packet received and results in overly 

redundant rebroadcasting (i.e. some nodes receive the same packet more than once), 

contention and collision (broadcast storm problem [73]). The use of an optimization flooding 

scheme is required to ensure better use of network resources. 
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Figure 14: Regular Flooding 

3.8.1 MULTIPOINT RELAYING 

The Multipoint Relay (MPR) main goal is to reduce the flooding of broadcast packets 

in the network by minimizing redundant retransmissions locally.  The Multipoint Relay 

(MPR) technique, a neighbor designated method that exhibits both efficiency and simplicity, 

uses a simple algorithm to calculate the forwarding nodes, which makes it easy to implement. 

Furthermore, it has been successfully employed in both sparse and dense networks. The 

concept of MPR was first introduced in the [32], which was a MAC layer protocol developed 

by the European Telecommunications Standards Institute (ETSI) to provide a substitute for 

wired LAN and was then successfully extended to MANET context. 

Using the MPR technique, every node in the network selects a subset of its 1-hop 

neighbors, called multipoint relays (MPRs), as the forwarding node set to retransmit 

broadcast messages. It calculates its own set of MPRs as a subset of its symmetric 1-hop 

neighbors chosen so that all 2-hop neighbors can be covered through its MPR. The MPR 

flooding scheme is illustrated in Figure 15. 
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Figure 15: Multipoint Relay Flooding 

Several algorithms have been specified to achieve, in an efficient manner, the MPR 

set. Finding the optimal MPR set has been proved to be a NP-complete problem in [74] and 

has been further studied and analyzed in, amongst others, [75]–[77].The HTR protocol uses a 

method for MPR selection based on HTRScore, where the energy consumption and link 

stability are considered to ensure better network efficiency. In general lines, the MPR 

proposal considers that each node participating in the selection of its MPR set may have 

distinct priorities (e.g. energy awareness) that could change during its lifetime. Therefore, it 

should use any technique that takes into account the impact of each metric in the selection 

phase. Using the scheme below, the protocol ensures that nodes could choose candidates 

(MPRs) with better benefits for the actual context, increasing the performance for the whole 

network. 

3.8.2 SELECTION OF MPR SET 

Initially, the terminology used is supplied to ensure an acquaintance with the process 

described: 

N: A set containing all 1-hop neighbors. 

N2: A set containing all 2-hop neighbors. 

P: the set of all members of N2 that are not yet covered from any node contained in 

the MPR set.  

C(Y): the number of members of P reached directly from Y (a 1-hop neighbor) in a 

symmetric way. 

D(Y): the number of symmetric neighbors reached directly from Y, a 1-hop neighbor, 
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excluding all other 1-hop neighbors and the node performing the computation. 

To fulfill all these requirements, the method utilizes the HTRScore as the cost of the 

path between two nodes. The HTRScore takes into account the order of transmission; 

nevertheless, the cost of the path between nodes A and B could be different from the cost of 

the path from B to A. 

The HTRScore is calculated by the local node for each symmetric neighbor and also is 

received from other nodes by the use of HELLO messages and also TC messages. 

The method for selection of MPR proposed in this specification is the following: 

1. Start with an MPR set empty. 

2. Fill P with all members of N2. 

a. Add to the MPR set those nodes in N, which are the only nodes to cover a 

node in N2. For example, if node B in N2 can be reached only through a 

symmetric link to node A in N, then add node A to the MPR set. 

b. Remove the nodes from P that are now covered by a node in the MPR set. 

3. While there are nodes in P: 

a. For each node in N, compute or use the HTRScore(Y) using actual 

weighting factors related with the node Y. 

b. Select as an MPR the node with lowest non-zero HTRScore among the 

nodes in N. 

i. For the case in which multiple nodes have the same HTRScore, 

calculate the C(Y) of these nodes and select the node with maximum 

C(Y). 

ii. If the C(Y) value is the same for all nodes, calculate the D(Y) and 

select the node with maximum D(Y). 

iii. If the D(Y) value is the same, select the node that has been chosen 

as MPR less times. 

iv. If still the values are the same, select the first node of the remaining 

set. 

c. Remove the nodes from P that are now covered by the selected node in the 

MPR set. 

3.8.3 EXAMPLES 

In order to explain more specifically the MPR selection process, this subsection 

presents two example scenarios: the first to illustrate a simple and symmetric scenario and 

the last to represent a more realistic scenario. 
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3.8.3.1 SCENARIO 1 

The node A, its four 1-hop neighbors, and the eight 2-hop neighbors compose this 

scenario, which is illustrated in Figure 16. 

To perform the MPR selection, node A use its knowledge about its neighbors to mount 

N, N2 and MPR set. Following the first steps to select MPRs, the node A has the following 

sets:  

N = {B, C, D, E},  

N2 = {F, G, H, I, J, L, M, N},  

MPR = { }, 

P = {F, G, H, I, J, L, M, N }. 

Following the step 2, the node A observes that pairs of  2-hop neighbors are only 

covered by a unique 1-hop node at a time (F and G are reached by B, H and I are reached by 

C, J and L are reached by D, and M and N are reached by E). This way, according to the step, 

the nodes that only are covered by a unique 1-hop node are removed from the P set and these 

1-hop neighbors are added to the MPR set. As result, the MPR and P sets are: 

MPR = {B, C, D, E},  

P = { }. 

 

Figure 16: MPR selection for Scenario 1 

It is important emphasize that nodes added in the MPR set cannot be added again. 

AB D

E

C

F

G

L

J

IH

MN

1-
H
op N

ei
ghbor

2-
H
op N

ei
ghbor



43 

 

3.8.3.2 SCENARIO 2 

Scenario 2 reflects a more realistic scenario and is capable of explaining almost all 

steps of the MPR selection process. Figure 17 shows that node A has nine 1-hop neighbors 

and each of these have at least two 2-hop neighbors covered. Unlike the first example, this 

scenario presents 2-hop neighbors being covered by two or three 1-hop neighbors at a time, 

which implies more possibilities to choose as MPR. In addition, this scenario also presents 

the calculated HTRScore (the cost of edges) between each pair of nodes. 

Node A knowledge about its neighbors and MPR selection elements are represented in 

the following way: 

N = {B, F, H, C, G, D, I, E, J},  

N2 = {K, L, M, N, O, P, Q, R, S, T, U, V, W, X, Y, Z}, 

MPR = { },  

P = {K, L, M, N, O, P, Q, R, S, T, U, V, W, X, Y, Z}. 

 

Figure 17: MPR selection for a realistic scenario (Scenario 2) 

According to scenario 2, node A observes that some 2-hop neighbors are only covered 

by some specific 1-hop neighbors. This way, according to the scenario, the following 

operations happen: 
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1. Node Z is only covered by node B. For this reason, node Z is removed from the P 

set and node B is added to the MPR set. 

2. Node K is only covered by node B. For this reason, node Z is removed from the P 

set. Node B is not added in the MPR set because it was already added previously. 

3. Node P is only covered by node G. For this reason, node P is removed from the P 

set and node G is added to MPR set. 

4. Node Q is only covered by node D. For this reason, node Q is removed from the P 

set and node D is added to the MPR set. 

5. Node T is only covered by node I. For this reason, node T is removed from the P set 

and node I is added to the MPR set. 

6. Node V is only covered by node E. For this reason, node V is removed from the P 

set and node E is added to the MPR set. 

7. Node Y is only covered by node J. For this reason, node Y is removed from the P set 

and node J is added to the MPR set. 

As a preliminary result of this step, the sets of node A are: 

MPR = {B, G, D, I, E, J},  

P = {K, L, M, N, O, R, S, U, W, X} 

Figure 18 illustrates the partial selection of MPR, where the blue nodes are added in 

the MPR set and the yellow nodes are removed from the P set. 
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Figure 18: Partial result of MPR selection 

However, there are still nodes in the P set. This way, the next step is started. Step 3 

employs the HTRScore to select MPRs and still presents some mechanism to deal with 

conflicts. This way, node A will use the HTRScore of each path as follows: 

1. Node L has two possible values for HTRScore (two options for the path). The path 

passing by node B has HTRScore equal to 11 (7 from A to B plus 4 from B to L) and 

the path via node F has HTRScore equal to 11 (6 from A to F plus 5 from F to L). In 

this case, a draw occurs. 

a. According to the first criteria of conflict, node A calculates the C(Y) from B 

and F, remembering that C(Y) represents the nodes covered that still are in 

P. So, the C(B) is equal to 2 (W and L), since the nodes Z and K were 

previously removed from P. The C(F) is also 2 (L and M). Thus, once again 

a draw occurs. 

b. According to the second criteria of conflict, node A calculates the D(Y) from 

B and F, remembering that D(Y) represents the nodes covered by a given 

node. Thus, the D(B) is equal to 4(W, Z, K, and L) while the D(F) is equal to 

2 (L and M). In this case, node B is chosen as MPR and node L is removed 

from P set. 

2. Node M has two possible values for HTRScore. The value via node F is equal to 14 
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(6 from A to F plus 8 from F to M) and via node H the value of HTRScore is equal 

to 14 (8 from A to H plus 6 from H to M). In this case, a draw occurs. 

a. Using the first criteria of conflict, the C(Y) from F is equal to 1 (M), since 

node L was already removed from P after node B has been chosen as its 

MPR. The C(Y) from H is equal to 2 (M and N nodes). In this case, node B is 

chosen as MPR and node L is removed from the P set. 

3. Node N also has two possible values for HTRScore. The value via node H is equal 

to 10 (8 from A to H plus 2 from H to N) and via node C the value of HTRScore is 

equal to 12 (3 from A to C plus 9 from C to N). In this case, node H is chosen as 

MPR, because its value is lower than the one from node C. The node N is removed 

from the P set. 

4. Node O also has two possible values for HTRScore. The value via node C is equal to 

10 (3 from A to C plus 7 from C to O) and via node G the value of HTRScore is 

equal to 12 (6 from A to G plus 6 from G to O). As result, node C is added in the 

MPR set and node O is removed from the P set. 

5. Node R also has two possible values for HTRScore. The value via node D is equal to 

13 (8 from A to D plus 5 from D to R) and via node I the value of HTRScore is equal 

to 11 (4 from A to I plus 7 from I to R). As result, node I is added in the MPR set 

and node R is removed from the P set. 

6. Node S also has two possible values for HTRScore. The value via node D is equal to 

13 (8 from A to D plus 5 from D to S) and via node I the value of HTRScore is equal 

to 12 (4 from A to I plus 8 from I to S). As result, node I is added in the MPR set 

and node S is removed from the P set. 

7. Node U also has two possible values for HTRScore. The value via node I is equal to 

9 (4 from A to I plus 5 from I to U) and via node E the value of HTRScore is equal 

to 11 (5 from A to E plus 6 from E to U). As result, node I is added in the MPR set 

and node U is removed from the P set. 

8. Node X also has two possible values for HTRScore. The value via node E is equal to 

10 (5 from A to E plus 5 from E to X) and via node J the value of HTRScore is equal 

to 12 (8 from A to J plus 8 from J to X). As result, node E is added in the MPR set 

and node X is removed from the P set. 

9. Node W also has two possible values for HTRScore. The value via node J is equal to 

12 (8 from A to J plus 4 from J to W) and via node B the value of HTRScore is 

equal to 14 (7 from A to B plus 7 from B to W). As result, node J is added in the 

MPR set and node W is removed from the P set. 

As a final result, node A has its MPR set composed of the following nodes: 
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MPR = {B, H, C, G, D, I, E, J} 

It is important emphasize that the MPR selection mechanism does not insist that all 1-

hop neighbor nodes be chosen as MPR nodes, as illustrated by this example. The MPR set 

populates the MPR Set Base where, for each MPR contained in the computed set, one new 

tuple is created with N_Addr equal to the address of the MPR node and the Time field set as 

the NEIGHB_HOLD_TIME. The MPR computation is computed each time the HELLO 

message is processed.  

3.9 PATH COMPUTATION 

By using a proactive approach, HTR ensures that a path is computed as early as 

possible but, with the conventional path computations that focus only on hops to reach a 

destination, the energy of the nodes along those paths is rapidly burned, and eventually 

disconnects nodes, partitioning the network. 

One of HTR goals is to maintain network connectivity and survivability. In other 

words, the protocol should ensure that connectivity is maintained for as long as possible. This 

is done by applying a modified version of the Dijkstra Algorithm [78], called Multipath 

Dijkstra (see next section), which uses HTRScore as the path cost function and also computes 

multiples paths to reach destinations. The concept of energy awareness was already 

considered in [79]; however, the HTRScore, as previously mentioned in Section 3.4, also 

considers the link stability that is not covered by [79]. 

Dijkstra's algorithm is a graph search algorithm that solves the single-source shortest 

path problem for a graph with nonnegative edge path costs, producing a shortest path tree. 

Considering the initial node and the distance for node Y as the distance (cost) from the initial 

node to node Y, Dijkstra's algorithm will assign some initial distance values and will try to 

improve them step-by-step. 

1. Assign to every node a distance value. Set it to zero for the initial node and to 

infinity for all other nodes. 

2. Mark all nodes as unvisited. Set initial node as current. 

3. For the current node, consider all its unvisited neighbors and calculate their 

distance (from the initial node). For example, if current node A has distance of 6, 

and an edge connecting it with another node B is 2, the distance to B through A will 

be 8. If this distance is less than the previously recorded distance (infinity in the 

beginning, zero for the initial node), overwrite the distance. 

4. When concluding the calculations for all neighbors of the current node, mark it as 

visited. A visited node will not be checked ever again; its distance recorded now is 
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final and minimal. 

5. Set the unvisited node with the smallest distance (from the initial node) as the next 

"current node" and continue from step 3. 

For the result of the process above, all minimum distances (i.e. minimum cost) to 

reach destinations are obtained. Each path computed is used to maintain the routing table of 

the node; however, it is only necessary for the next hop to be passed to the route table for 

each path observed, i.e. only the closest intermediate node contained in the path is applied at 

the routing table, since the same process is applied over each node of the domain, and the 

path is constructed in a distributed manner as illustrated in the Figure 19. 

 

Figure 19: Route Calculation and Route Table samples 

 

 

3.10  MULTIPATH DIJKSTRA 

Unlike the single path strategy, with a multipath approach different paths are 

computed between source and destination. Multipath routing could offer several benefits 

[80] such as load balancing, fault tolerance, routing loop prevention, higher aggregate 

bandwidth, energy-conservation, lower end-to-end delay, security, and congestion avoidance 

[30], [81]. 
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During the HTR evaluation, we noticed the occurrence of routing loops, which were 

significantly decreasing the performance of the protocol. The presence of these loops was 

associated with the HTRScore computation, which, in some cases, was producing divergent 

views of the network. Considering that backup routes could be used to prevent or effectively 

decrease the occurrence of routing loops, a new process for path computing was developed. 

This new process uses a multipath routing algorithm based on the algorithm introduced in 

[56], the MultipathDijkstra, to mitigate the routing loops. Our modified version of the 

MultipathDijkstra is shown in Figure 20. 

 

Figure 20: HTR Multipath Dijkstra 

The general principle of this algorithm occurs at step i, which looks for the shortest 

path Pi to the destination d. Then the edges of Pi or pointing to Pi have their cost increased in 

order to prevent the next step from taking this same path again. The fp function is used to 

increase the cost of arcs belonging to the previous path Pi. This encourages future paths to 

use different arcs but not different vertices. fe is used to increase the cost of the arcs that 

would lead to the vertices of the previous path, Pi. The fp and fe functions are used to get link-

disjoint paths or node-disjoint routes as necessary. The  Dijkstra (Gi, s) is the standard 

Dijkstra’s algorithm which provides the source tree of shortest paths from vertex s in graph 

G; GetPath(ST,d) is the function that extracts the shortest path to d from the source tree ST; 

the function Reverse(e) gives the opposite edge of e; Head(e) provides the vertex edge e 

points. 

To avoid the creation of similar paths, the fp and fe functions consider vertices and 

edges used in previous paths. In contrast to the approach presented in [19], which updates 

the scores by multiplying them by a constant, our proposal multiplies them (the HTRScores) 

by the number of times each vertex/edge was used. 
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To prevent routing loops, the approach adds a header to the packet whereupon every 

node of the path records its identification, creating a list of nodes which have already 

processed a packet. When received, the node inspects the header of the packet and searches 

the routing table for the next node to which it is possible to forward the packet, considering 

the backup paths defined, but excluding the nodes already on the list. If there is no 

alternative path available, the packet is discarded to avoid unnecessary use of resources. The 

header is removed when the packet is received by the destination node. The multipath 

routing algorithm computes a default value of ten distinct paths to any given destination. This 

value may not be the optimal one; however, it drastically decreases the number of routing 

loops to a minimum. The analysis of the multipath HTR routing table computation process is 

presented in Chapter 5. 

3.11 CHAPTER SUMMARY 

In this chapter, the concepts and functionalities of the HTR protocol were introduced. 

Initially, an initial overview of the protocol, which includes the main characteristics and 

features of this one, and the terminology were provided. Secondly, the process for address 

allocation and maintenance, named DNCP, was commented. The DNCP employs a 

distributed generation function that allocates a unique identifier for each node. Third, the 

HTRScore cost metric, which uses factors such as the awareness of link conditions and power 

efficiency, was defined and is used to perform path computation and MPR set computation. 

Fourth, the HTR repositories, which represent the network topology and are updated 

regularly via control messages, were presented. Next, HTR packet was introduced and the 

format, processing and forwarding process for this one were provided. Also, the 

considerations for jitter, which is a random small time interval for which message has to be 

cached before it is transmitted to avoid collisions, were discussed. Furthermore, the HTR 

control messages, the HELLO and TC messages, were detailed and the format, generation, 

and processing of these ones were provided. In addition, the HTR MPR optimization, which 

is used for efficient message flooding, was defined and uses the HTRScore for MPR set 

computation. Finally, the path computation process and the HTR Multipath Dijkstra 

algorithm, proposed in this work, were defined. The HTR multipath approach computes 

different paths between source and destination.  
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CHAPTER 4 HTR IN NS-3 

 

Computer simulating is one effective method [82] for researching difficult systems 

since computer models are easier, lower cost and more convenient to investigate than real 

experiments. In the field of communication systems engineering, the network simulation is 

are widely used for the development of new communication architectures and network 

protocols. For example, in order to investigate the characteristics of a new routing protocol 

(i.e. routing behavior), different topologies, which are merely sets of simulation parameters, 

can be easily utilized with a network simulator. Most of these are based on the paradigm of 

discrete event-based trigger events (DES) [83]. Here, the simulator maintains an event queue 

sorted by the scheduled event execution time and the simulation is performed successively, 

processing the events contained in this queue. A simulation event is triggered, for instance, 

by the sending of a packet from one node to another. The first approaches where DES was 

applied to the simulation of computer networks were published about two decades ago and 

ns-2 is a direct successor of those early efforts [84]. 

 To implement and evaluate the performance of the proposal, the HTR protocol was 

implemented using a network simulator. In this chapter, initially an introduction and 

evaluation of the network simulators, the ones that have gained attention in the research field, 

are provided in order to discuss the reason for the use of the ns-3 network simulator during 

this work. Next, the details of the implementation of the HTR protocol in the ns-3 simulator 

are provided and the extensions required for the operation of the protocol are also shown. 

4.1 NETWORK SIMULATORS 

During the elaboration of this work, we tried to evaluate some of the open source 

widespread network simulators that are in use today using [84], [85] as reference. This 

evaluation (see Table 7) had the objective of identifying the network simulator to implement 

the work discussed herein. The metrics utilized are: Core Efficiency and Heterogeneous 

Technologies Support. The first one uses the experimental analysis of  [84], [85], which 

evaluates the scalability, computation time, and memory usage of those network simulators. 

The second metric checks whether each heterogeneous technology required by this work (i.e. 

Wi-Fi, WiMAX, and LTE) is supported by the network simulator. Each metric was ranked 

from lowest to highest score, respectively, as follows: Low / Insufficient (+), Medium (++) 

and High (+++). For the second criterion (i.e. Heterogeneous Technologies Support), the “+” 

indicates whether the simulator supports the technology and the absence attests to the 

opposite. Finally, the overall score for each network simulator was computed, wherein each 
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“+” represents one point, and we concluded that the ns-3 is the network simulator to be used 

for this work. Next, an introduction for each network simulator compared is given. 

Table 7: Comparison of network simulator 

Metric ns-2 ns-3 OMNeT++ JiST SimPy 

Core Efficiency 

Scalability + +++ +++ +++ + 

Performance + ++ ++ +++ + 

Memory usage + +++ ++ + + 

Heterogeneous Technologies Support 

IEEE 802.11 + + +   

WiMAX + + +   

LTE + + +   

Total 6 11 10 7 3 

4.1.1 NS-2 

The ns-2 [86], initially released in 1996, has become the standard for network 

simulation, which can be attributed to the fact that numerous models such as protocol 

models and traffic generators are publicly available, thus eliminating the need to implement 

them by hand. However, a major deficiency of ns-2 is its limited scalability in terms of 

memory usage and simulation run-time [23], [87], an especially serious problem for new 

research that requires the simulation of very large networks, potentially with hundreds of 

thousands of nodes. In order to face those challenges, some enhancements of ns-2 have been 

proposed such as the incorporation of parallelization, although ns-2 is currently being 

replaced by its successor, the ns-3 that has, as one of its goals, the improvement of simulation 

performance.   

 Simulations for ns-2 are composed of C++ [88] code, used mainly to model 

the behavior of simulation components, and oTcl [89] scripts with simulation parameters, for 

instance the network topology. The use of oTcl was originally made back in 1996 to avoid 

unnecessary C++ recompilations when changes are made to the simulation set-up. 

4.1.2 OMNET++ 

The “Objective Modular Network Testbed in C++” (OMNeT++) [90] simulator is an 

extensible, modular, object-oriented, component-based C++ simulation library and 

framework. In contrast to ns-2 and ns-3, it is not a network simulator by definition, but a 

general purpose discrete event simulation framework. It can be used for simulating any 
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general network that includes wired and wireless communication networks, on-chip 

networks, sensor networks, ad hoc networks, and photonic networks, etc. These are provided 

by model frameworks, developed as independent projects. The simulator offers an Eclipse-

based IDE, a graphical runtime environment and a host of other tools. 

The OMNeT++ architecture consists of simple modules and compound modules. 

Simple modules are atomic elements (i.e. they cannot be divided any further) in the module 

hierarchy and can be connected with each other via gates to form compound modules. These 

compound modules and the setup of the entire network topology takes place in a language 

known as Network Descriptor (NED) that enables the assignment of network parameters 

statically (i.e. before the execution) or dynamically (i.e. during run-time).  

4.1.3 JIST 

JiST [91] is a high-performance discrete event simulation engine that runs on a Java 

virtual machine [92]. Simulation in JiST is made up of entities that actually represent the 

network elements that use class methods to invoke simulation events. Embedding the 

simulation semantics within the Java language enables JiST to inherit all the properties and 

libraries of Java including the existing compilers. JiST benefits from the automatic garbage 

collection, type-safety, reflection and many other properties of that language. Unfortunately, 

the official development of JiST has stalled and it is no longer maintained. 

4.1.4 SIMPY 

SimPy [93] is a process-oriented discrete event simulator written using the Python 

language. In this simulator, the basic simulation entities are processes that are executed in 

parallel and may exchange Python objects among one another. Most processes include an 

infinite loop machine wherein its internal behavior is defined. Unlike the other simulators, no 

available network models are available for it and SimPy can be merely be classified as a bare 

simulation API written in Python [84]. 

4.1.5 NS-3 

Like its predecessor ns-2, ns-3 relies on C++ for the implementation of the simulation 

models. Nevertheless, ns-3 no longer uses oTcl scripts to control the simulation. Instead, ns-3 

simulations can be implemented in pure C++ or optionally using Python [94] as well. 

Moreover, the simulator integrates architectural concepts and code from GTNetS [95], a 

simulator with good scalability characteristics. These design decisions were made at the 

expense of compatibility, thus forcing ns-2 models to be ported to ns-3 in a manual way. 

Besides performance improvements, the feature set of the simulator has also been extended.  
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The ns-3 allows researchers to study network protocols and large-scale systems in a 

controlled environment. It is a new simulator aimed at eventually replacing the ns-2 

simulator and there is no backward compatibility between them [96]. Some models from ns-2 

have already been ported to the new simulator. It works under GNU / Linux [97], although 

there are various methods for using it under Microsoft Windows [98]–[100]. 

The Network Simulator 3, also known as the ns-3, was started in 2006 and is a 

discrete event network simulator written in C++. It is used primarily for research and 

educational applications aligned with modern network research. 

The ns-3 is free software and uses the GNU GPLv2 [101] as license, which 

guarantees end users (individuals, organizations and companies) the freedom to use, study, 

share (copy), and modify the software. The ns-3 project encourages community 

contributions.  Table 8 represents the main contributions of last releases [102]:  

Table 8: ns-3 Project Progress since 2008 

Release Contributions 

ns-3.1: June 2008 

CSMA 
Point-to-Point 
IEEE 802.11 

TCP 
UDP 
IPv4 

OLSR 
Mobility Models 

ns-3.4: April 2009 
Tap Device 

WiFi Models 
ICMP 

ns-3.5: July 2009 
802.11e MAC EDCA 

802.11b PHY 

ns-3.6: October 2009 
802.11s mesh 

IPv6 

ns-3.7: January 2010 
802.11p PHY 

AODV 
NetAnim 

ns-3.8: April 2010 WiMAX 
ns-3.9: August 2010 Energy Model 

ns-3.10: January 2011 
WiFi Energy Model 

PyViz visualizer 
802.11g PHY 

ns-3.14.1: June 2012 
The LTE code from the LENA project merged 

Dynamic Source Routing protocol 
ns-3.15: August 2012 Maintenance release: ns-3 models have been fixed 

 

From Table 8, one can see that the ns-3 project is very flexible, provides actual 

protocol stacks and gives us an opportunity to work with the newest technologies in virtual 

environments. To accomplish this work, version 3.15 was used and modified. These 

modifications are explained in the chapter. The contributions that were added to the ns-3 

project over the past several years and have been essential for the progress of the work 

described within this dissertation are highlighted in bold (see Table 8). 



55 

 

For more details about the operations of the core components of the ns-3 software, 

one can refer to Appendix A. The next sections, outline all of the contributions added which 

are necessary for the implementation of the simulated version the Heterogeneous Routing 

Protocol (HTR) described in Chapter 3. 

4.2 HTR 

This section describes the core implementation parts of the HTR routing protocol for 

the ns-3 simulator. The ns-3 is intended to support traditional approaches to routing 

protocols and facilitate research into unorthodox routing techniques. The architecture is 

designed to support different routing approaches, including policy-based routing 

implementation, proactive and on-demand routing protocols, and so on. The following 

section describes the HTR ns-3 routing model design. 

4.2.1 HTR ROUTING MODEL DESIGN 

The key objects are Ipv4L3Protocol, Ipv4RoutingProtocol(s) and Ipv4Route(s). The 

first one implements the IPv4 protocol. The second (see Appendix A) is the class which 

delegates the routing and forwarding of packets to Ipv4L3Protocol. Ipv4L3Protocol must 

have at least one Ipv4RoutingProtocol (e.g. HTRRoutingProtocol) attached to it during 

simulation setup time (i.e. simulation configuration prior to its execution). The last class 

represents the IPv4 route object. 

The abstract base class Ipv4RoutingProtocol declares a minimal interface, consisting 

of two methods (see Appendix A): RouteOutput and RouteInput. For packets traveling 

outbound from a host, the transport protocol will query Ipv4RoutingProtocol, which is the 

HTRRoutingProtocol when using the HTR protocol, and will request a route via RouteOutput 

method. The HTR Route Output method lookups for a route, which is computed by 

MultipathDijkstra, that delivers the packet to the destination. The route contains the next 

reachable node (intermediate node) to forward the packet until reaching the destination, and 

for preventing routing loops, it adds an additional header to the packet to be forwarded 

(transmitted), a header which first contains its own identification (i.e. address), whereupon 

the intermediate node contained in the path records its identification, creating a list of nodes 

that have already processed a packet. The route returned by this method is represented by the 

Ipv4Route class. Ipv4Route objects contain the source, destination, gateway addresses and 

also the output interface. The gateway address represents the next hop to route the packet (if 

necessary). 

For packets received inbound for forwarding or delivery, the RouteInput method is 

used. This one passes the packet ownership to the Ipv4RoutingProtocol object that is 
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represented by the HTRRoutingProtocol. There are four possible actions associated with this 

call: LocalDeliver, IpForward, IpMulticastForward and DropPacket. The HTR RouteInput 

method works as follows: 

Initially, the RouteInput method inspects the additional header, added during the 

RouteOutput method, to detect the list of nodes that have already processed it and also marks 

its identification (i.e. address) on the header. Next, if the packet must be forwarded elsewhere 

(IpForward or IpMulticastForward), it searches the routing table for the next node to which 

it is possible to forward the packet, considering the backup paths defined during the 

multipath path computation, but excluding the nodes that have already processed the packet. 

If there is no alternative path available, the packet is discarded (DropPacket), to avoid 

unnecessary use of resources. The header is removed when the packet is received by the 

destination node (LocalDeliver). 

The Figure 21 illustrates how multiple routing protocols derive from the 

Ipv4RoutingProtocol base class. The HTR routing protocol is represented by the 

HTRRoutingProtocol class and derives from it. To implement a routing protocol using ns-3, 

it is necessary to implement the RouteInput and RouteOutput methods. 

 

Figure 21: ns-3 IPv4 routing derived classes 

4.2.2 HTR DESIGN 

The HTR protocol, designed on ns-3, was divided into three core parts: HTR State, 

HTR Routing and HTR Header. The first one manipulates the HTR repositories and provides 

functions to add, retrieve, modify and destroy records. The second is the component for the 

sending and processing of control messages, routing path computation, MPR set 

computation, HTRScore computation, and for maintaining the consistency of its repositories. 

The third is the one for construction, manipulation, serialization and deserialization of 

control messages. 
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The HTR State contains the following tuple entries: LinkNeighborTuples and 

NeighborTuple (both representing 1-hop neighbors), TwoHopNeighborTuple (2-hop 

neighbors), TopologyControlTuple (Topology Control Base record), DuplicateTuple (marks 

the control messages already processed to avoid unnecessary processing of repeated 

messages), MPRTuple (each neighbor chosen as MPR during the MPR computation) and the 

MPRSelectorTuple (each neighbor that chosen the node as MPR). Figure 22 shows the UML 

class diagram that models the HTR State and includes the set of attributes for each tuple 

entry contained in it. 

HTR State

...

+Insert()
+Update()
+Remove()
+GetAll()
+Find()

TopologyControlTuple

-destAddress: Address
-LastAddress: Address
-localIface: Integer
-ansn: Integer
-htrScore: Integer

...

NeighborTuple

-neighborAddress: Address
-status: Status

...

MPRTuple

-mpr: Address
-expirationTimer:Time

...

MPRSelectorTuple

-neighborAddress: Address
-expirationTimer: Time

...

DuplicateTuple

-sequenceNumber: Short
-address: Address
-ifaceList: List<Address>
-expirationTimer: Time
-retransmitted: Boolean

...

LinkNeighborTuple

-neighborIfaceAddr: Address
-htrScore: Integer
-localIface: Integer
-symTimer: Time
-asymTimer: Time
-expirationTimer: Time

...

<<Enumeration>>

Status

-Sym
-Asym

...

TwoHopNeighborTuple

-neighborAddress: Address
-twohopNeighborAddress: Address
-localIface: Integer
-htrScore: Integer
-expirationTimer: Time

...

LinkSet {List}

MprSelectorSet {List}

DuplicateSet {List}

MprSet {List}

0..*

TwoHopNeighborSet {List}

0..*

TopologySet {List}

NeighborSet {List}

 

Figure 22: UML Class diagram for HTR State 

The HTR Header component is the one to generate, manipulate, serialize and de-

serialize the packet and messages of the HTR control message system. All classes defined in 

the HTR Header component derive from the ns-3 Header class. The HTR Header component 

models the HTR packet and messages (see Sections 3.6 and 3.7) and includes the following 

classes: PacketHeader, MessageHeader, Hello, Link, Data, TC, and MessageType. The 

PacketHeader class is the one representing the HTR Packet Header, the MessageHeader 

represents the HTR message header, the Hello class represents the HELLO message and 

includes a set of Link objects which are the ones to model each Link Message contained in the 

HELLO message. Each Link object contains a set of Data objects which represent the Data 

field of HELLO and TC messages, the TC class represents the TC message and also includes a 

set of Data objects. Figure 23 shows the UML class diagram for the HTR Header component. 
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Header

...

+Get()
+Set()
+Print()
+SerializeTo()
+DeserializeFrom()
+GetSerializeSize()

PacketHeader

-packetLength: Short
-packetSequenceNumber:Short

+Get()
+Set()
+Print()
+SerializeTo()
+DeserializeFrom()
+GetSerializeSize()

MessageHeader

-type: MessageType
-validity: UInt8
-messageSize: Short
-originator: Address
-timeToLive: UInt8
-hop: UInt8
-messageSequenceNumber: Short

+Get()
+Set()
+Print()
+SerializeTo()
+DeserializeFrom()
+GetSerializeSize()

<<Enumeration>>

MessageType

-HelloMessage
-TCMessage

...

Link

-linkCode: UInt8

+Get()
+Set()
+Print()
+SerializeTo()
+DeserializeFrom()
+GetSerializeSize()

Hello

...

+Get()
+Set()
+Print()
+SerializeTo()
+DeserializeFrom()
+GetSerializeSize()

Data

-neighborAddress: Address
-htrScore: Integer

+Get()
+Set()
+Print()
+SerializeTo()
+DeserializeFrom()
+GetSerializeSize()

neighbors {List}

0..*

linkSet {List}
0..*

TC

-ansn: Short

+Get()
+Set()
+Print()
+SerializeTo()
+DeserializeFrom()
+GetSerializeSize()

destSet {List}

0..*

 

Figure 23: UML class diagram for HTR Header   

The HTR Routing component is the controller of the HTR protocol, and is the one to 

control the sending (i.e. sendHello and sendTc methods), forwarding (i.e. 

forwardControlMessage method) and processing of control messages (i.e. receivePacket, 

processHello and processTc methods), to maintain the states of its repositories using the 

functions (add, retrieve, modify, destroy) provided by the HTR State component and the 

removeExpiredStates method that also uses this component to destroy expired records of the 

repositories, to trigger the MPR computation (i.e. computeMprSet method), path 

computation (i.e. computeRoutingTable) that uses the MultipathDijkstra algorithm, and to 

control the sending (i.e. RouteOutput method), forwarding and delivering (i.e. both using 

RouteInput method) of each data packet.  

To compute the HTRScore, the HTR Routing component uses the calculateHtrScore 

method which uses, as supporting methods, the estimateEij, getCurrentyEnergy, 

getInitialEnergy methods and also the link stability information (also used for HTRScore 

calculation) provided by the HTR Device Info objects. The first three methods (i.e. 

estimateEij, getCurrentyEnergy and getInitialEnergy) use the information provided by the 

device energy models (see Section 4.3), with some of these developed during this work. The 

HTR Device Info class is the one for calculating the probability of loss of packets (link 

stability used on HTRScore) for each ns-3 NetDevice (i.e. WifiNetDevice, WimaxNetDevice, 
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LteNetDevice) that it is tracking (i.e. installed).  

The HTR Routing component provides configuration parameters, in order to control 

the behavior of some of its internal mechanisms, that are the following: alpha, beta, gama 

and theta that are used for the HTRScore computation, the multipath parameter that 

indicates the number of alternative routes for the MultipathDijkstra to compute, the 

helloInterval and tcInterval that defines the HELLO and TC sending intervals respectively.  

After the MultipathDijkstra path computation, the HTR Routing controller stores a map 

(dictionary) data structure (RoutingTableMultipathMap class) where the key for it is the 

address for each destination computed and the data value for each correspondent key is a set, 

with size equal to the multipath parameter, containing a list of routes to reach the 

destination. Each route is recorded as a RoutingTableEntry object and this one is used to 

generate the Ipv4Route object during the RouteInput and RouteOutput methods. The 

GetRoutingTableEntries method, used by the HTR Pyviz plugin (see Section 4.4) to retrieve 

and show computed routes, is used to return all routes computed by the path computation 

mechanism. Figure 24 shows the UML class diagram for the HTR Routing component, and 

Figures Figure 25 and Figure 26 show the UML sequence diagram for the processing 

mechanism of HTR control messages. 
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RoutingTableMultipathMap

-destAddr: Address

...

HtrRoutingProtocol

-alpha: Double
-beta: Double
-gama: Double
-teta: Double
-multipath: Integer
-ansn: Short
-packetSequenceNumber: Short
-messageSequenceNumber: Short
-helloInterval: double
-tcInterval: double

-calculateHtrScore()
-estimateEij()
-getCurrentEnergy()
-getInitialEnergy()
-computeMprSet()
-computeRoutingTable()
-sendHello()
-sendTc()
-forwardControlMessage()
-receivePacket()
-processHello()
-processTc()
-removeExpiredStates()
+RouteInput()
+RouteOutput()
+GetRoutingTableEntries()
...

Ipv4RoutingProtocol

...

+RouteInput()
+RouteOutput()
...

entries {List}
0..*

RoutingTableEntry

-nextAddr: Address
-interface: Integer
-hops: Short
-htrScore: double

...

paths {List}

0..*

HtrState

...

...

MultipathDijkstra

-origin: Address
-originalGraph: Dijkstra
-multipath: Integer

+Start()
+GetMultipathPaths()

Dijkstra

...

...

HTR Device Info

-packetDropPercentage: Double
-interface: NetDevice

+GetPercentage()
-Update()

HtrHeader

...

...

 

Figure 24: UML Class diagram for HTR Routing 
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:HtrRoutingProtocol:UdpSocket

RecvFrom(...)

loop

[has more messages]

alt

[is a HELLO message]

[is a TC message]

alt

[is not duplicated]

opt

[forward? and TTL > 0 and       selected me as MPR?]

ForwardControlMessage(...)

:HtrState

ref

ProcessHello

InsertDuplicateTuple(...)

RoutingTableComputation(...)

ref

ProcessTc

 

Figure 25: UML Sequence diagram for receiving of HELLO and TC messages 

processing 

:HtrRoutingProtocol

loop

[has linkNeighborTuple to insert]

:HtrState

ds ProcessHello

InsertLinkTuple(...)

loop

[has neighborTuple to insert] InsertNeighborTuple(...)

loop

[has MPR selector to insert]
InsertMPRSelectorTuple(...)

MPRComputation

loop

[has MPR  to insert]
InsertMPRTuple(...)

 

:HtrRoutingProtocol

loop

[has TopologyControlTuple to insert]

:HtrState

ds ProcessTC

InsertTopologyControlTuple(...)

   

Figure 26: UML Sequence diagram for Process Hello and Process TC 
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4.3 ENERGY FRAMEWORK 

Since energy consumption is a key issue for wireless devices, researchers often need to 

investigate the energy consumption of a battery powered node or the overall network, while 

running network simulations. This requires the underlying simulator to support energy 

consumption and energy source modeling. The ns-3 provides an energy framework consisting 

of a set of energy sources, a set of device energy models, and the interfaces interconnecting 

them. Figure 27 represents the energy framework with its core components as well as its new 

components, highlighted in black, which were developed during the course of this 

dissertation and enable research on the energy consumption of a network element using LTE 

or WiMAX devices. Actually, the energy framework just includes support for IEEE 802.11 

devices. Those components are described during this section. 

EnergySourceContainer

-sources: EnergySource

+Add()
+Get()
+GetN(): unsigned int

EnergySource

-deviceEnergyModelList: DeviceEnergyModelContainer

+UpdateEnergySource()
+AppendDeviceEnergyModel
+GetSupplyVoltage(): double
+GetInitialnergy(): double
+GetRemainingEnergy(): double
#CalculateTotalCurrent(): double
#NotifyEnergyDrained()

DeviceEnergyModelContainer

-models: DeviceEnergyModel

+Add()
+Get()
+GetN(): unsigned int

DeviceEnergyModel

...

+ChangeState()
+GetCurrentA()
+HandleEnergyDepletion()
+SetEnergySource()
+GetTotalEnergyConsumption()

BasicEnergySource

...

...

RvBatteryModel

...

...

LiIonEnergySource

-initialCellVoltage: double
-nominalCellVoltage: double
-expCellVoltage: double
-ratedCapacity: double
-nomCapacity: double
-internalResistence: double
-typCurrent: double
-thresholdVoltage: double
...

...

WifiRadioEnergyModel

-txCurrentA: double
-rxCurrentA: double
-idleCurrentA:double
-ccaBusyCurrentA: double
-switchingCurrentA: double
-listener: WifiRadioEnergyModelPhyListener
-totalEnergyConsumption: double
-bitEijEnergy: double
-energyDeplectionCallback: Callback

-CalculateEij(): double
+SetWifiRadioState()
+GetPhyListener()

WimaxRadioEnergyModel

-txCurrentA: double
-rxCurrentA: double
-idleCurrentA:double
-scanningCurrentA: double
-listener: WimaxRadioEnergyModelPhyListener
-totalEnergyConsumption: double
-bitEijEnergy: double
-energyDeplectionCallback: Callback

-CalculateEij(): double
+SetWimaxRadioState()
+GetPhyListener()

LteRadioEnergyModelDownlink

-rxCurrentA: double
-idleCurrentA:double
-listener: LteRadioEnergyModelDownlinkPhyListener
-totalEnergyConsumption: double
-bitEijEnergy: double
-energyDeplectionCallback: Callback

-CalculateEij(): double
+SetWifiRadioState()
+GetPhyListener()

LteRadioEnergyModelUplink

-txCurrentA: double
-idleCurrentA:double
-listener: LteRadioEnergyModelUplinkPhyListener
-totalEnergyConsumption: double
-bitEijEnergy: double
-energyDeplectionCallback: Callback

-CalculateEij(): double
+SetWifiRadioState()
+GetPhyListener()

LteRadioEnergyModelUplinkPhyListener

-changeStateCallback

+NotifyTxStart()
+NotifyTxEnd()

LteRadioEnergyModelDownlinkPhyListener

-changeStateCallback

+NotifyRxStart()
+NotifyRxEnd()
+NotifyRxEndDrop()

WimaxRadioEnergyModelPhyListener

-changeStateCallback

+NotifyRxStart()
+NotifyRxEnd()
+NotifyRxEndDrop()
+NotifyScanningStart()
+NotifyScanningEnd()
+NotifyTxStart()
+NotifyTxEnd()
+NotifyTxDrop()

WifiRadioEnergyModelPhyListener

-changeStateCallback

+NotifyRxStart()
+NotifyRxEndOk()
+NotifyRxEndError()
+NotifyTxStart()
+NotifyMaybeCcaBusyStart()
+NotifySwitchingStart()

-des1

-src1..*

-des 1

-src 1..*

-src1

-des1

-src 1

-des 1

-src 1

-des 1

-src 1

-des 1

-src

1

-des

1

 

Figure 27: UML Class Diagram for Energy Framework 



63 

 

4.3.1 ENERGYSOURCE 

EnergySource models the power supplies or batteries of network nodes, and includes 

linear as well as nonlinear battery models. The linear energy source has a user specified 

capacity in Joules and discharges linearly towards zero. They are easy to set up and configure, 

but do not capture crucial aspects of real life batteries [103]. On the other hand, non-linear 

battery models are more difficult to configure and are typically more accurate since they 

model the discharge curves of specific batteries. 

Real-life batteries exhibit nonlinear effects, namely, the Rate Capacity Effect and the 

Recovery Effect. The first represents the decrease in battery lifetime when the current draw is 

higher than the rated value of the battery. The second represents the increase in battery 

lifetime when the battery is alternating between discharge and idle states. Ignoring these 

effects in battery models may lead to incorrect simulation conclusions [104]. For example, 

using a linear energy model in simulation implies that switching the radio between operating 

and idle states leads to energy consumption that is not verified, if Recovery Effect is 

considered [105]. Further, the reduced battery life caused by the Rate Capacity Effect is not 

captured by the linear battery model. Therefore, it is important for battery models to capture 

both the Rate Capacity Effect and the Recovery Effect. 

These effects are captured by several nonlinear models proposed in the literature 

[104], which are classified as electrochemical, stochastic, electrical circuit and analytical. 

Electrochemical models are the most accurate but are also computationally intensive; 

stochastic models require building look up tables for battery non-linearity, making them 

cumbersome to use; circuit models use circuit simulation tools which are difficult to integrate 

with network simulation tools; and analytical models [106] use battery discharge curves to 

construct mathematical expressions of battery behavior. Analytical models are accurate, 

computationally efficient, easy to configure and are the ones adopted in the ns-3 energy 

framework for non-linear models. 

Actually, the ns-3 energy framework includes three main types of energy sources 

derived from the EnergySource class: BasicEnergySource, RvBatteryModel and 

LiIonEnergySource. The BasicEnergySource is an ideal and linear energy source. The 

RvBatteryModel is a nonlinear battery model that implements the RakhmatovVrudhula (R-

V) battery model [106], [107]. The LiIonEnergySource models a generic lithium Ion (Li-Ion) 

battery based on [108]–[110]. Both non-linear models are capable of modeling the Rate 

Capacity Effect and the Recovery Effect. 

During the development and validation of this dissertation, the LiIonEnergySource 
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was used as the battery source. The model used for this one can be fitted to any type of Li-Ion 

Battery simply by changing the model parameters. The default values of those parameters are 

fitted based on the Panasonic CGR18650DA Li-Ion battery [111]. The model requires several 

parameters to approximate the discharge curves (see Table 9): 

Table 9: EnergySource Model Parameters 

Parameter Description 

InitialCellVoltage Maximum voltage of the fully charged cell. 

NominalCellVoltage 
Nominal cell voltage used to determine the end of the 

nominal zone. 

ExpCellVoltage Cell voltage at the end of exponential zone. 

RatedCapacity Rated capacity of the cell in Ah (ampere-hour). 

NomCapacity Cell capacity (Ah) at the end of the nominal zone. 

ExCapacity Cell capacity (Ah) at the end of the exponential zone. 

InternalResistance Internal resistance of the cell in Ohms. 

TypCurrent 
Typical discharge current value used during the 

fitting process. 

ThresholdVoltage 
Minimum threshold voltage below which the cell is 

considered depleted. 

For instance, a discharge curve [108] is show in Figure 28 and the nominal and 

exponential zones are highlighted. Those zones are essential to extracting the required 

parameters. 

 

Figure 28: Example of Discharge Curve for a Li Ion Non-Linear Battery 
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In order to incorporate the Rate Capacity Effect, one uses supply voltage and current 

draw from all devices to calculate energy consumption. It polls all devices on the same node 

periodically to calculate the total current. The total current draw is calculated as the sum of 

the current draw from all DeviceEnergyModel objects attached to the same EnergySource. 

Connecting an energy source to a device energy model implies that the corresponding device 

draws power from this source. A node can have one or more energy sources and each one can 

be connected to multiple device energy models. Moreover, the energy source stores an initial 

amount of energy defined during the scenario elaboration or using the default value defined 

in its model. 

Each node can access the EnergySource objects for information, such as the 

remaining energy (in Joules) or the energy fraction (i.e. battery level). This enables the 

implementation of energy aware protocols in ns-3, such as the HTR protocol. The Energy 

Source API is defined as follows in Table 10: 

Table 10: EnergySource API Methods 

Method Description 

GetInitialEnergy Returns the initial energy stored in the energy source. 

GetRemainingEnergy Returns the remaining energy in the energy source. 

GetEnergyFraction 
Returns the energy fraction of EnergySource. Energy 

fraction is defined as (Remaining Energy ÷ Initial Energy). 

UpdateEnergySource 

Used by DeviceEnergyModel objects to notify the 

EnergySource to update its remaining energy when state 

change has occurred in the devices. The EnergySource can 

also schedule periodic calls of this function to constantly 

update the remaining energy values. The exact method used 

for the update depends on the energy source model being 

implemented. The LiIonEnergySource update process is 

defined in [109]. 

AppendDeviceEnergy Model 

Used to add a DeviceEnergyModel to the list of 

DeviceEnergyModel objects kept within the EnergySource 

object. 

CalculateTotalCurrent 

This method queries all DeviceEnergyModel objects 

attached to the EnergySource for their current draw and 

then calculates the total current drawn for the energy 

source. 
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4.3.2 DEVICEENERGYMODEL 

The DeviceEnergyModel is the energy consumption model of a device. It is designed 

to be a state based model where each device is assumed to have a number of states, and each 

state is associated with a power consumption value. A DeviceEnergyModel must 

communicate the new current draw of the device to the EnergySource whenever the state of 

the device changes. The Energy Source will then calculate the new total current draw and 

update the remaining energy. 

Actually, the energy framework just includes a DeviceEnergyModel that only supports 

the WiFi physical layer (i.e. the WifiNetDevice is the only NetDevice supported). As a result 

of that, two new models were developed during this dissertation to support WiMAX and LTE 

devices. The DeviceEnergyModel objects are maintained as a list called 

DeviceEnergyModelContainer within the EnergySource object. The DeviceEnergyModel is 

defined as an abstract base class and its child classes are characterized by the actual devices 

they are modeling. 

Devices such as WiFi, WiMAX and LTE radio have several operating states with 

different energy consumption accurate. Therefore, the DeviceEnergyModel is designed to be 

state-based, with a current draw value associated with each of the states. Using the current 

draw to represent each state enables the computation of the total current on an 

EnergySource, which is required for nonlinear battery models. A DeviceEnergyModel also 

allows the user to specify the behavior of the device when node energy is completely drained, 

which is implemented using a callback method defined in the child classes of the 

DeviceEnergyModel. When energy is completely drained, the callback will be invoked 

automatically. 

For example, the callback method can be set to terminate the simulation or disable the 

device radio of the node. Similarly, it can be set to stop or remove the node from the rest of 

the network. By default, a warning message showing that energy is completely drained is 

shown if this callback is not explicitly set. During the development of this work, a stop 

function was developed that immobilizes the movement of the node and disables all of the 

devices and applications contained within it.  
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The DeviceEnergyModel API is defined as follows in Table 11: 

Table 11: DeviceEnergyModel API Methods 

Method Description 

SetEnergySource 
Specifies the EnergySource object whereby the 

device model consumes energy. 

ChangeState 
Notifies the DeviceEnergyModel objects of 

changes in the state of the corresponding devices. 

GetCurrentA 
Returns the current draw (in Amperes) of the 

device at its present state. 

HandleEnergyDepletion 
EnergySource invokes this function when energy 

is completely depleted. 

GetTotalEnergyConsumption 

Returns the total energy consumed by the device. 

If called during simulation, it will return the total energy 

consumed by the device till the instant the function is 

called. 

To introduce a new device model using this set of APIs, one needs to specify the 

operating states of the device and the current draw associated with those operating states. 

The energy framework already includes a child class nominated as WifiRadioEnergyModel to 

represent the energy consumption of a WiFi radio. To support WiMAX and LTE devices, this 

work implemented two new device energy models derived from the DeviceEnergyModel 

class: WimaxRadioEnergyModel and LteRadioEnergyMode (divided in two components). 

4.3.3 WIFI ENERGY MODEL 

The WifiRadioEnergyModel stores the current draw values for each WiFi radio 

operation state defined in the ns-3 WifiPhy class: TX, RX, IDLE, CCA BUSY and 

SWITCHING. The WifiPhy class represents the IEEE 802.11 [18], [19], [112] physical layer. 

By default, CCA BUSY and SWITCHING have the same current draw as the IDLE state. A 

similar state definition is also used in [113], [114]. Default current draws for these states are 

based on the Texas Instruments CC2420 radio chip datasheet [115], with supply voltage as 

2.5V and currents as 17.4 mA (TX), 19.7 mA (RX), 0.426 mA (IDLE, CCA BUSY and 

SWITCHING) for its states respectively. 

The ns-3 WiFi module already includes an element, designated as WifiPhyListener, 

which tracks the state of the WiFi radio. To help integrate the WifiRadioEnergyModel with 

the existing ns-3 WiFi module, the energy framework has implemented a listener based on 

the WifiPhyListener that notifies the WifiRadioEnergyModel whenever the WiFi radio state 

changes. 
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4.3.4 WIMAX ENERGY MODEL 

The WiMAX device energy model, defined as WimaxRadioEnergyModel and 

developed during the elaboration of this work, uses the same design used in 

WifiRadioEnergyModel. However, the ns-3 WiMAX module does not include a class object to 

track its physical layer state. Instead, it uses the ns-3 tracing system [116], which is built on 

the concepts of independent tracing sources and tracing sinks, and a uniform mechanism for 

connecting sources to sinks. Trace sources are entities that can signal events that happen in a 

simulation and they provide access to interesting underlying data. Trace sinks are consumers 

of the events and of the data provided by the trace sources. For this model, the trace source is 

the WiMAX physical layer as it signals its actual state and the trace sink, denoted as 

WimaxRadioEnergyModelPhyListener, notifies the WimaxRadioEnergyModel whenever 

the state of the WiMAX physical layer changes.  

The ns-3 WiMAX physical layer defines the following states: TX, RX, IDLE and 

SCANNING. The WimaxRadioEnergyModel power consumption is based on the Atmel 

AT86RF535B radio chip datasheet [117] that defines 3.3V for supply voltage and current 

values of 315 mA, 270 mA, 2.5 mA, 135 mA for those states respectively. 

4.3.5 LTE ENERGY MODEL 

The LTE device energy model is divided in two main models: 

LteRadioEnergyModelDownlink and LteRadioEnergyModelUplink. The separation occurs 

since the ns-3 LTE physical layer model is composed of two independent physical layer 

components, one for managing downlink and the other for uplink connections. The 

LteRadioEnergyModelDownlink handles the state and stores current draw values for the 

downlink component. Similarly for the LTE uplink physical layer element, the 

LteRadioEnergyModelUplink is used. The LTE defines the states TX and IDLE for uplink 

and RX and IDLE for the downlink physical layer components. The LTE physical layer uses 

the ns-3 tracing system to signal the current states of its downlink and uplink components 

independently. To help those models, the LteRadioEnergyModelDownlinkPhyListener and 

LteRadioEnergyModelUplinkPhyListener are used as trace sink to detect state changes and 

to notify the corresponding device energy models respectively. 

The LTE device energy models are based on the Infineon BGA777L7 radio chip 

datasheet [118] that defines 2.8V for supply voltage and a 4.2 mA current for TX and RX 

states. Further, it defines a 0.53 mA current for the IDLE state. 
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4.3.6 HTR SCORE  

To calculate the HTR Score, for the metric used by the HTR routing protocol and 

explained in Section 3.4, the  must be calculated. The  as described before is the 

transmission energy required for node  to transmit an information unit to its neighboring 

node  . Each device energy model described was modified and includes a function that 

estimates the  parameter. The estimation calculates the energy consumption in joules to 

transmit one bit of information based on the total bytes sent and the total energy consumed 

during a TX state. 

4.4 PYVIZ 

The ns-3 simulator includes a live simulation visualizer, designated as PyViz [119], 

useful for debugging purposes such as examining whether the mobility model is working as 

expected, determining where packets are being dropped, visualizing spatial node distribution 

and so on. Although it is mostly written in Python, it works both with Python and pure C++ 

ns-3 simulations. The PyViz uses Gtk+ [120], PyGtk [121] and GooCanvas [122] for its 

graphical user interface (GUI) part and also accesses the ns-3 API directly via respective 

Python bindings. To add support for PyViz, the scenario must add the visualizer module as a 

dependency to its program (See [119] for details) and it uses the vis waf option while invoking 

the waf run command (see Appendix A) 

4.4.1 HTR PYVIZ PLUGIN 

Python modules appearing in “contrib/visualizer/plugins/” are loaded automatically 

by PyViz as plugins. Each plugin module must define a register function called as soon as the 

visualizer is initialized, passing the Visualizer class instance as sole argument. The Visualizer 

class is a singleton [123] that controls the whole visualizer GUI, and contains a list of nodes, 

channels, canvas, and arrows used to represent the packet transmissions and it also contains 

assorted GUI elements such as the play button. 

Each plugin is written in the Python language and uses PyGtk library for creating 

graphical user interfaces. The Figures Figure 29 and Figure 30 demonstrate the HTR PyViz 

plugin, which includes, for each node, an option to show the current HTR Routing Table. The 

HTR Routing Table includes the following information: Destination Address, Next Hop, 

Interface (i.e output interface to reach next hop), Num. Hops (i.e. number of hops to reach 

destination) and HTR Score. 
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Figure 29: PyViz simulation and HTR Routing Table option for each node 

 

 

Figure 30: PyViz HTR Plugin 
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4.5 CHAPTER SUMMARY 

In this chapter, initially an introduction for the open source widespread network 

simulators that are in use today was given and also an evaluation that determined that the ns-

3 simulator was the appropriate network simulator to be used for this work. Next, the details 

of the implementation of the HTR protocol in the ns-3 simulator were provided and the 

extensions required for the operation of the protocol were also shown.  
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CHAPTER 5 PERFORMANCE EVALUATION 

 

In this chapter, the proposal is evaluated. The chapter is organized as follows: Section 

5.1 describes the evaluation methodology. Section 5.2, shows the details of the results, the 

initial conclusions and the lessons learned. There are three different ways to evaluate and 

compare the performance of MANET protocols [29]. The first one is based on mathematical 

model analysis, such as the one in [124], which uses parameters such as time and 

communication complexity for performance evaluation. In the second method, routing 

performance is analyzed based on simulation results, such as shown in [125], [126], using a 

network simulator such as ns-2, ns-3, and OMNET++, among others. The last method is the 

real implementation of routing protocols to analyze the performance using data from real-

world implementations like the one in [10]. For this work, the second approach was used with 

the ns-3 simulator to collect the metrics and simulate the scenarios. 

5.1 METHODOLOGY 

The methodology section is divided into six parts. First, the metrics and data collected 

are explained. Second, the statistics methodology applied is discussed. Third, the 

heterogeneous technologies and their parameters are detailed. In the fourth, the propagation 

loss models used and their parameters are shown. In the fifth, the energy framework 

configuration is provided.  Finally, the scenarios are discussed. 

5.1.1 METRICS 

It is useful to track several quantitative metrics that illuminate the internal efficiency 

of a routing protocol. The Internet Engineering Task Force (IETF) group  elaborated an RFC 

document (RFC 2501) [127] that provides routing performance evaluation considerations, 

and which defines a list of quantitative metrics that can be used to assess the performance of 

any MANET routing protocol. Some of these considerations are taken into account in this 

project, together with some other metrics not covered by [127], which are well-known 

network metrics,  and important for comparing this work proposal with the OLSR and the 

baseline HTR. This subsection is divided into two parts: one describing the metrics in use for 

scenario A and the other describing the metrics in use for scenario B; both scenarios are 

described in this section. ns-3 provides a native tool developed in order to help collect 

network metrics called FlowMonitor, introduced in [128]. The FlowMonitor tool was used in 

this work to collect the goodput, average end-to-end delay, and packet loss ratio. For the 

Expended Energy metric, the ns-3 energy framework and its enhancements proposed in this 
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work were used to collect the states of the batteries. Finally, for the Convergence Time (CT), 

trace sinks and trace sources (using the ns-3 tracing system) were used to track the 

convergence time of the routing protocols. 

5.1.1.1 SCENARIO A 

HTR HELLO interval: this metric evaluates the impact of varying the HELLO 

refresh interval on convergence time and energy consumption. The value computed by this 

metric, which is given in seconds, corresponds to the HELLO refresh interval that gives the 

minimum convergence time and energy consumption. The HTR HELLO interval is computed 

by varying the network size (the number of nodes) and the technology applied. To measure 

the impact of node density and to investigate the HELLO interval required for minimum 

convergence and associated energy consumption, this work varied the HELLO interval 

between 0.5 and 5 seconds increasing it by 0.25s steps. 

Convergence Time (CT): is defined as the elapsed time necessary for the protocol 

to converge. That is, the duration (in seconds) taken by a routing protocol to provide, for each 

node, a path towards any other node of the network [129]. 

Expended Energy: some or all of the nodes in a MANET may rely on batteries or 

other exhaustible means for energy provision. For these nodes, the most important system 

design criterion for optimization may be energy conservation. The Expended Energy metric 

measures the energy consumed (discharge of the battery) during the bootstrap of the network 

(convergence time) and is used to evaluate the impact of varying the HELLO interval on the 

energy consumption within the whole network. This metric measures the discharge of the 

battery in milliampere-hours (mAh), which is the charge accumulated, exactly 3.6 coulombs 

(C), by a current of one milliamperere in one hour. The mAh is commonly used in stating the 

capacity of batteries (i.e. how much power that the battery source can still hold over time) for 

cell phones, laptops and other electronic equipment. The value computed (in mAh) by this 

metric is the sum of all differences between the initial charge (maximum charge) of the 

battery and the current charge (resilient charge) at the end of the simulation, for each node of 

the network, in order to compute the resultant discharge of the batteries in mAh for all nodes. 

5.1.1.2 SCENARIO B 

Goodput: is the average number of data bits delivered (in Kbps for this work), which 

measures the bit efficiency of delivering data within the network.  

Expended Energy: it measures the energy consumption (discharge of the batteries) 

of all nodes during the whole scenario lifetime and is measured in mAh. The value computed 
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(in mAh) by this metric is the sum of all differences between the initial charge (maximum 

charge) of the battery and the current charge (resilient charge) at the end of the simulation 

for each node in order to compute the resultant discharge of the batteries in mAh for all 

nodes.   

Packet Loss Ratio (PLR): is the ratio percentage  calculated using the total number 

of data packets lost in transit divided by the total number of data packets generated [130]. 

Average end-to-end delay: the end-to-end delay of a packet in a network is the 

time the packet takes to reach the destination after it leaves the source. The average end-to-

end delay (in seconds for this work) is obtained by averaging the delays of all transmitted 

packets in the network [131]. 

5.1.2 STATISTICS METHODS 

Statistics is the art and science of collecting, analyzing, presenting and interpreting 

data [132]. In order to provide good accuracy for the results collected in this work and to 

provide statistical support for the whole evaluation process, some statistical methods were 

used. The statistical methodology applied during this work was as follows: 

For each metric, an initial sample with size 50 was collected. The size 50 was chosen 

based on the central limit theorem [133], which states that the sampling distribution of 

random samples of size n from a population can be approximated by a normal distribution as 

the sample size becomes larger, and based on statistical practice that assumes that, for most 

applications, the sampling distribution of the sample can be approximated by a normal 

distribution whenever the sample is size 30 or more. In cases where the population is highly 

skewed or outliers are present, a sample of size 50 may be needed [132]. Thus, this work used 

the size of 50 for the size of the initial sample as a precaution. After, the samples were tested 

for normality using the Shapiro-Wilk’s W statistic test [134], which has become a standard for 

small sample sizes (up to 50 samples); among several tests for normality, it provided and was 

extended by [135] to provide a test of normality for samples with size up to 2000. In 

statistics, the Shapiro-Wilk’s W statistic test uses a null hypothesis that the sample is 

normally distributed, which is rejected if the test statistic W is lower than Wα [136], where Wα 

is a tabulated critical point given in [134], considering the size of the sample and the 

significance level (α) [132] in use, this one being usually 0.05 for the Shapiro-Wilk’s W test. 

For the evaluation, the significance level of 0.05 was used.  
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If the sampling distribution  can be approximate to a normal distribution (not 

rejecting the null hypothesis for the Shapiro-Wilk’s W test), the evaluation being held during 

this section uses the process described in section 8.3 of [132], which describes how to choose 

an adequate sample size large enough to provide a mean value ( ̅) with a desired margin of 

error (E) at the chosen confidence interval (1-α) using (2). In (2), n is the adequate sample 

size to be computed; σ is the standard deviation of the 50 samples already collected (used as a 

preliminary sample) and   
 ⁄
 is the cumulative probability value for the standard normal 

distribution when using the confidence interval (a 95% interval is considered in this work). 

Using the value computed by (2), we collected n samples that give the interval estimate for 

the mean  ̅ as expressed in (3). The margin of error is depends of the metric in use; however, 

the value was chosen as such because it gives a good accuracy, which is required when 

comparing values, as shown in Table 12. 

Table 12: Error margin for each metric 

Metric Error margin 

Convergence Time (CT) 0.1 s 

Expended Energy 0.05 mAh 

Goodput 10 kbps 

Packet Loss Ratio (PRL) 1% 

End-To-End average delay 0.1s 

 

If the Shapiro-Wilk’s W test rejects the hypothesis for the normality of the population, 

100 samples are collected and the median, (value in the middle when the data is arranged in 

ascending order) is used as the value for each metric to be evaluated. Since the distribution of 

the population does not have a normal distribution, the Wilcoxon Signed-Rank test [137], a 

non-parametric method, is used to state that the medians of the populations collected for 

each evaluation case and used for comparing (e.g. OLSR and Multipath HTR) are not 

identical. 

For the statistical computing realized as described here, the integrated suite R was 

used. R is a language and environment for statistical computing graphics, and is free software 

for facilitating data manipulation, statistical calculation, and graphical display [138].  
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5.1.3 HETEROGENEOUS TECHNOLOGIES 

This subsection describes the configuration of the heterogeneous technologies used, 

as shown in Table 13. Three well-known heterogeneous technologies were used: Wi-Fi, 

WiMAX and LTE.  Wi-Fi includes the IEEE 802.11 a/b/g/n standards for wireless local area 

networks [139]; the first three (a/b/g) are natively supported by the ns-3 simulator. Among 

the a/b/g standards, the IEEE 802.11g, with a wireless channel frequency of 2.4GHz, was 

used as the physical layer model for Wi-Fi devices, since it is the only one to allow a 

maximum data rate up to 54 Mbps, when using a quadrature amplitude modulation (QAM) 

with 64 points on the constellations (QAM-64) [140]–[142] and Orthogonal frequency-

division multiplexing (OFDM) [143]. For the transmission power, Wi-Fi devices use 20 dBm, 

chosen based on the work provided in [144]  for Scenario A, and a transmission power 

interval varying from 35-39 dBm for Scenario B; this transmission power interval was chosen 

to enable long-range communication for Wi-Fi devices contained in Scenario B. For WiMAX 

and LTE, the default configuration that includes the propagation loss model, the 

transmission power, and the channel frequency defined in ns-3, was used for this work. For 

WiMAX, the OFDM method using quadrature amplitude modulation (QAM) with only 16 

constellations and ½ of the coding rate had to be used, considering the evaluation of the 

COST-Hata[145], [146] propagation loss model for WiMAX done in [147], in order to enable 

the communication of mobile nodes with a distance from the WiMAX base station ranging 

from 250m to 500m when using the COST-Hata propagation loss model. 

Table 13: Technologies configuration 

Parameters Wi-Fi WiMAX LTE 

Physical layer model PHY 802.11g PHY 802.16 PHY 3GPP LTE 

Wireless channel frequency 2.4 GHz 5 GHz 

1929-1980 Mhz (Uplink) 

2110-2170 Mhz (Downlink) 

Propagation loss model Two Ray Ground COST-Hata Friis 

Transmission power 

20 dBm (Scenario A) 

35-39 dBm (Scenario B) 

30 dBm 

10 dBm (UE) 

30 dBm (eNb) 

Modulation OFDM 64 QAM OFDM 16 QAM 

OFDM QPSK 

16 QAM 

64 QAM 

Coding rate 3/4 1/2 

1/2 

2/3 

3/4 
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5.1.4 PROPAGATION LOSS MODELS 

An important part of any wireless network simulation is the appropriate choice of the 

radio propagation loss model to be used to model the performance of a wireless network 

channel or set of channels [148]. The study of radio propagation is largely concerned with 

what happens with a propagated radio signal between the source and the destination. The 

source produces a signal (an electromagnetic plane wave) that is modulated onto the carrier 

frequency [149]–[151]. On its way to the receiver (at roughly the speed of the light), the signal 

reacts with any number of obstacles and then is induced on the receivers’ antenna and 

demodulated. Obstacles in the environment cause the signal produced to be reflected, 

refracted, or diffracted (e.g. frequency shifted due to Doppler spreading [152]), that attenuate 

the power of the signal (through absorption) and cause scattering and secondary waves. 

Furthermore, since the antenna radiates its signal simultaneously in all directions, the signal 

can take many paths to the receiver, and each path may interact with the environment in a 

chaotic way and arrive at the receiver delayed by some amount. Delayed signals in phase with 

one another, produce constructive interference (raising the amplitude of the resulting 

receiving signal) and the ones out of phase produce destructive interference (canceling the 

amplitude of the resulting receiving signal). The spread of these delays is called delay spread 

and the resulting attenuation is called multipath fading. When this attenuation is caused by 

large unmoving obstacles, it is referred to as shadowing, slow-fading, or large-scale fading 

and when it is caused by small transient obstacles, and varies with time, it is called scattering, 

fast-fading or small scale fading.  
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Considering a transmission with a theoretical isotropic antenna (i.e. which evenly 

distributes power in all directions), the entire radio link can be summarized (isolated from 

sources of external noise in the environment) by the log-domain link budget equation [150] 

shown in (4), with Prx and Grx being the power (in dBm for Prx and in dBi for the Grx) 

received and the receiver’s antenna gain in the direction of the transmitter, with Ptx and Gtx 

being the transmitter’s radio power in dBm and transmitter’s antenna gain in dBi, and with 

the PL term including all attenuation (in dB), described above, due to path loss. The link 

budget equation is the accounting of all the aggregate gains and losses (attenuations) of many 
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competing signals from the transmitter [150], through the medium to the receiver in a 

telecommunication system. Modeling the PL term is needed in order to compute the signal 

strength of a wireless transmission at the receiving stations which, in turn, is required to 

determine whether or not each of the potential receivers can, in fact, receive the information 

without bit errors [148]. For a given receiver design and modulation scheme, there is a 

relationship between the Signal to Noise Ratio (SNR), defined as (5), and bit error rate [150]. 

In (5), N is the environment noise (e.g. thermal noise [153]) and Ij is the set of interferers (i.e. 

interference from other known transmitters). Using this relationship, a minimum detectable 

signal, as a function of the acceptable error rate, for a given ratio “MDS(Pe)” can be 

determined, where Pe is the probability of  bit error. Thus, the probable receiver of the 

information can, in fact, determine whether or not it might receive the information based on 

the inequality expressed in (6).  
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In ns-3, the COST-Hata is the default propagation loss for WiMAX as well as the Friis 

[154] that is defined by the LTE-EPC Network Simulator (LENA) project [155], which is the 

project implementing LTE for ns-3 as the default propagation model. The Friss propagation 

loss model proposes a formula for free-space transmission loss that predicts that received 

power decays as a function of the distance (d) in meters between the transmitter and receiver 

raised to some power (i.e. power law function) as show in (7), where λ is the wavelength of the 

carrier in meters, and Gtx and Grx are the gains for the transmitter’s and receptor’s antennas 

respectively. The COST-Hata loss model is derived from the Hata model [156] and depends 

upon four parameters for the prediction of propagation loss that can be used in urban, 

suburban and rural environments: center frequency (fc), height of received antenna (hm), 
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height of base station (hb) and distance between base station and received antenna (d).In (8) 

and (9), the COST-Hata prediction equation for urban environments is provided; for other 

environments one can refer to [157], [158]. The Two Ray Ground propagation loss model, 

used for Wi-Fi in this work, is a modest extension to the Friss path loss model, which 

considers a second path that reflects from the ground between the transmitter and receiver 

and which was initially developed by Rappaport in [149].The formula for the Two Ray 

Ground propagation loss model is shown in (10), where htx and hrx are the heights in meters 

for the transmitter’s and receptor’s antennas, d is the distance in meters between these 

antennas, and Gtx and Grx are the gains for these antennas, respectively. For details of the 

propagation loss in use in this work (COST-Hata, Friss and Two Ray Ground), please refer to 

[148], [150]. For further details on the concepts of radio propagation, one can refer to [149], 

[151].  Table 14 shows the parameters used for the configuration of each of the propagation 

loss models in use. 

Table 14: Propagation Loss Model Configuration 

Propagation Model Default Parameters Values 

COST-Hata 

Center Frequency 2.3 GHz 

Base Station Height 50m 

Mobile Station Antenna Height 3m 

Minimum Distance 0.5m 

Friis 

Wave Length 58.25mm 

System Loss 1 

Minimum Distance 0.5m 

Two Ray Ground 

Wave Length 58.25mm 

System Loss 1 

Minimum Distance 0.5m 

Mobile Station Antenna Height 1m 

 

5.1.5 ENERGY MODELS 

Each node uses a power source based on the published  Panasonic CGR18650DA [111] 

Li-Ion battery, and for each technology in use a correspondent model for its energy 
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consumption was defined based on real radio chips [115], [117], [118]. Table 15 shows the 

parameters for the energy model of each device (see Section 4.4). These parameters include 

the supply voltage and current for each state of the device. 

Table 15: Radio Chip Energy Models 

Technology Radio Chip Parameters Values 

Wi-Fi 
Texas Instruments 

CC2420 

Supply voltage 2.5 V 

TX current 17.4 mA 

RX current 19.7 mA 

IDLE, CCA BUSY, SWITCHING current 0.426 mA 

WiMAX Atmel AT86RF535B 

Supply voltage 3.3 V 

TX current 315 mA 

RX current 270 mA 

IDLE current 2.5 mA 

SCANNING current 135 mA 

LTE Infineon BGA777L7 

Supply voltage 2.8 V 

TX current 4.2 mA 

RX current 4.2 mA 

IDLE current 0.53 mA 

 

5.1.6 SCENARIOS 

This subsection describes each scenario evaluated and is divided in two parts: 

Scenario A and Scenario B. Scenario A evaluates the performance of OLSR and Tuned HTR 

(HTR protocol when varying the HELLO interval) using the metrics HTR HELLO interval, 

Convergence Time, and Expended Energy. Scenario B evaluates the performance of the 

OLSR, HTR baseline and Multipath HTR (HTR proposed in this work) using the metrics 

Goodput, Expended Energy, Packet Loss Ratio and Average End-to-End delay. 

5.1.6.1 SCENARIO A 

The main characteristic of this scenario is to use heterogeneous technologies such as 

WiMAX and LTE combined with Wi-Fi. The selected topology is composed of a unique tower 

that stays at the center of the scenario, which could be either LTE or WiMAX technology 

depending on the test case. Also in the topology there is a group of nodes spread around the 

range that act as technology bridges (i.e. they have two distinct radio interfaces and could 

therefore route the messages between two or more radio technologies), and a border group of 
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Wi-Fi nodes. Each bridge spreads over the circle according to the Normal distribution and 

has a Wi-Fi interface. Furthermore, it stays in the center of another circle and communicates 

with a group of nodes using Wi-Fi devices that are also deployed using locations that follow 

the same distribution. Figure 31 illustrates the basic topology of the scenario. The number of 

bridges n, ranging from two to eight, was chosen in such a manner that a group of 

    composed of Wi-Fi devices, can communicate with other groups using the bridge as a 

point of access. The simulation configuration details are shown in Table 16. 

 

WiMAX or LTE

Base Station

WiMAX or LTE

Bridge with Wi-Fi

Wi-Fi node

 

Figure 31: Simulated scenario A with heterogeneous technologies 
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Table 16: Configuration Parameters of Simulation Scenario A 

Parameters Values 

Simulator ns-3 

Routing Protocol OLSR  / Tuned HTR 

Simulation Area 1200m x 1200m 

Max Convergence Time 30s 

OLSR Hello Interval 2s 

Tuned HTR Hello Interval 0.5-3.0s 

TC Interval (OLSR / HTR) 5s 

Energy level 100 mAh 

Bridge density (LTE or WiMAX) 2-8 

Wi-Fi density 4-64 

5.1.6.2 SCENARIO B 

Figure 32 shows the chosen topology scenario. It is composed of heterogeneous 

technologies and the main idea is to send traffic from nodes in the regions of the extremities 

(A). The traffic is generated, using a single constant bitrate (CBR) application generating data 

at 300 Kbps, 600 Kbps and 1Mbps. Each flow transmits data packets with size of 512 bytes 

and uses the UDP protocol as the transport protocol. The application has duration of 1000 

seconds. Nodes in (A) and (B) have only Wi-Fi interfaces, nodes in the (C) area are bridges 

responsible for changing Wi-Fi to WiMAX or LTE and vice-versa. Finally, those nodes 

communicate with the other line of bridges through the tower (D). Therefore, the routes 

made between nodes in (A) have to pass through, at least, one node from (B), one node from 

(C), a tower (D), a node from (C), another node from (B) to, finally, arrive in destination node 

in (A). Thereby, it is possible to have several routes connecting extremity nodes.  
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Figure 32: Simulated scenario B with heterogeneous technologies 

To evaluate this scenario, this work used the configuration shown in Table 17. To 

ensure the heterogeneity of the network, the setup included three distinct technologies (Wi-

Fi, WiMAX, and LTE) where two of them are used at each time, i.e., each protocol is executed 

in the scenario twice, one using Wi-Fi and WiMAX and a second time using Wi-Fi and LTE. 

The initial energy level of each node was established in order to guarantee that, at the 

end of the simulation, all nodes will maintain at least 25% of resilient energy. This definition 

allows for better control of the HTRScore variation and prevents the deactivation of nodes. 
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Table 17: Configuration Parameters of Simulation Scenario B 

Parameters Values 

Simulator ns-3 

Routing Protocol OLSR / HTR / Multipath HTR 

Simulation Area 1200m x 500m 

Simulation Time 1010s 

Applications CBR 

Application Packet Size 512 bytes 

CBR start-end 10 – 1010s 

Transport Protocol UDP 

Network Protocol IPv4 

IP Fragmentation Unit 2048 

Data Rate 300 / 600 / 1000 Kbps 

5.2 EXPERIMENTAL RESULTS 

In this section, the experimental results for each scenario are presented. First, the 

results for scenario A are shown and afterward the results for scenario B and a discussion for 

this scenario are presented.  

5.2.1 RESULTS FOR SCENARIO A 

This subsection shows the experimental results for Scenario A. 

5.2.1.1 HTR HELLO INTERVAL 

First, this work examines the HTR performance in terms of two metrics: convergence 

time and energy consumption. This is done under different HELLO intervals and while also 

varying network density for the two heterogeneous scenarios, one using WiMAX and Wi-Fi 

and the other using LTE and Wi-Fi devices. As result, Figures Figure 33 and Figure 34 show 

the energy consumption and Figures Figure 35 and Figure 36 shows the convergence time. In 

those figures it can be seen that the best HELLO interval is between 2.0 and 2.5 seconds, 

which is the range that gives the best convergence interval and lowest energy expenditure. 

Figure 37 depicts the best performance obtained while varying the HELLO interval for 
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both scenarios. As it can be seen, the more nodes that are added to the network, the more 

frequently the HELLO messages should be sent. In addition, it also is observed that the 

HELLO interval for the WiMAX and Wi-Fi scenario had to increase the frequency faster than 

LTE and Wi-Fi case. Because an explanation for this fact cannot be found in the literature, 

this work decided not to speculate about that and to realize a more detailed evaluation (future 

work). For this, we are conducting new experiments using other propagation loss models as 

mentioned in the conclusion section. 

 

Figure 33: Energy Consumption using LTE and Wi-Fi technologies 

 

Figure 34: Energy Consumption using WiMAX and Wi-Fi technologies 

 

 

Figure 35: Convergence using LTE and Wi-Fi technologies 
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Figure 36: Convergence using WiMAX and Wi-Fi technologies 

 

Figure 37: HTR HELLO interval for heterogeneous scenarios and using the tuned 

HTR 

5.2.1.2 CONVERGENCE TIME (CT) 

The Convergence Time is defined as the elapsed time necessary for the protocol to 

converge. That is, the time taken by a routing protocol to provide, for each node, a path 

towards any other node. Using the HELLO interval defined by the previous metric, Figures 

Figure 38 and Figure 39 exhibit the Convergence Time for each case (density of nodes) and 

compares the tuned HTR with OLSR when using heterogeneous technologies. 

Figure 38 shows that the OLSR protocol CT was almost 10% higher than the tuned 

HTR when using WiMAX and Wi-Fi. In Figure 39, the tuned HTR CT was almost 6% lower 

than OLSR when using LTE and Wi-Fi. In both cases, the collected results demonstrate that, 

with the increase of network density, more time for network convergence is needed.  
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Figure 38: Comparing tuned HTR and OLSR convergence time using WiMAX and 

Wi-Fi devices 

 

Figure 39: Comparing tuned HTR and OLSR convergence time using LTE and Wi-

Fi devices 
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Figure 40: Comparing WiMAX and LTE using the convergence interval metric 

and tuned HTR 

5.2.1.3 EXPENDED ENERGY 

Energy consumption usually varies according to the manufacturer of the device and 

the technology in use and must, therefore, be carefully analyzed in order to decrease the 

energy expenditure of the whole network. Figures Figure 41 and Figure 42 show a 

comparison of the Expended Energy during a given convergence interval between OLSR and 

the proposed tuned HTR. 

Figure 41 shows the expended energy when using WiMAX and Wi-Fi. As it can be 

seen, the power expenditure when using OLSR is approximately 6% lower than tuned HTR.  

Figure 42 shows the Expended Energy when using LTE and Wi-Fi technologies and indicates 

that the tuned HTR energy expenditure was around 4% lower than OLSR. 

In order to measure the impact on energy consumption by choosing different 

manufacturers and technology, Figure 43 shows additional results and compares LTE and 

WiMAX energy consumption when using tuned HTR. The results indicate that the power 

expenditure in LTE is lower (approximately 50%) than the one used by WiMAX devices. This 

can be seen in Table 15 where the Atmel radio chip consumes more energy than the Infineon 

radio chip since its supply voltage and current for each state are significantly higher. 
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Figure 41: Comparing OLSR and tuned HTR Expended Energy when using 

WiMAX and Wi-Fi devices 

 

Figure 42: Comparing OLSR and tuned HTR Expended Energy when using LTE 

and Wi-Fi devices 

 

Figure 43: Comparing WiMAX and LTE using the Expended Energy metric and 

tuned HTR 

5.2.2 RESULTS FOR SCENARIO B 

This subsection shows the experimental results for Scenario B. 

 

0,00

0,40

0,80

1,20

1,60

2,00

2/4 3/9 4/16 5/25 6/36 7/49 8/64

E
x
p

en
d

ed
 E

n
er

g
y

 (
m

A
h

) 

Groups/Nodes 

OLSR Tuned HTR

0,00

0,40

0,80

1,20

2/4 3/9 4/16 5/25 6/36 7/49 8/64E
x
p

en
d

ed
 E

n
er

g
y

 (
m

A
h

) 

Groups / Nodes 

OLSR Tuned HTR

0,0

0,4

0,8

1,2

1,6

2,0

2/4 3/9 4/16 5/25 6/36 7/49 8/64

E
x
p

en
d

ed
 E

n
er

g
y

 (
m

A
h

) 

Groups/Nodes 

HTR (WiMAX / Wi-Fi) HTR (LTE / Wi-Fi)



90 

 

5.2.2.1 GOODPUT 

This metric represents the average data delivery bitrate at a given destination and 

takes into account only the received data packets, disregarding the control messages. Figures 

Figure 44 and Figure 45 illustrate the comparison among Multipath HTR (i.e. with the 

proposed multipath extension), HTR (i.e. the original single-path protocol), and OLSR 

regarding goodput. Figure 44 shows the results for LTE and Wi-Fi nodes and Figure 45 for 

the combined use of WiMAX and Wi-Fi. One can note that this work proposal achieves very 

similar goodput results to OLSR and HTR at a 300 Kbps traffic rate. Nonetheless, in contrast, 

this work extension shows higher delivery rates at 600 Kbps, an increase of more than half 

(approximately 57%) and a twofold increase (225%) for LTE and Wi-Fi when comparing with 

OLSR and HTR, respectively. With the same bitrate, it shows an increase of 11% and 14% for 

WiMAX and Wi-Fi when compared with OLSR and HTR. At 1 Mbps, the gain reaches around 

120% and 476% for LTE and Wi-Fi respectively and only 2% and 13.6% for WiMAX and Wi-Fi 

respectively. 

 

Figure 44: Goodput of LTE and Wi-Fi devices 

 

Figure 45: Goodput of WiMAX and Wi-Fi devices 
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5.2.2.2 EXPENDED ENERGY 

Figure 46 shows the expended energy results for WiMAX and Wi-Fi and Figure 47 

shows results for the LTE and Wi-Fi scenario. This metric indicates the energy consumption 

of the network and is obtained by summing the initial energy level of all network nodes and 

then subtracting from this value the sum of the resilient energy. In both cases, this work 

proposal shows minor impact on network energy consumption; it increased nearly 4.4% for 

the LTE and Wi-Fi scenario and 8.3% for the WiMAX and Wi-Fi scenario when compared to 

OLSR. In the case of multipath extension, the overhead is due to the additional header 

information included for routing loop control. Furthermore, this work’s multipath routing 

strategy achieves a higher goodput, which also, understandably, impacts energy consumption 

results. 

 

Figure 46: Expended Energy for the scenario using LTE and Wi-Fi devices 

 

Figure 47: Expended Energy for the scenario using WiMAX and Wi-Fi devices 
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multipath version: about 7, 18 and 5 times higher, respectively, since routing loops occurred. 

In Figure 49 (PLR with WiMAX and Wi-Fi), the Multipath HTR had the same PLR 

when compared with OLSR and 4 times less PLR than the single-path HTR at the 300 Kbps 

rate, and had nearly 4 times less PLR than both the OLSR and the single-path HTR at the 

600 Kbps rate; however, at the 1000 Kbps rate, the Multipath HTR had almost the same PLR 

as the OSLR and single-path HTR. 

 

 

Figure 48: PLR for the scenario using LTE and Wi-Fi devices 

 

Figure 49: PLR for the scenario using WiMAX and Wi-Fi devices 
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Multipath HTR shows a lower average end-to-end delay, with a decrease of 96% and 77.2% 

respectively when compared with OLSR and single-path HTR. 

 

 

Figure 50: Average end-to-end delay for the scenario using LTE and Wi-Fi devices 

 

Figure 51: Average end-to-end delay for the scenario using WiMAX and Wi-Fi 

devices 
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scheme, coding rate, and propagation loss model. In [160], the author provides a prediction 

(2.55 Mbps for uplink using our parameters) of the WiMAX MAC layer goodput when varying 

the modulation scheme, packet length, coding rate, and number of users, and concludes that 

the goodput decreases for smaller packet sizes and for a larger number of users. Thus, for this 

reason, we conclude that the WiMAX base station was overloaded at 1 Mbps traffic rate. 

5.3 CHAPTER SUMMARY 

In this chapter, we presented the methodology used to evaluate the proposal and 

discussed the experimental results done. The methodology section explained the metrics and 

data collected, discussed the statistics methodology applied and the scenarios that compound 

the experiments, detailed the heterogeneous technologies and parameters, showed the 

propagation loss models used and their parameters and provided the configuration for the 

energy framework. The experimental results performed were divided in two parts: Scenario A 

and Scenario B. The first scenario defined the best HTR HELLO interval for the HTR protocol 

to use when varying the technology and network density. Furthermore, the scenario A 

evaluated the convergence time and expended energy of OLSR and Tuned HTR (HTR 

protocol when varying the HELLO interval). The Scenario B evaluated the performance of the 

Multipath HTR, which is the extension proposed in this work, OLSR and HTR baseline using 

as performance metrics the goodput, expended energy, packet loss ratio and average end-to-

end delay. 
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CHAPTER 6 CONCLUSION 

 

This work implemented the HTR, a protocol for connecting heterogeneous devices 

based on OLSR, using the ns-3 simulator and extended the energy framework of this 

simulator. These enhancements for the simulator include new device energy models that are 

used to track the energy consumption for devices using WiMAX and LTE technologies. Also, 

it studied the behavior of the HTR by modifying the HELLO interval and compared the 

results with the OLSR with default setup. The convergence time and the energy consumed 

were analyzed in this study and the HELLO interval with minimum convergence interval and 

least energy consumption was determined for each heterogeneous scenario and by varying 

the network density. Two 4G technologies were utilized, WiMAX and LTE, together with Wi-

Fi and provide the heterogeneity of the scenarios.  

This work concludes that varying the HELLO refresh interval can improve the 

convergence time and reduce the energy consumption without major impact on network 

behavior and that the tuned HTR outperforms the OLSR with default configuration. 

Furthermore, the propagation loss model can affect the performance of the 4G technologies. 

Currently, we are evaluating the use of other propagation loss models such as Okumura-Hata, 

Rayleigh, Walfisch-Ikegami, ECC33, and so forth in order to evaluate the impact of these 

propagation models on a heterogeneous network. In [150], the author provides an update for 

propagation loss prediction models and provides coverage notes that will help us to 

determine the most promising models to use in our context. 

In this work, we also addressed the problem of routing loops on HTR by proposing a 

multipath extension that offers several benefits such as load balancing, routing loop 

prevention, energy-conservation, low end-to-end delay, and congestion avoidance, among 

others. Additionally, this work performed a comparative analysis of our proposal with the 

single-path HTR (baseline) and the widely used OLSR protocol. Results show that the 

proposed solution provides a more responsible protocol that effectively improves network 

performance by increasing the data delivery rate and reducing the end-to-end delay without a 

major impact on network energy consumption. 

6.1 CONTRIBUTIONS 

Contributions of this work are the following: first, a simulated version of the HTR 

protocol was given, providing an integrated solution for heterogeneous ad hoc 

communication scenarios, currently mostly lacking from industry and academia attention. As 



96 

 

a second contribution, network performance was effectively increased under the multipath 

extension. Third, this work investigated the impact of tuning routing parameters on the 

protocol convergence interval and energy consumption that, to the best of our knowledge, is 

not evaluated in other works. Further, we discussed the impact of the heterogeneity, 

comparing the results obtained while using Wi-Fi, WiMAX and LTE technologies. Also, two 

new energy models for computation of energy consumption of WiMAX and LTE were 

developed and they enhance the ns-3 energy system which, at the moment of writing of this 

document, has only support for Wi-Fi devices. Furthermore, we submitted two articles, both 

in review process at the moment of writing of this dissertation, for two conferences. Finally, 

to the best of our knowledge, although a large number of methodologies to compare ad hoc 

network protocols have been published, none of them provides a methodology to compare 

these when using heterogeneous technologies; thus, our evaluation methodology sets a 

direction for the analysis of heterogeneous wireless MANETs and their protocols. 

6.2 PROBLEMS ENCOUNTERED 

During the development of the HTR protocol using the ns-3 simulator, we 

encountered some problems that are the following: first, there is a problem when we tried to 

setup base-stations from distinct 4G technologies such as WiMAX and LTE within the same 

experiment, we speculate that these stations are interfering with each other and we did not 

find a solution for this problem. Second, we were not able to setup an experiment with more 

than one WiMAX base-station, but this problem was not encountered for the LTE technology. 

Furthermore, the simulation took so much time to execute when the numbers of 4G nodes 

are greater than 12 and when the number of Wi-Fi devices was greater than 500.  

6.3 FUTURE WORKS 

For future work we are considering implementing an analytic model to compute the 

optimal quantity of distinct paths necessary for the multipath scheme. We would also be 

interested in including QoS requirements, improving routing context-awareness based on 

human roles or other context information, and finally, adding security features.  
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APPENDIX A –CONCEPTS OF THE NS-3 SIMULATOR  

 

This appendix gives an overview and describes the operations of the core components 

of the ns-3 software. In ns-3, the simulation core and models are implemented in C++ and 

built as a library which may be statically or dynamically linked to a C++ main program that 

defines the simulation topology and starts the simulator. It also exports nearly its entire API 

to Python using Python Wrappers [161] (generated using PyBindGen tool [162], [163]), 

allowing Python programs to import an “ns-3 module”  in much the same way as a library is 

linked by an executable in C++. Figure 52 illustrates the ns-3 software organization 

introduced herein. The subsequent parts of this appendix describe the core parts of ns-3. 

C++ Applications

Python 
Wrappers

Core

Models

Python Application

C++ STL

 

Figure 52: ns-3 Software Organization 

A.1 WAF BUILD SYSTEM 

As software is becoming increasingly complex, the process of creating software is 

becoming more complex [164]. Nowadays, software uses various languages, requires various 

compilers and the input data is spread into many files. Build systems make assumptions 

about the software it is trying to build, and are typically limited when it comes to processing 

other languages or different projects. For instance, Ant [165] is better suited than Make [166] 

for managing Java projects, but is more limited than Make for managing simple C projects 

[164]. The term “build system” is used to design the tools used to build applications. 

 The Waf framework [167] is somewhat different from traditional build systems in the 

sense that it does not provide support for a specific language. Rather, the focus is on 

supporting the major use cases encountered when working on a software project. As such, it 

is essentially a library of components designed to assist with the automatic compilation and 

installation of computer software. The default distribution contains various plugins for 

several programming languages (e.g. C [168], C++, Fortran [169], OCaml [170], D [171], C# 

[172], Java, Python, and so on) and different tools. The Waf build system is written in Python 
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and is the main build system used on ns-3 projects. 

 The following figures illustrate the ns-3 build system. The Figure 53 demonstrates the 

steps involved during the build of the ns-3 project: Download ns-3 code, Install required 

packages, Configure and Build. To obtain the ns-3 code and install all the required packages, 

the ns-3 project indicates [173] and [96] respectively. The Configure step is necessary to 

analyze the system and verify that a minimum set of tools and libraries are presented, and to 

generate all the build scripts necessary for the last step. The Build step utilizes all scripts 

generated on the previous step to construct the ns-3 software, examples, tools and tests. 

 

Figure 53: ns-3 Project Waf Built System 

Figure 54 shows that the ns-3 project also utilizes the Waf build system to execute its 

examples or tests, as well as the programs representing scenarios or tests of a specific 

module, using the run command. The input for the run command is the name of the program 

built (Build step) and could also include the “vis” waf option that is utilized for PyViz support 

that is described in Chapter 4 (see Section 4.4). 

 

Figure 54: Running ns-3 Examples using the Waf Built System 
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Furthermore, the Waf build system can be used to generate Python wrappers for an 

ns-3 module using the PyBingGen tool, as previously mentioned. A Python wrapper enables 

seamless interoperability between C++ and Python programming languages. To compose ns-

3 Python wrappers, PyBindGen utilizes the GCC-XML [174] extension that constructs an 

XML [175] description of the ns-3 C++ module using GCC [176] internal representation, as 

well as the pygccxml [177] that reads the GCC-XML generated file and provides a Python 

binding to easily navigate through C++ module declarations using Python classes. The 

generated bindings can be found in the “bindings” directory localized in the module 

directory.  Figure 55 shows a compact state machine that illustrates the steps necessary to 

generate the module Python wrappers described here. 

 

Figure 55: APIscan to Generate Module Python Wrappers 

A.2 NODE 

In ns-3, the basic computing device abstraction is called a Node. It provides methods 

for managing the representations of computing devices in simulations. Moreover, 

abstractions representing applications, protocol stacks and peripheral cards with their 

associated drivers could be added to perform useful tasks. The Figure 56 illustrates, using 

UML [178], the Node class and its possible internal components. This appendix describes 

some of these components next. The EnergySource Container and EnergySource 

components are part of the energy framework of ns-3 and are described in Chapter 4 (see 

Section 4.3). 
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Figure 56: UML Class Diagram for Node Class 

A.3 APPLICATION 

Typically, computer software is divided into two broad classes: System Software and 

User Applications. System Software organizes various computer resources such as memory, 

processor cycles, disk, network, and so on, according to some computing model. A user would 

typically run a user application that acquires and uses the resources controlled by the system 

software to accomplish some goal. 

Often, the line of separation between system and application software is made in the 

privilege level change that happens in operating system traps [179]. In ns-3, there is no real 

concept of operating system and especially no concept of privilege levels. However, it acts like 

an application just as software applications run on real computers to perform tasks. 

In ns-3, the basic abstraction for a user program that generates some activity to be 

simulated is the Application class which runs on ns-3 Nodes. The Application class provides 

methods for managing application representatives of real version user-level applications in 

simulations. Developers are expected to create new applications using the Application class 

as the construction base. For instance, the UdpEchoClientApplication and 

UdpEchoServerApplication are ns-3 applications that simulate real client and server 

applications used to generate and echo simulated network packets. Figure 57 presents some 

examples of applications that simulate real applications and have been constructed using the 

Application class. 



127 

 

 

Figure 57: UML Class Diagram for Application Class 

A.4 CHANNEL 

In actuality, one can connect a computer to a network. Usually, the medium through 

which data flow in these networks are called ‘channels’. For example, the Ethernet cable 

plugged into the plug on the wall to connect a computer to an Ethernet network is a 

communication channel. In the simulated world of ns-3, one connects a Node to an object 

representing a communication channel. Here the basic communication abstraction is called 

the channel and is represented by the class Channel. 

A Channel may model something as simple as a wire. The specialized Channel can 

also model things as complicated as a large Ethernet switch, or a three-dimensional space full 

of obstructions in the case of wireless networks. Some examples of specialized channels are 

WifiChannel, WimaxChannel, and SpectrumChannel, which simulate the path over which 

information flows in WiFi, WiMAX and LTE networks, respectively. Figure 58 represents the 

channel class and some of its derivate classes. 

 

Figure 58: UML Class Diagram for Channel Class 

A.5 NETDEVICE 

In PC terminology, a hardware device that expands the capabilities of the host 

computer and does not form part of the core computer architecture is called peripheral card. 

A peripheral card is generally defined as any auxiliary device such as a computer 

http://en.wikipedia.org/wiki/Computer_mouse
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mouse, keyboard or hard drive that connects to and works with the computer in some way. If 

the peripheral card implements some networking function, it is called a Network Interface 

Card or an NIC [180]. 

A NIC will not work without a software driver to control the hardware. In Unix [181] 

(or GNU / Linux), a piece of peripheral hardware is classified as a device. Devices are 

controlled using device drivers, and network devices (NICs) are controlled using network 

device drivers collectively known as net devices [182]. In Unix and GNU/Linux, these net 

devices are referred to by names such as “ eth0” . 

In ns-3, the net device abstraction covers both the software driver and the simulated 

hardware. A net device is installed inside the Node in order to enable it to communicate with 

other Nodes during the simulation via Channel objects. The net device abstraction is 

represented by the class NetDevice that provides methods for managing connections among 

Node and Channel objects. Figure 59 exemplifies some net devices that represent real net 

devices and are specialized versions of the NetDevice class in the object-oriented 

programming sense. The WifiNetDevice, WimaxNetDevice, and LteNetDevice correspond to 

net devices used to connect hosts to WiFi, WiMAX and LTE networks respectively. They use, 

respectively, the WifiChannel, WimaxChannel and SpectrumChannel as channels. Other 

types of net devices exist, like CsmaNetDevice, which was designed to work with Ethernet or 

IEEE 802.3 networks. Each specialized net device can incorporate an object element 

representing the physical layer (e.g. WifiPhy, WimaxPhy and LteSpectrumPhy) that uses the 

channel to send and receive from its medium. The CSMA model based upon IEEE 802.3 

standards [183], [184] does not precisely specify its physical components, such as wire types, 

signals or pin-outs, and thus the ns-3 does not include the equivalent of a 10BASE-T or 

1000BASE-LX interface, for example. 

 

Figure 59: UML Class Diagram for NetDevice Class 

http://en.wikipedia.org/wiki/Computer_mouse
http://en.wikipedia.org/wiki/Keyboard_(computing)
http://en.wikipedia.org/wiki/Hard_drive
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A.6 PROTOCOLS AND PROTOCOLHANDLER 

To reduce their design complexity, most networks are organized as a stack of layers or 

levels, each one built upon the one below it [185]. With layering, each layer is responsible for 

a different facet of communication. Layers are beneficial because they allow developers (often 

by different people with somewhat different areas of expertise) to address different portions 

of the system separately. The most frequently mentioned concept of protocol layering is 

based on a standard called the Open Systems Interconnection (OSI) model [186]. It suggests 

that seven logical layers may be desirable for the modularity of a protocol architecture 

implementation and it is defined by the International Organization for Standardization (ISO) 

[187]. Another layering model is the TCP/IP [188], [189] which uses fewer layers, varying 

from four to five [185], [188]–[195] (i.e. depending on reference). The ns-3 simulator adopts 

a TCP/IP 5-layer reference model [185] that is illustrated in Figure 60 with its layers and 

some examples of corresponding ns-3 elements for each layer. 

 

Figure 60: TCP/IP Layers and ns-3 Correspondent Objects 

The ns-3 provides implementation support for some TCP/IP suite protocols that 

include IPv4, IPv6, ICMP [196], ARP [197], TCP [198], UDP [199] and so on. These protocols 

could be aggregated to the Node, registering a ProtocolHandler entry to them. The 

ProtocolHandler includes the protocol type and a handler function that must be called during 

reception packets. For instance, during a reception of layer-2 frames, these frames must be 

delivered to the right layer layer-3 protocol (e.g. IPv4) using a demultiplexer that dispatches 

it based on Ethernet type; in this case, the ns-3 protocolType, which is included in the layer-2 

frame. The Figure 61 illustrates the steps required to deliver an incoming IP packet to the 

Ipv4L3Protocol that implements the IPv4 protocol. The next section explains the process 

involved during the transmission and reception of data packets in more detail. 
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Figure 61: UML Sequence diagram representing the delivering of an incoming IP 

packet to layer-3 protocol 

A.7 DATA FLOW 

The data flow model represents the flow path involved in the transmission and 

reception of data using the ns-3 simulator. During the transmission and reception of 

application data, the ns-3 applications use a socket-like API that manages the access to the 

lower level transport protocol (e.g. TCP and UDP). The basic function of the transport layer is 

to accept data from the layer above it, split it up into smaller units if necessary, pass these on 

to the network layer, and ensure that the pieces all arrive correctly at the other end. The 

network layer controls the way in which packets are routed from source to destination. The 

next step involves the use of NetDevice, which represents the link layer, to transmit or receive 

frames using an appropriate channel. A data flow diagram is presented in Figure 62 and 

illustrates the model described. The socket API, Packet structure and the process of sending 

and receiving the packet are explained next. The process of packet fragmentation is not fully 

detailed along this this appendix and a further description can be read in [200]. The 

examples illustrated along this appendix use UDP as transport protocol, however the same 

logic can be used for other transport protocols (e.g. TCP) as well. 

 

Figure 62: ns-3 Data Flow 
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A.7.1 PACKET 

In a layered system, a unit of data specified for a protocol contained in a given layer 

and consisting of protocol control information and possibly user data is called PDU (Protocol 

Data Unit) [185] in general. Each layer has its own concept of a message object (a PDU) 

corresponding to the particular layer responsible for creating it. For example, if a layer 4 

(transport) protocol produces a packet, it would properly be called a layer 4 PDU or transport 

PDU (Segment or TPDU) [192]. The PDU designation for each layer of TCP/IP 5-layer model 

is illustrated in the Figure 63. 

 

Figure 63: TCP/IP 5-layer Model and its PDUs. 

In ns-3, the unit of data is the Packet (see Figure 64) that holds the data for each 

layer. The Packet object provides easy support for data fragmentation, defragmentation and 

concatenation. These objects contain a byte buffer, a PacketMetadata, a list of byte Tags and 

a list of packet Tags. The byte buffer stores the serialized content of the headers, and the 

payload and trailers added to the packet. The serialized representation of these headers is 

expected to match that of real network packets bit for bit which means that the content of the 

byte buffer is expected to be equal to the real version. The packet metadata describes the type 

of the headers and trailers which were serialized in the byte buffer. The tag lists are 

containers for extra items useful for simulation convenience, such as timestamps or flow 

identification. The Packet class deals with this requirement by storing a set of tags. The byte 

tags are used to tag a subset of the bytes in the packet byte buffer while packet tags are used 

to tag the packet itself. The main difference between these becomes clear when packets are 

copied, fragmented, and reassembled: byte tags follow bytes while packet tags follow packets. 

Moreover, byte tags cannot be removed and are expected to be written once and read many 

times, while packet tags are expected to be written once, read many times and removed 

exactly once. 

The fundamental classes for adding to and removing from byte buffer are Header 

class and class Trailer. Every protocol header that needs to be inserted and removed from a 

Packet instance should derive from the abstract Header base class and implement the private 

http://en.wikipedia.org/wiki/Communications_protocol
http://en.wikipedia.org/wiki/Protocol-control_information
http://en.wikipedia.org/wiki/User_(telecommunications)
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pure virtual methods: SerializeTo, DeserializeFrom, GetSerializedSize and PrintTo. 

Basically, the first three functions are used to serialize and deserialize protocol control 

information to/from a buffer. The last function is used to define how the Header object prints 

itself onto an output stream. The HTR implementation provides a class derived from Header 

to reduce routing loops (see Section 3.10) that may occur during the transmission of data 

packets. The additional header is added during the routing of a packet to its destination and 

registers the nodes visited along the path. 

 

Figure 64: UML Class Diagram for Packet Classes 

A.7.1 SOCKETS 

Applications, whether p2p or client/server, need to express their desired network 

operations (e.g. make a connection, write or read data). This is usually supported by a host 

operating system using a networking application programming interface (API) [192]. The 

most popular network, API, is called sockets or Berkeley sockets, indicating where it was 

originally developed [201]. It was provided with UNIX distributions, software releases that 

pioneered the use of TCP/IP. 

The ns-3 core provides a POSIX-like network API and strives to be close to the typical 

sockets API that application writers on Unix systems are accustomed to. POSIX [202] 

sockets are basically Berkeley sockets that have evolved over time, such that certain functions 

have deprecated or are even removed and replaced. The POSIX socket is much closer to a 

modern real system sockets API. The socket API abstraction is represented by the Socket 

class. The ns-3 native socket provides an interface for various types of transport protocols 

(e.g. TCP and UDP) via Socket derived classes (e.g. TcpSocket and UdpSocketImpl). Each 

socket object is generated using a correspondent socket factory that constructs it based on the 

protocol that it must provide. The UML diagram presented in Figure 65 shows that an 
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application, for instance the OnOffApplication, creates the socket object using the 

correspondent factory and could use the socket object to bind the socket to a port (Bind), 

connect to a remote host (Connect), send (Send) or receive (Receive) packets to/from it or 

close the connection (Close). The process of sending and receiving data flow is explained 

next. 

 

Figure 65: UML Class Diagram for Socket Creation and Use by an Application 

A.7.2 SENDING A PACKET 

For transmitting packets with valued data, ns-3 utilizes the following steps that are 

specified in Figures Figure 66, Figure 67, Figure 68 and Figure 69: 

1. The application has previously created a socket (e.g. UdpSocket) and calls the Send 

method (see Figure 66) passing the packet with data, destination to reach and 

socket control flags (if necessary). 

2. The Send method sets the proper source and destination address of the packet, 

handles socket calls such as Bind or Connect, queries the IPv4 routing system to 

find an available route to the destination address (RouteOutput) and calls the Send 

method of UdpL4Protocol, passing on the packet, source address, destination 

address, source port, destination port and route obtained. If the destination 

address is a (sub)broadcast or multicast address the query for the route is not 

necessary. The packet is dropped if the destination address is not one of those 

options or if no route is encountered to reach the destination. This step is modeled 

in the “Udp Socket Switch” UML sequence diagram (see Figure 67). More details 
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about the RouteOutput process are detailed in Chapter 4 (see Section 4.2). 

3. UdpL4Protocol is where the socket independent protocol logic for UDP is 

implemented. The same logic could be used for the TcpL4Protocol, which 

implements the logic of the TCP protocol. For the example illustrated below, the 

UDP protocol is used. The Send method of UdpL4Protocol adds the UDP header, 

initializes checksum and sends the packet to the IPv4 layer represented by 

Ipv4L3Protocol.  

4. The Ipv4L3Protocol adds the IP header and sends the packet to the appropriate 

Ipv4Interface based on the route that was passed down from the UDP layer. The 

purpose of the Ipv4Interface is to provide address-family specific information 

about an interface (i.e. NetDevice). The route, obtained in step 2, contains the 

address of the output interface, thus the Ipv4L3Protocol must send the packet to 

the Ipv4Interface that contains the same output address.  Ipv4L3Protocol uses the 

route obtained if the destination address is not a (sub)broadcast or multicast 

address and if the route contains a valid gateway address to transmit. The packet is 

dropped if the route is invalid or if the destination address is not one of those 

options. This step is illustrated in “IPv4 Send Switch” (see Figure 68). 

5. The Ipv4Interface checks if the destination address is intended for a loopback 

interface or a local interface, or if it needs to be transmitted elsewhere. For the first 

case, the packet may be broadcasted to the NetDevice. The second alternative 

delivers the packet to the Ipv4L3Protocol for reception. In the last case, the 

Ipv4Interface looks up the MAC address [190] if the ARP protocol is supported on 

NetDevice. If supported, it first searches for a hit at ARP cache, initializes an ARP 

request and then waits for a reply if there is no hit on its cache. The Ipv4Interface 

sends the packet to the NetDevice, passing on the MAC address as argument or as a 

broadcast address on the assumption that ARP is not supported. This step is 

depicted in “Ipv4 Interface Send Switch” (see Figure 69). 

6. The NetDevice transmits the packet using the MAC address provided.  
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Figure 66: Sending a Packet 

  

 

Figure 67: Udp Socket Switch 
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Figure 68: IPv4 Send Switch 

 

Figure 69: IPv4 Interface Send Switch 
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A.7.3 RECEIVING A PACKET 

During packet reception, the NetDevice delivers the packet to the “ProtocolDemux” 

procedure that is processed on Node. This one looks up, based on protocol number and 

device, whether there is a protocol handler to be called. For the illustrated case (see Figure 

70), the packet is delivered to the Ipv4L3Protocol since its protocol number corresponds to 

an IPv4 packet. The IPv4L3Protocol removes the IP header, checks the checksum (if 

implemented) and passes the packet using the “RouteInput” method of the Ipv4 routing 

system, which is implemented by a class derived from Ipv4RoutingProtocol class (e.g. 

HTRRoutingProtocol). 

The RouteInput method decides whether the incoming packet may be forwarded 

elsewhere or locally delivered. The forwarding of packets utilizes a unicast or a multicast 

approach, which is performed using the IpForward and IpMulticastForward methods 

respectively, which are contained in the Ipv4L3Protocol. The Ipv4L3Protocol forwards the 

packet using the “IPv4 Interface Send Switch” mechanism based on the route obtained 

during the RouteInput method. If the packet is intended to be locally delivered, the 

LocalDeliver method of Ipv4L3Protocol is requested. The LocalDeliver method uses the 

GetProtocol method to identify the layer-4 protocol in use, such as the UdpL4Protocol, that it 

must deliver to the packet. The Receive method of the chosen protocol is called, removes the 

UDP header and tries to find a corresponding attached UDP socket indexed by an application 

destination port. 

The UdpL4Protocol uses the method ForwardUp to deliver the packet to the 

corresponding socket, such as the UdpSocket, which waits for an application call to the 

method RecvFrom, which is the one to transfer the packet to the target application. The 

Figure 70 illustrates the reception of a packet including the steps described here. For further 

explanation regarding the IP forwarding and local delivery systems consult Section 5.4 of 

[185]. 
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Figure 70: Receiving a Packet 

 


