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Abstract

In this dissertation, I designed and implemented a tracking library for the web aiming to provide a common infrastructure to develop applications and to accelerate the use of those techniques on the web in commercial products. It runs on native web browsers without requiring third-party plugins installation. This involves the use of several modern browser specifications as well as implementation of different computer vision algorithms and techniques into the browser environment. Between the several techniques available there are algorithms that can be used for different applications, such as, detect faces, identify objects and colors and track moving objects. The source language of the library is JavaScript that is the language interpreted by all modern browsers. The majority of interpreted languages have limited computational power when compared to compiled languages, such as C. The computational complexity involved in visual tracking requires highly optimized implementations. Some optimizations are discussed and implemented on this work in order to achieve good results when compared with similar implementations in compiled languages. A series of evaluation tests were made, to determine how effective these techniques were on the web.
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Resumo

Nesta dissertação, foi concebida e implementada uma biblioteca de visão computacional para navegadores web com o objetivo de fornecer uma infra-estrutura comum para desenvolver aplicativos e acelerar a utilização dessas técnicas na web em produtos comerciais. A biblioteca proposta tem como foco ser utilizada em navegadores web sem a necessidade de instalação de plugins de terceiros. Várias especificações web modernas foram utilizadas para alcançar o resultado esperado, bem como aplicação de diferentes algoritmos de visão computacional. A solução provê a implementação de algoritmos existentes que podem ser utilizados para diferentes aplicações nesta área, tais como, detecção de faces, identificação de objetos e cores, como também rastrear objetos em movimento. Os navegadores web modernos interpretam a linguagem de programação JavaScript, portanto esta foi a linguagem utilizada na base da biblioteca. A maioria das linguagens interpretadas têm limitado poder computacional quando comparado com linguagens compiladas, como C. A complexidade computacional envolvida em algoritmos de rastreamento de vídeos é alta e requer implementações otimizadas. Algumas otimizações são discutidas e implementadas neste trabalho, a fim de alcançar bons resultados quando comparados com implementações similares em linguagens compiladas. Uma série de testes de avaliação foram feitos para determinar a eficácia dessas técnicas na web.
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Chapter 1

Introduction

This section introduces this master thesis. It will briefly describe the motivation of the work itself, state the problem that we will focus on solving and shortly discuss the proposed solution. In the end, it will explain the structure of the next chapters.

1.1 Motivation

Vision has the potential to yield non-invasive, accurate and low-cost solutions for tracking objects. Tracking is a critical component of most AR applications, since the objects in both real and virtual worlds must be properly aligned with respect to each other in order to preserve the idea of the two worlds coexisting. Augmented reality and tracking applications for advertising and entertainment are gaining more space on the web environment. The media used in this kind of application needs to be as appealing as possible in order to catch consumers’ attention, thus detecting faces, or augmenting the scene with objects are attractive possibilities. Until the current date, web browsers have counted with very limited researches available in the literature. The web browser environment is evolving fast, providing functionalities that can be explored and through them attractive modern solutions can be developed. Different devices such as mobile phones, notebooks, and even head-worn displays [9] (Google Project Glass [10]), provide an embedded web browser capable of running JavaScript and HTML5 [14 15]. The possibility to use this work as a cross-platform tracking
library is a reality.

1.2 Problem definition

The majority of interpreted languages have limited computational power when compared to compiled languages, such as C. The computational complexity involved in visual tracking requires highly optimized implementations. JavaScript [14] is a language interpreted by all modern browsers. Capturing the user media and processing the captured information are required steps for visual tracking techniques and, on the web, usually require third-party plugins to be performed. Providing a tool for visual tracking without requiring third-party plugins installation is a challenge, it involves usage of new specifications and APIs available on modern browsers and several cross-browser testing, since each browser vendor could have API differences.

1.3 Objectives

In this dissertation, it was designed and implemented a tracking library for the web called tracking.js. This work aims to provide a common infrastructure to develop applications and to accelerate the use of those techniques on the web in commercial products. Thus, the techniques implemented in this work were chosen aiming to cover common use-cases, such as: facilitate user interaction with the computer through color tracking; tracking complex objects in a scene through markerless markerless tracking; and track humans body parts, e.g. faces and eyes, through rapid object detection. It runs on native web browsers without requiring third-party plugins installation, therefore any browser-ready device can eventually use the proposed cross-platform code base to develop AR applications. The possibility to use tracking.js as a cross-platform library is a reality. The browser environment is evolving fast and due to the cross-platform ability, JavaScript [14] is becoming a popular solution for multiple devices and platforms. In a near future, other devices and visual displays could, potentially, have embedded browser versions as well and they could all benefit from
tracking.js library. Some optimizations are discussed and implemented on this work in order to achieve good results when compared with similar implementations in compiled languages. A series of evaluation tests were made, to determine how effective these techniques were on the web.

1.4 Dissertation structure

This dissertation is formed by five chapters that could be divided as: Introduction, Basic Concepts, Tracking Library for the Web (tracking.js), Evaluation and Conclusion. More details of each chapter is presented below.

Chapter 1 has shortly described what will be discussed in this thesis, which problem will be solved and the chosen approach to solve it.

Chapter 2 introduces basic concepts required for a better understanding of the tracking library solution proposed on this work.

Chapter 3 introduces the library concepts, explaining its base and advanced functionalities and modules. Three main techniques were covered, a Markerless Tracking Algorithm on Section 3.2, a Rapid Object Detection (Viola Jones) on Section 3.3 and a Color Tracking Algorithm on Section 3.4.

Chapter 4 presents evaluations about the library techniques and is divided in subsections that describe, present results and discuss each of them.

Chapter 5, the last chapter, presents overall conclusions of this work, contributions and future work.
Chapter 2

Basic concepts

2.1 Web

2.1.1 Contextualization

Using concepts from existing hypertext systems, Tim Berners-Lee, computer scientist and at that time employee of CERN, wrote a proposal in March 1989 for what would eventually become the World Wide Web (WWW) [16].

The World Wide Web is a shared information system operating on top of the Internet [16]. Web browsers retrieve content and display from remote web servers using a stateless and anonymous protocol called HyperText Transfer Protocol (HTTP) [16]. Web pages are written using a simple language called HyperText Markup Language (HTML) [16]. They may be augmented with other technologies such as Cascading Style Sheets (CSS) [17], which adds additional layout and style information to the page, and JavaScript (JS) language [14], which allows client-side computation [16]. Client-side refers to operations that are performed by the client in a client-server relationship in a computer network. Typically, a client is a computer application, such as a web browser, that runs on a user’s local computer or workstation and connects to a server when necessary. Browsers typically provide other useful features such as bookmarking, history, password management, and accessibility features to accommodate users with disabilities [18].
In the beginning of the web, plain text and images were the most advanced features available on the browsers [16]. In 1994, the World Wide Web Consortium (W3C) was founded to promote interoperability among web technologies. Companies behind web browser development, together with the web community, were able to contribute to the W3C specifications [16]. Today’s web is a result of the ongoing efforts of an open web community that helps define these technologies and ensure that they’re supported in all web browsers [18]. Those contributions transformed the web in a growing universe of interlinked pages and applications, with videos, photos, interactive content, 3D graphics processed by the Graphics Processing Unit (GPU) [19], and other varieties of features without requiring any third-party plugins installation [15]. The significant reuse of open source components among different browsers and the emergence of extensive web standards have caused the browsers to exhibit “convergent evolution” [18].

The browser main functionality is to present a web resource, by requesting it from the server and displaying it on the browser window [20]. There are four major browsers used today: Internet Explorer, Firefox, Safari and Chrome. Currently, the usage share of Firefox, Safari and Chrome together is nearly 60% [20].

2.1.2 Browser architecture

For any result or information presented in this work related to the browser environment, three mature browser implementations were selected. For each browser, a conceptual architecture was described based on domain knowledge and available documentation. Firefox version 16.0, Safari version 6.0.4 and Chrome version 25.0.1364 were used to derive the reference architecture because they are mature systems, have reasonably large developer communities and user bases, provide good support for web standards, and are entirely open source [16, 18]. The reference architecture for web browsers is shown in Figure 2-1. It comprises eight major subsystems plus the dependencies between them [18]:

1. User Interface: includes the address bar, back and forward buttons, bookmark-
ing menu and other user interface elements of the browser [18].

2. Browser Engine: an embeddable component that provides a high-level interface for querying and manipulating the Rendering engine [18, 21].

3. Rendering Engine: performs parsing and layout for HTML documents [18, 21].

4. Networking Subsystem: used for network calls, like HTTP requests. It has platform independent interface and underneath implementations for each platform [18, 21].


6. XML Parser: parses the HTML markup into a parse tree [15]. HTML is rather close to XML [21, 15].

7. UI Backend: provides drawing and windowing primitives, user interface widgets, and fonts. Underneath it uses the operating system user interface methods [18].

8. Data Persistence: stores various data associated with the browsing session on disk, including bookmarks, cookies, and cache [18, 21].

![Figure 2-1: Reference architecture for web browsers.](image)

Browser subsystems are swappable [18] and could vary for each browser vendor, platform or operational system. The browsers mostly differ between different vendors in subsystems (2) the Browser engine, (3) the Rendering engine, and (5) the
JavaScript parser [22 23 1 24]. In Firefox, subsystems (2) and (3) are known as Gecko [22 25], Safari as WebKit [23 1] and Chrome uses a fork of WebKit project called Blink [24 26]. Those browsers subsystems, often called Browser engines, are shown in Figure 2-2.

Another common swappable subsystem is (5) the JavaScript parser. JavaScript [14] is a lightweight, interpreted, object-oriented language with first-class functions, most known as the scripting language for Web pages [25]. The JavaScript standard is ECMAScript. As of 2013, all modern browsers fully support ECMAScript 5.1. Older browsers support at least ECMAScript 3 [25 14].

![Figure 2-2: Reference architecture for browsers engines.](image)

2.1.3 Audio and video

Audio and video elements were introduced into the browsers by HTML5 specification [15]. Audio and video are HTML5 features that attract a lot of attention. Often presented as an alternative to Flash [27] in the media, the video element has advantages due to its natural integration with the other layers of the web development stack such as CSS [17] and JavaScript as well as the other HTML elements [10]. The three video formats supported are webm (VP8 Vorbis) [28], mp4 (H.264 AAC) [29] and ogv (Theora Vorbis) [30]. The audio formats available are ogg (Theora Vorbis) and mp4 (H.264 AAC).

Audio and video addition to the browser environment was a good first step for visual tracking applications, on the other hand, the browsers were still not capable of capturing audio and video from the user’s microphone and camera, respectively. Audio and video capture has been a limitation of web browsers for a long time [15].
For many years the authors had to rely on browser plugins, such as Flash [27] or Silverlight [31] [21]. With HTML5, you can now add media to a web page with just a line or two of code [1]. Browser audio and video elements [15] are shown in Figure 2-3.

![HTML5 Video](image)

Figure 2-3: Video and audio HTML5 elements [1].

Missing media capturing is no longer a problem for the modern browsers cited in this dissertation [32] [15]. HTML5 specification has brought a surge of access to device hardware, including Real-time Communication Between Browsers specification (WebRTC) [32] and with Media Capture and Streams specification [33]. Together, they provide a set of HTML5 and JavaScript APIs [32] that allows local media, including audio and video, to be requested from the user platform [16]. With Media Capture and Streams specification [33], the browser can access the microphone and camera input without requiring third-party plugin installation. It’s available directly into the browser.

The microphone and camera hardware access can be used in combination with the HTML5 audio and video elements. An example of microphone and camera capturing using a video element is shown on Listing 2.1.
Listing 2.1: Capture microphone and camera and display using a HTML5 video element.

In Section 2.1.4, a new HTML5 element called canvas [34] is introduced. Through the canvas element video frames can be read, thus providing access to the raw binary data information of each frame. This raw binary data, also known as array of pixels [35], is extremely useful for visual tracking applications [36]. Since the area of study performed on this dissertation is based on visual tracking, from now on, it will focus on camera and video. There are several integration steps required from capturing video to reading the array of pixels. In order to enable the browser to capture the user camera [33], stream the information into a video element [15], connect the video to a canvas element, to finally access the array of pixels of each video frame is a long run. The access flow of raw binary data captured from videos on modern browsers is shown in Figure 2-4 and comprises four major steps [32, 21]:

1. Hardware access: using HTML5 new Media Capture and Streams specification, the browser microphone and camera hardware is accessed.

2. Streaming: hardware streams audio and video to the browser UI Elements.

3. UI Elements: display the video data stream into the browser viewport through a HTML5 video element [16].

4. Raw Binary Data: reads the video frames providing access to the array of pixels through a HTML5 canvas element.
2.1.4 Canvas element

The canvas is a HTML5 element that provides scripts with a resolution-dependent bitmap canvas, which can be used for rendering graphs, game graphics, art, or other visual images on the fly [34].

Authors should not use the canvas element in a document when a more suitable element is available, e.g. it is inappropriate to use a canvas element to render a page heading. The usage of canvas conveys essentially the same function or purpose as the canvas bitmap. A basic canvas element HTML markup given a width and height in pixels is represented as: <canvas width="200" height="200"></canvas>.

The canvas is a two-dimensional grid that could be described as a simple computer graphics coordinate system [37]. Normally one unit in the grid corresponds to one pixel in the canvas. The origin of this grid is positioned at the top left corner coordinate (0, 0). All elements are placed relative to this origin. So the position of the top left corner of the blue square shown in Figure 2-5 becomes x pixels from the left and y pixels from the top coordinate (x, y). The canvas coordinate space is shown in Figure 2-5 [38].

For each canvas element a “context” is available. The canvas context provides the drawing context that can be accessed and JavaScript commands can be invoked to draw or read data [34]. Browsers can implement multiple canvas contexts and the different APIs provide the drawing functionality. Most of the major browsers include

Figure 2-4: Access flow of raw binary data captured from videos on modern browsers.
the 2D canvas context capabilities. Individual vendors have experimented with their own three-dimensional canvas APIs, but none of them have been standardized. The HTML5 specification notes, “A future version of this specification will probably define a 3D context”. Even though 3D context is not available in most part of the major browsers, three-dimensional applications are already being developed based on the 2D canvas context.

It is mandatory the use of the canvas element to develop visual tracking applications on the web, since it is the only way to read video frames’ array of pixels without any plugin in the browser environment. For more information about HTML5 video element see Section 2.1.3. Canvas provides APIs to: draw basic shapes, images, videos frames, Bézier [39] and quadratic curves [39, 37]; apply transformations, translate, rotate, scale and read the array of pixels information.

2.1.5 JavaScript typed arrays

The JavaScript language [14] is intended to be used within some larger environment, be it a browser, server-side scripts, or similar [18]. JavaScript core language features comprise few major features:

1. Functions and function scope: function is a subprogram that can be called by external code, functions have a scope they reference for execution.
2. Global objects: refer to objects in the global scope, such as general-purpose constructors (Array, Boolean, Date etc.) and typed array constructors (Float32Array, Int32Array, Uint32Array etc.).

3. Statements: consist of keywords used with the appropriate syntax (function, if...else, block, break, const, continue, debugger etc.).

4. Operators and keywords: arithmetic operators, bitwise operators, assignment operators, comparison operators, logical operators, string operators, member operators and conditional operators [38].

As web applications become more and more powerful, adding features such as audio and video manipulation, access to raw data using canvas (Section 2.1.3), and so forth, it has become clear that there are times when it would be helpful for JavaScript code to be able to quickly and easily manipulate raw binary data [34-40]. In the past, this had to be simulated by treating the raw data as a string and using the charCodeAt() method to read the bytes from the data buffer [38-40]. However, this is slow and error-prone, due to the need for multiple conversions, especially if the binary data is not actually byte-format data, but, for example, 32-bit integers or floats. Superior, and typed data structures were added to JavaScript specification, such as JavaScript-typed arrays [38-40].

JavaScript-typed arrays provide a mechanism for accessing raw binary data much more efficiently [38, 40]. This dissertation takes advantage of typed arrays in order to achieve acceptable performance and robustness on the web of complex algorithms implementations.

**Typed arrays performance benchmark**

A performance benchmark comparing regular vs typed arrays were executed on the three well known open-source browsers, Firefox, Safari and Chrome. The comparison was executed on the Mac OS X 10.8.3, 2.6 GHz Intel Core i7 16 GB 1600 MHz RAM. The array types selected were the not strongly typed Array; Float32Array,
which represents an array of 32-bit floating point numbers; and Uint8Array, which represents an array of 8-bit unsigned integers [38].

In the benchmark, for each array type a read and a write operation was executed 100,000 times. In order to not compromise benchmark results caused by run-time type conversion [14], the write value used for each array type was properly selected, e.g. Number 1.0 was used for regular arrays Array, Number 1.0 was used for Float32Array, and unsigned Number 1 for Uint8Array. Regular vs typed arrays performance benchmark is shown in Figure 2-6 [2].

As a conclusion, typed arrays provide faster read and write operations than regular arrays in JavaScript, i.e. 7872 ops/sec for unsigned array vs 4437 ops/sec for regular arrays in Firefox browser, similar behavior is noticeable on Safari and Chrome, thereby float and unsigned arrays are vastly used on complex algorithms implementations on the web.

What is the relation between typed arrays and canvas?

Reading and writing raw binary data using typed arrays only solves part of the problem of manipulating video and images data. The other missing feature was solved by HTML5 canvas element, which one important feature is to provide access to the array of pixels of those media [34] [15]. The raw binary data is used by visual
tracking algorithms. For more information see Section 2.1.3.

Videos and images pixels can be drawn on a canvas bitmap. Canvas raw binary data can be accessed from the canvas JavaScript API as an object of type `ImageData`. Each object has three properties: width, height and data. The data property is of type `Uint8ClampedArray` that is a one-dimensional array containing the data in RGBA order, as integers in the range 0 to 255. The `Uint8ClampedArray` interface type is specifically used in the definition of the canvas element’s 2D API and its structure is similar to the previous shown typed array `Uint8Array`.

The `ImageData` data property, or array of pixels, is in row-major order, a multidimensional array in linear memory. For example, consider the $2 \times 3$ array $\begin{bmatrix} 1 & 2 & 3 \\ 4 & 5 & 6 \end{bmatrix}$, in row-major order it is laid out contiguously in linear memory as $\begin{bmatrix} 1 & 2 & 3 & 4 & 5 & 6 \end{bmatrix}$. Each array value is represented as integers between 0 and 255, where each four-integer group represents the four color channels of one pixel: red, green, blue and alpha (RGBA). While RGBA is sometimes described as a color space, it is actually simply a use of the RGB color model. This linear array typed structure improves read and write performance, since JavaScript is an interpreted language, previous knowledge of the type results in faster language execution. An example of the canvas image data array of pixels is shown in Figure 2-7.

![Figure 2-7: The canvas image data array of pixels.](image-url)
2.2 Visual tracking

2.2.1 Contextualization

Tracking an object in a video sequence means continuously identifying its location when either the object or the camera are moving. There are a variety of approaches, depending on the type of object, the degrees of freedom of the object and the camera, and the target application [11, 36]. Figure 2-8 shows a person walking on the street being tracked despite her level of occlusion by another object that is not of interest for the tracking.

![Figure 2-8: Example of an accurate object tracking robust to occlusion [3].](image)

When 2D tracking is used, the goal is to retrieve a 2D transformation from the object projected on the captured image that best represents the motion that occurred. 2D tracking happens on the image space, ignoring the deepness of 3D world [41]. Many models can be applied in order to handle appearance changes due to perspective effects or deformations. The homography is one of the most used transformations regarding 2D tracking of planar objects, since it is generic enough to deal with all possible perspective effects [42]. This dissertation focuses on the tracking of planar objects since it serves as a basis for more complex tracking approaches (for example, 3D tracking).

In computer vision, general video analysis can be broken down into three different steps: detection of interesting moving objects, frame to frame tracking of those objects and analysis of their tracks to recognize possible behaviors [43]. Because of such use in computer vision, object tracking is important in the following major areas:

1. Augmented Reality (AR) [44];
2. 3D reconstruction [45];

3. Motion-based recognition [4];

4. Automated surveillance [5];

5. Video indexing [5];

6. Human-computer interaction [6];

7. Traffic monitoring [7];

8. Vehicle navigation [8].

Examples of computer vision applications in each of the previously described areas are shown in Figure 2-9. Besides these areas, object tracking algorithms can also be used in AR systems that require real-time registration of the object to be augmented.

Figure 2-9: Computer vision applications: motion-based recognition (top left) [4]; automated surveillance (top center) [5]; video indexing (top right) [5]; human-computer interaction (bottom left) [6]; traffic monitoring (bottom center) [7]; vehicle navigation (bottom right) [8].

Vision has the potential to yield non-invasive, accurate and low-cost solutions for tracking objects. This dissertation introduces a tracking library for the web that pro-
vides visual tracking techniques. Currently, the library provides three main modules, they are: markerless tracking (Section 3.2), rapid object detection (Section 3.3) and color tracking (Section 3.4).

### 2.2.2 Tracking in augmented reality applications

Imagine a technology in which you could see more than others see, hear more than others hear, and even touch things that others cannot. A technology able to perceive computational elements and objects within our real world experience that helps us in our daily activities, while interacting almost unconsciously through mere gestures [46, 36]. With such technology, mechanics could see instructions on what to do next when repairing an unknown piece of equipment, surgeons could take advantage of AR while performing surgery on them and we could read reviews for each restaurant in the street we are walking in on the way to work. On the reality-virtuality continuum by Milgram and Ki [47], AR is one part of the general area of mixed reality. Both virtual environments (or virtual reality) and augmented virtuality, in which real objects are added to virtual ones, replace the surrounding environment by a virtual one. In contrast, AR provides local virtuality. The reality-virtuality continuum is shown in Figure 2-10.

![Reality-virtuality continuum](image)

**Figure 2-10: Reality-virtuality continuum [9].**

AR applications involve superimposing computer-generated content on real scenes in real-time [44]. Tracking is a critical component of most AR applications, since the objects in both real and virtual worlds must be properly aligned with respect to each other in order to preserve the idea of the two worlds coexisting [45].

Traditionally used in AR, vision-based tracking is described as two main steps: extract information from the input video using image processing algorithms and per-
form the pose estimation itself, or, in other words, find the transformation that best maps the object model from one frame to the next one [48].

The information that comes from the input image is basically composed of image features that simplify extraction from the scene. Both Marker-based AR and Markerless AR [49] are based on this principle, with the difference that the first one adds artificial templates, such as special markers that do not originally belong in the scene in order to enable the tracking [48]. These templates are often called fiducials and they constitute image features easy to extract as well as reliable measurements for the pose estimation [50, 11]. It is therefore much more desirable to rely on naturally present features, such as edges, corners, or texture, those are known as Markerless AR. In this case, the template to be used is the object to be tracked itself, using its natural features.

This dissertation will provide more detail regarding the template-based approaches developed and optimized aiming at web environment. The template-based tracking techniques do not necessarily rely on local features such as edges or other features, but rather on global region tracking through the use of the whole pattern of the object to be tracked. These methods can be useful in handling more complex objects that are difficult to model using local features due to their repeatability, for example. Such scenarios can be computationally expensive, but in some cases effectively formulated [43].

2.2.3 Which devices could use tracking.js?

Different devices such as mobile phones, notebooks, and even head-worn displays [9] (Google Project Glass [10]), provide an embedded web browser capable to run JavaScript and HTML5. There are several display devices that could be used on visual tracking or AR applications. Benford [9], describes that they could be divided as follows:

1. Visual display
   
   (a) Video see-through;
2. Display positioning

(a) Head-worn;
(b) Hand-held;
(c) Spatial.

The possibility to use this work as a cross-platform tracking library is a reality. The browser environment is evolving fast and due to the cross-platform ability, JavaScript is becoming a popular solution for multiple devices and platforms. In a near future, other devices and visual displays may, potentially, embed browser versions, allowing them to benefit from tracking.js library.

2.2.4 Discussion

In this dissertation, it was designed and implemented tracking library for the web aiming to provide a common infrastructure to develop applications and to accelerate the use of those techniques on the web in commercial products. Thus, the techniques implemented in this work were chosen aiming to cover common use-cases, such as: facilitate user interaction with the computer through color tracking (Section 3.4); Tracking complex objects in a scene through markerless tracking (Section 3.2); and track humans body parts, e.g. faces and eyes, through rapid object detection (Section 3.3). It runs on native web browsers without requiring third-party plug-ins installation, therefore any browser-ready device can eventually use the proposed cross-platform code base to develop AR applications. In order to develop for different devices different skills are required, since APIs and programming languages may differ between them [38, 14]. In the current day, the most popular devices, such as smart-phones, tablets, computers, notebooks and HMDs (i.e. Google Glass [10]) [9] are browser-ready [15]. They all could benefit from a reusable, cross-platform library for AR applications.
Chapter 3

Tracking library for the web
(tracking.js)

3.1 Contextualization

The desktop platform is the target environment most commonly addressed when developing AR systems. However, depending on the requirements of an AR application, the use of different execution platforms may be necessary. If the system has to be published to several users, the web platform shows to be more adequate, where the application is executed through the Internet in a web browser [51]. The use of markerless tracking, which is based on natural features of the scene, is also gaining more space on web-targeted AR applications for advertising. The medium used in this kind of application needs to be as appealing as possible in order to catch consumers’ attention. Markerless tracking satisfies this requirement, since the idea of having a real scene augmented with virtual objects without any artificial element such as markers added to the environment is very attractive. In addition, the product being advertised can be tracked and augmented with virtual elements. Browsers are evolving very fast when compared to the previous decade [15]. JavaScript language was not prepared to handle typed data structures [40] able to manipulate raw binary data safely [34], all the computational complexity required by AR algorithms was too much for that growing environment. Browsers were not able to capture audio and video [33, 32]
natively, without plugin installation, an essential feature for AR applications. This reality has changed, this involves the use of several modern browser specifications as well as implementation of different computer vision algorithms and techniques into the browser environment taking advantage of all those modern APIs \[15, 16\].

In this context, this dissertation aims to present the implementation and evaluation of a solution regarding tracking techniques for web-targeted AR. The available algorithms and techniques can be used for different applications, such as, detecting faces, identifying objects and colors and tracking moving objects. The solution is called tracking.js. Some optimizations are discussed and implemented in this work in order to achieve good results when compared with similar implementations in compiled languages.

3.1.1 Related work

There are not many web-based RA solutions available and registered in the literature. The ones available are mainly focused on fiducial markers \[50\], such as FLARToolKit \[52\] and JSARToolKit \[53\], they both are ports of ARToolKit \[54\]. ARToolKit is a desktop library which is useful to make vision-based AR applications. The Metaio company developed Unifeye Viewer \[55\], a proprietary plugin for Flash \[27\] that allows the utilization of markerless AR applications on the web. In order to run Flash-based applications, the installation of its plugin is required. Third-party plugins, such as Flash, are in decadency on modern and mobile web browsers, instead JavaScript-based solutions are preferred, since they can run in any modern browser without requiring any user effort of installing external software. Some smart-phones do not even support Flash plugin into their browsers, e.g. Safari for mobile \[23\] is one example of a mobile browser that has banned Flash.

1. FLARToolKit: is a port of the well-known ARToolKit marker tracking library to ActionScript \[27\], which is the language utilized in the development of Flash applications for the web. This was the first initiative towards AR solutions for the web \[51\]. Using FLARToolKit, it is possible to develop AR applications that
run on a client’s browser. A marker-based AR example for the web, developed for a marketing campaign of General Electric’s company using FLARToolKit, is shown in Figure 3-1.

![Figure 3-1: Marker-based AR for the web using FLARToolKit.](image1.png)

2. JSARToolKit: is a JavaScript port of FLARToolKit, operating on canvas images and video element contents, provides another marker tracking library. This was the first, open-source, JavaScript-based, AR solution available for the web. A marker-based AR example for the web using JSARToolKit is shown in Figure 3-2.

![Figure 3-2: Marker-based AR for the web using JSARToolKit.](image2.png)
3. Unifeye Viewer: from Metaio company, it offers a robust markerless tracking solution for the web. Unifeye also depends on Flash plugin in order to run on web browsers. A similar example of General Electric’s marker-based solution, this time markerless based, is shown in Figure 3-3. Note that the 3D image is projected over a magazine cover instead of a fiducial marker.

![Markerless example of image projected over a magazine cover using Unifeye Viewer solution.](image)

Figure 3-3: Markerless example of image projected over a magazine cover using Unifeye Viewer solution.

There is a disadvantage of using marker-based AR. Depending on an artificial marker in order to augment the scene with virtual elements is counterintuitive. Commonly, web applications are utilized by novice users that do not have sufficient technical knowledge to perform manual setup, such as printing fiducial markers or performing manual initialization for the tracking. FLARToolKit and JSARToolKit are both marker-based techniques, using Flash and JavaScript, respectively. FLARToolKit has one more issue which is dependency on Flash plugin installation. Unifeye Viewer by Metaio was the only existing solution that provided markerless tracking for the web, although it uses Flash, excluding it from a potential competitor of tracking.js. Markerless tracking techniques aim at not depending on any artificial marker or advanced user initialization. The space on web-targeted AR applications for advertising is on the rise and the medium used in this kind of application needs to be as appealing as possible making markerless tracking a suitable technique to such applications.
The solution proposed in this dissertation, *tracking.js*, provides the first known, open-source, markerless tracking solution for the web that runs entirely in JavaScript and HTML5.

### 3.1.2 Library modules

The proposed library is divided in modules in order to allow extension and addition of new features, such as new RA techniques or math utilities. For a better understanding of the library architecture, the current implementation is divided in two packages separating base from visual tracking classes. Base classes modules are shown in Figure 3-4 and visual tracking classes in Figure 3-5.

To develop AR applications using only raw JavaScript APIs [38] could be too verbose and complex, e.g. capturing users’ camera and reading its array of pixels. The big amount of steps required for a simple task makes web developers life hard when the goal is to achieve complex implementations. Some level of encapsulation is needed in order to simplify development. The proposed library provides encapsulation for common tasks on the web platform.

The two main available packages split base from visual tracking classes. Furthermore, each class of those packages are described. Let’s start with the base classes:

1. Math: provides common math utilities optimized for the web, such as geometry, linear algebra [37] and hamming operations. Typed arrays are used in order to optimize performance, see subsection 2.1.5 for more information about typed arrays.

2. Attribute: allows developers to add attributes to any class through an Attribute interface. The interface adds get and set methods to your class to retrieve and store attribute values, as well as support for change events that can be used to listen for changes in attribute values.

3. DOMElement: provides a way to create and manipulate HTML DOM nodes [16]. Each DOMElement instance represents an underlying DOM node. In addi-
tion to wrapping the basic DOM API and handling cross browser issues, Nodes provide convenient methods for managing styles and subscribing to events.

4. Canvas: provides an utility class to create and manipulate HTML5 canvas element. Each Canvas instance represents an underlying canvas DOM node. In addition to wrapping the basic DOM API, also provides methods to extract via `getImageData` method, to loop via `forEach` method, and to set the canvas array of pixels via `setImageData` method.

5. Video: provides an utility class to create, and manipulate HTML5 video element. Each Video instance represents an underlying video DOM node. In addition to wrapping the basic DOM API, also provides methods to `play`, `pause` and register tracker algorithms via `track` method. See subsection 2.1.3 for more information about video element.

6. VideoCamera: extends all functionalities from Video class with the addition of capturing the user camera via `capture` method. The underlying implementation uses WebRTC [32] and Media Capture and Streams [33] specifications.

Visual tracking classes include several computer vision algorithms, such as FAST [56], BRIEF [57] implementations, homography estimation and others. As the library grows, many other computer vision algorithms are added to the library, such as 3D pose calculation.

1. FAST: provides an implementation of Features from Accelerated Segment Test (FAST) [58] for features detection via `findCorners(data, threshold)` method, where `data` is the `ImageData` of the canvas frame. It also depends on a `threshold` argument. The pixel at \( p \) is the center of a candidate corner classified if the concentric contiguous arcs around \( p \) are different by more than the `threshold`, see Figure 3-7.

2. BRIEF: provides an implementation of Binary Robust Independent Elementary Features (BRIEF) [57] for feature extraction via `getDescriptors(data, cor-
ners) method and matching via \texttt{match(c1, d1, c2, d2)}, where \texttt{data} is an \texttt{Image-Data}, and \texttt{c1} and \texttt{c2} are the found corners arrays returned by \texttt{FAST.findCorners} method and \texttt{d1} and \texttt{d2} are feature descriptors arrays returned by \texttt{BRIEF.getDescriptors} method.

3. RANSAC: provides an interface used to achieve robust estimation method for homographies and camera pose. A Homography estimation is available that inherits from RANSAC \cite{RANSAC} base functionality.

4. Homography: provides an API to estimate a homography matrix \( H \) between images by finding feature correspondences in those images.

5. ViolaJones: provides scanning detector algorithms for robust and extremely rapid object detection.

6. Color: provides a fast and robust solution for color blob detection.
Figure 3-4: Base classes of tracking.js library.
Figure 3-5: Visual tracking classes of tracking.js library.
3.2 Markerless tracking algorithm

3.2.1 Contextualization

The basic difference between markerless and marker-based tracking is that the first does not require artificial markers put on the environment in order to estimate camera pose. Markerless tracking can, in theory, use any part of the scene as a reference to position virtual objects, although in practice, some restrictions may apply, depending on the specific technique used. Several algorithms for markerless tracking are available in the literature [36]. Some of them require a previous knowledge about the environment, such as a digital model of a real object to be tracked, the texture of a region of the scene, etc. These methods are known as model-based. Other techniques can make an online estimate of the topology of the environment, using only different frames captured from the scene by a moving camera for registration of the virtual objects. These techniques are called Structure from Motion (SfM) and are often more complex and require more processing power to achieve real-time frame rates. Since this work aims to develop some web-targeted markerless AR solutions, the keypoint-based technique was chosen for tracking purposes, which is a model-based technique described in [59]. It is a tracking-by-detection technique, being able to detect the target object at every frame without any previous estimate of its pose, allowing automatic initialization and recovery from failures.

3.2.2 Feature detector

This technique relies on detecting individual features across images and it is therefore easy to increase robustness against partial occlusions or matching errors. Illumination invariance is also simple to achieve. Feature points detection is used as the first step of many vision tasks such as tracking, localization, image matching and recognition [11]. In this work we call “feature” or “keypoint” to refer to a point of interest in two dimensions (Figure 3-6).

For each frame, the object features are matched by localizing feature templates
in search windows around hypothesized locations \cite{11}. The method to extract feature points used is Features from Accelerated Segment Test (FAST) \cite{58, 50}. FAST hypothesizes the matches using corner detection. A large number of corner detectors exists in the literature. However, in order to allow AR solutions to be developed on top of this work, we have a strong interest in real-time-frame-rate applications which computational resources are required requisites. The approach proposed by FAST allows the detector to produce a suite of high-speed detectors which we currently use for real-time tracking and AR label placement \cite{57}. In particular, it is still true that when processing live video streams at full frame rate, existing feature detectors leave little if any time for further processing, despite the consequences of Moore’s Law \cite{58}.

A number of detectors described below computes a corner response: (1) Edge-based corner detectors, correspond to the boundary between two regions; (2) Gray-level-derivative-based detectors, the assumption that corners exist along edges is an inadequate model for patches of texture and point-like features, and is difficult to use at junctions. Therefore a large number of detectors operate directly on gray level images without requiring edge detection; and (3) Direct-gray-level detectors, another major class of corner detectors works by examining a small patch of an image to see if it “looks” like a corner \cite{58}.

The dissertation choice was (3) Direct-gray-level detectors, since its robustness against partial occlusions or matching errors and illumination invariance is simple to achieve and the computational complexity of the technique is low. Despite the design
of FAST for speed, this detector has excellent repeatability, in addition, a variation of FAST technique that uses machine learning (FAST-ER [56]) can be implemented in a future work, providing dramatic improvements in repeatability over FAST-9 (especially in noisy images). It works by testing a small patch of an image to see if it could be a corner. The detector is evaluated using a circle surrounding the candidate pixel, the test is based on whether the concentric contiguous arcs around the pixel are significantly different from the central pixel \( p \). To classify \( p \) as a corner should exist a set of \( n \) contiguous pixels in the circle which are all brighter than the intensity of the candidate pixel \( I_p + t \) (threshold), or all darker than \( I_p - t \). The number of contiguous tested pixels could vary accordingly, being more common to be FAST-\( n \) or FAST-9. Empirically, FAST-9 showed to have a good repeatability and a better efficiency on the web. The repeatability of found feature points is also important because it determines whether the technique is useful in a real-world application.

This detector itself exhibits high performance, but there are several weaknesses: (1) This high-speed test does not reject as many candidates; (2) The efficiency of the detector will depend on the ordering of the questions and the distribution of corner appearances; and (3) Multiple features are detected adjacent to one another [58].

In Figure 3-7, the highlighted squares are the pixels used in the corner detection. The pixel at \( p \) is the central pixel. The arc is indicating that the dashed line passes through FAST-\( n \), let \( n \) be 9 or 12 contiguous pixels which are brighter or darker than \( p \) [58].

3.2.3 Feature extractor

To estimate motion, one can then match sets of features \( \{m_i\} \) and \( \{m'_j\} \) extracted from two images taken from similar, and often successive, viewpoints. A classical procedure [57] runs as follows. For each point \( \{m_i\} \) in the first image, search in a region of the second image around location \( \{m_i\} \) for point \( \{m'_j\} \). The search is based on the similarity of the local image windows, also known as kernel windows, centered on the points, which strongly characterizes the points when the images are sufficiently close [11].
Figure 3-7: Point segment test corner detection in an image patch [10].

Figure 3-8: BRIEF [11] feature extractor.

The feature matching used in the case studies performed in this work searches for correspondent points in the current frame. Only points that are highly descriptive invariant features, called keypoints, are tested. After the keypoints are detected they need to be described and the respective matching point should be found. Since web and handheld devices have limited computational power, having local descriptors that are fast to compute, to match and being memory efficient are important aspects, and for that reason, it was used an efficient method called BRIEF.
To generate the binary string for each keypoint found in the smoothed frame, the individual bits are obtained by comparing the intensities of pairs of points, \((p; x, y)\), represented by * symbol in Figure 3-8 along the kernel window centered on each keypoint without requiring a training phase. Empirically, this technique shows that 256 or even 128 bits [57], often suffice to obtain very good matching results. In order to have better recognition rates, the best spatial arrangement of the tested \((x, y)\)-pairs of points are reached when selected based on an isotropic Gaussian distribution. Computing the Gaussian distribution can be time consuming. As an optimization proposed by this work, the Gaussian distribution could be simply replaced by a uniform version of JavaScript `Math.random()` function. Function `Math.random()` should return an evenly-distributed variable \(X\) such that \(0.0 \leq X < 1.0\) and \(X\) is commonly seeded from the current time [14]. The locations of \((x, y)\)-pairs are evenly distributed over the patch and tests can lie close to the patch border, i.e. \((-\frac{S}{2}, \frac{S}{2})\).

To generate the binary strings it is defined the test \(\tau\) on patch \(p\) of size \(S \times S\) as

\[
\tau(p; x, y) := \begin{cases} 
1 & \text{if } p(x) < p(y), \\
0 & \text{otherwise}
\end{cases}
\]

where \(p(x)\) is the pixel intensity. The set of binary tests is defined by the \(n_d\) \((x, y)\)-location pairs uniquely chosen during the initialization. The \(n_d\)-dimensional bit-string is our BRIEF descriptor for each keypoint

\[
f_{n_d}(p) := \sum_{i \leq i \leq n_d} 2^{i-1} \tau(\mathbf{p}; x, y).
\]

In [57], \(n_d = 128, 256, 512\) were used in the tests and any of those values yield good compromises between speed, storage efficiency, and recognition rate. In this work, \(n_d = 128\) was used, since it presented good matching results and performance. The number of bytes required to store the descriptor can be calculated by \(k = n_d/8\), proving that BRIEF is also a memory-efficient method. Detailed results can be found in Chapter [4].

Once each keypoint is described with its binary string, they need to be compared
with the closest matching point. Distance metric is critical to the performance of intrusion detection systems. Thus using binary strings reduces the size of the descriptor and provides an interesting data structure that is fast to operate whose similarity can be measured by the Hamming distance which, on desktop implementations, the computation time could be driven almost to zero by using the POPCNT instruction from SSE4.2 [60]. Only the latest Intel Core i7 CPUs support this instruction.

The Hamming distance is an important step on feature matching, it provides a fast and memory-efficient way to calculate distance between binary strings. Given two image patches \( x \) and \( y \), denote their binary descriptors as \( b(x) \in \{0,1\}^n \) and \( b(y) \in \{0,1\}^n \) respectively. Then their Hamming distance is computed by:

\[
Ham(x, y) = \sum_{i=1}^{n} b_i(x) \oplus b_i(y)
\]

in which \( n \) is the dimension of binary descriptor and \( \oplus \) stands for bitwise exclusive OR operation. According to the definition of Hamming distance, all the elements of a binary descriptor contribute equally to the distance. From the hamming distance, the Hamming weight can be calculated. It is used to find the best feature point match. Here, is generalized the Hamming distance to the weighted Hamming:

\[
WHam(x, y) = \sum_{i=1}^{n} w_i(b_i(x) \oplus b_i(y))
\]

where \( w_i \) is the weight of the \( i \)th element. The goal is to learn \( w_i, i = 1, 2, \ldots, n \) for the binary descriptor (BRIEF) based on a set of feature points. By assigning different weights to binary codes, what we expect is to obtain a distance space in which the distances of matching patches are less than those of non-matching patches.

### 3.2.4 Homography estimation

Typically, homographies are estimated between images by finding feature correspondences on them. A 2D point \((x, y)\) in an image can be represented as a 3D vector \( \mathbf{x} = (x_1, x_2, x_3) \) where \( x = \frac{x_1}{x_3} \) and \( y = \frac{x_2}{x_3} \) [61]. This is called the homogeneous
representation of a point and it lies on the projective plane \( P^2 \). A homography is an invertible mapping of points and lines on the projective plane \( P^2 \). Hartley and Zisserman [37] provide the specific definition that a homography is a mapping from \( P^2 \rightarrow P^2 \) which is a projectivity if and only if there exists a non-singular \( 3 \times 3 \) matrix \( H \) such that for any point in \( P^2 \) represented by vector \( \mathbf{x} \) it is true that its mapped point equals \( H\mathbf{x} \). It should be noted that \( H \) can be changed by multiplying it by an arbitrary non-zero constant without altering the projective transformation. Thus \( H \) is considered a homogeneous matrix and only has 8 degrees of freedom even though it contains 9 elements.

The method chosen to solve the homography estimation was the Direct Linear Transformation (DLT) [62, 37] algorithm. The DLT algorithm is a simple algorithm used to solve for the homography matrix \( H \) given a sufficient set of point correspondences [61].

Since we are working in homogeneous coordinates, the relationship between two corresponding points \( \mathbf{x} \) and \( \mathbf{x}' \) can be re-written as [61]:

\[
\begin{bmatrix}
  u \\
  v \\
  1
\end{bmatrix} = \begin{bmatrix} h_1 & h_2 & h_3 \\ h_4 & h_5 & h_6 \\ h_7 & h_8 & h_9 \end{bmatrix} \begin{bmatrix} x \\
  y \\
  1
\end{bmatrix},
\]

where \( c \) is any non-zero constant, \( (u \ v \ i)^T \) represents \( \mathbf{x}' \), \( (x \ y \ i)^T \) represents \( \mathbf{x} \). Dividing the first row of the above equation by the third row and the second row by the third row we get the following two equations:

\[
-h_1 x - h_2 y - h_3 + (h_7 x + h_8 y + h_9)u = 0 \\
-h_4 x - h_5 y - h_6 + (h_7 x + h_8 y + h_9)v = 0
\]  
(3.1)  
(3.2)

Equations (3.1) and (3.2) can be written in matrix form as \( A_i \mathbf{h} = 0 \). Where,

\[
A_i = \begin{pmatrix}
-x & -y & -i & 0 & 0 & 0 & ux & uy & u \\
0 & 0 & 0 & -x & -y & -i & vx & vy & v
\end{pmatrix}
\]
and
\[
h = \begin{pmatrix} h_1 & h_2 & h_3 & h_4 & h_5 & h_6 & h_7 & h_8 & h_9 \end{pmatrix}.
\]

Since each point correspondence provides 2 equations, 4 correspondences are sufficient to solve for the 8 degrees of freedom of \( H \). JavaScript-typed arrays, defined in Section 2.1.5, were used in the homography estimation implementation for better performance results.

3.2.5 Random sample consensus (RANSAC)

RANSAC (Random Sample Consensus) [37] is an iterative method to estimate parameters of a mathematical model from a set of observed data which contains outliers. It is a non-deterministic algorithm in the sense that it produces a reasonable result only with a certain probability, with this probability increasing as more iterations are allowed. It is the most commonly used robust estimation method for homographies according to [61]. The idea of the algorithm is pretty simple; for a number of iterations, a random sample of 4 correspondences is selected and a homography \( H \) is computed from those four correspondences. Each other correspondence is then classified as an inlier or outlier depending on its concurrence with \( H \). After all of the iterations are done, the iteration that contained the largest number of inliers is selected. The matrix \( H \) can then be recomputed from all of the correspondences that were considered as inliers in that iteration [61].

One important step when applying the RANSAC algorithm described above is to decide how to classify correspondences as inliers or outliers. In the implementation for the web only assigning the geometric distance threshold, \( t \), between \( x' \) and \( Hx \) was enough. Hartley and Zisserman [37] provide more details about RANSAC.

Another issue is to decide how many iterations to run the algorithm, it is not required to try every combination of 4 correspondences. The goal becomes to determine the number of iterations, \( N \), that ensures with a probability \( p \) that at least one of the random samples will be free from outliers. \( N = 100 \) was used on the web.
3.3 Rapid object detection (Viola Jones)

3.3.1 Contextualization

Rapid Object Detection technique, much known as Viola Jones \[63\], brings together new algorithms and insights to construct a library for robust and extremely rapid object detection. What has motivated this technique to be added to \textit{tracking.js} library was the task of face detection. The algorithm implementation became robust enough to detect any training data, not only for faces. Currently, \textit{tracking.js} supports, face, eyes, upper body and palm detection.

In order to scan faces, eyes or palms from images, a training phase is required. The training phase generates cascading stages. The cascade is constructed by training classifiers using AdaBoost \[63\] and then adjusting the threshold to minimize false negatives. OpenCV library \[64\] has some open-source training data, therefore doubling efforts on training is unnecessary, i.e. the face training set consisted of 4916 faces, extracted from images downloaded during a random crawl of the world wide web \[63\]. Those faces were scaled and aligned to a base resolution of 24 by 24 pixels, see Figure 3-9. Training is not the focus of this work, the algorithm to scan the faces is. The training data itself is useless if a Scanning Detector is not available, the scanning is what makes the rapid object detection.

A scanning detector was implemented in JavaScript and is available on \textit{tracking.js}. The training data used is from OpenCV library converted from Extensible Markup Language (XML) \[65\] to JavaScript Object Notation (JSON) \[66\]. JSON has much superior performance since it is interpreted by JavaScript language. The results of the JavaScript implementation can be used in real-time applications, the detector runs at 15 frames per second. For more information about performance see Chapter 4.

The overall idea of the detection process is that it uses a degenerate decision tree,
what Viola and Jones \cite{63} call “cascade”. A positive result from the first classifier triggers the evaluation of a second classifier which has also been adjusted to achieve very high detection rates. A positive result from the second classifier triggers a third classifier, and so on. The main steps of the scanning algorithm are:

1. Create or scale a squared block, initially set to $20 \times 20$ pixels, by 1.25 per iteration;

2. Loop the squared block by $\Delta$ pixels over the image;

3. For each squared block location, loop the decision tree and evaluate each stage;

4. A positive result of the stage triggers the next stage, otherwise stops the stages loop;

5. If all stages were positively evaluated store that rectangle as a possible face;

6. Once the decision tree is done, group the overlapping rectangles;

7. Find the best rectangle of each the group to represent the face. This phase is also known as “merging phase”.
The final detector is scanned across the image at multiple scales and locations of the image. This process makes sense because the features can be evaluated at any scale with the same cost [63]. Good results were obtained using a scale factor of $i.25$. Subsequent locations are obtained by shifting the window some number of pixels $\Delta$, for a better accuracy $\Delta = i$ is recommended. We can achieve a significant speedup by setting $\Delta = 2$ with only a slight decrease in accuracy, thus this value was set as default value of the JavaScript implementation.

Viola and Jones [63] proposed the found rectangles to be partitioned into a disjoint set data structure. Two detections are in the same subset if their bounding regions overlap. The corners of the final bounding region are the average of the corners of all detections in the set. In order to perform well on the web, some optimizations were made in the implementation level of the scanning detector. The disjoint set was replaced by an alternative logic that is called “Minimum Neighbor Area Grouping” by this dissertation. Minimum Neighbor Area Grouping has $O(N^2)$ performance [67] and consists in a loop through the possible rectangle faces returned by the scanning detector. For each step of the loop compare the current rectangle with all other not yet compared rectangles. If the rectangle area overlaps more than $\eta$ with the compared ones, by default $\eta = 0.5$ (or 50%), select the smallest rectangle in area of the comparison. Using the smallest rectangle guarantees that the best match is much centralized in the face.

For more information about the JavaScript implementation, such as evaluation and results, see Chapter 4.

### 3.4 Color tracking algorithm

#### 3.4.1 Contextualization

Colors are everywhere in every single object. Being able to handle colored objects to control your browser through the camera is very appealing. For that reason, tracking.js implemented a basic color tracking algorithm that resulted in a real-time
frame rate through a simple and intuitive API. Color has been widely used in real-time tracking systems [68]. It offers several significant advantages over geometric cues such as computational simplicity, robustness under partial occlusion and illumination, rotation, scale and resolution changes.

In the tracking system implemented, the color blobs are being tracked. The notion of blobs as a representation for image features has a long history in computer vision and has had many different mathematical definitions. It may be a compact set of pixels that share a visual property that is not shared by the surrounding pixels [69]. This property could be color, texture, brightness, motion, shading, a combination of these, or any other salient spatio-temporal property derived from the signal, in our case the image sequence. Color perception is a difficult and little understood problem, which seems to defy even the most ingenious mathematical expressions. Evaluating color differences is subjective: when asked to pick the “closest” match for a specific color from a small palette, the selections by test persons turned out to be different, therefore automating a color tracking technique is not as trivial as finding the specific RGB [35] value to be classified as a pixel of interest.

### 3.4.2 Color difference evaluation

When a true color (photographic) image is mapped to a reduced palette, every true-color pixel must be mapped to the palette entry that comes closest to original color. There are different ways to evaluate color difference, i.e. large color difference (LCD), small color difference (SCD), and threshold color difference (TCD), they can use ratio judgment, pair comparison, and threshold [70]. In the latter, the difference between the original color and the quantized color should remain below some threshold. The quantization method implemented in this work determines whether the color is close to the tracked color by a threshold based on Euclidean distance.

Mapping a RGB color in an orthogonal three-dimensional space, the distance between two colors is denoted by the Euclidean distance \( \| C_1 - C_2 \| \). For a three-dimensional space (with dimensions R, G and B) the Euclidean distance between two points is calculated as follows:
\[ \|C_1 - C_2\| = \sqrt{(C_{1,R} - C_{2,R})^2 + (C_{1,G} - C_{2,G})^2 + (C_{1,B} - C_{2,B})^2}. \]

Graphic applications for computers usually employ the Red-Green-Blue (RGB) color space. This model maps well to the way the common Cathode Ray Tube (CRT) and Liquid-Crystal Display (LCD) works. These displays have three kinds of elements that emit red, green or blue light. Another advantage of the RGB model is that it is a three-dimensional orthogonal space, precisely what we need for the Euclidean distance function.

To determine if the pixel represents a possible color it should be inside the tracked color neighborhood and \(\|C_1 - C_2\|\) must be lower than a configurable threshold = 100. Imagine that the tracked color \(C_1\) is the center of a sphere in a three-dimensional space, any point \(C_2\) around \(C_1\) that its Euclidean distance is lower than a threshold is considered a color that “looks like” \(C_1\). Figure 3-10 exemplifies a color neighborhood represented in a RGB orthogonal three-dimensional color space. The mentioned technique resulted in a robust and simple color tracking algorithm, since considering multiple values around \(C_1\) as the tracked color increase robustness against illumination changes.

Figure 3-10: Color neighborhood represented in a RGB orthogonal three-dimensional color space.
3.4.3 Color blob detection

Once all pixels of the tracked color are collected two steps are still required: (1) Detect outliers; and (2) Find the coordinates that represent the color blob.

Detecting outliers

Outlier pixels are determined if they are not close enough to other pixels with the same characteristics. For each pixel \( p = (x, y) \), the mean distance with the other found pixels is calculated as follows:

\[
\text{meanDistance} = \frac{\sum_{i=1}^{n} \sqrt{(x_n - x)^2 + (y_n - y)^2}}{n},
\]

If the \( \text{meanDistance} \) is greater than a \( \text{blobThreshold} = 30 \) the tested pixel is considered “too far” from the color blob and is discarded (outlier). The non-discarded pixels (inliers) are in average closer than \( \text{blobThreshold} \) from each other, representing the tracked color blob.

Finding color blob coordinates

After the color blob is detected, the found pixels are close enough to represent a color blob. To determine the blob central coordinates \( C_b = (x_b, y_b) \), the value for each axis is determined based on the average of each pixel axis value \( p_n = (x_n, y_n) \), i.e. the values of \( x_b \) and \( y_b \) are calculated as follows:

\[
x_b = \frac{\sum_{i=1}^{n} x_n}{n}, \quad y_b = \frac{\sum_{i=1}^{n} y_n}{n}.
\]

Discussion

The described color technique results in a fast and robust solution for color blob detection on the web. In Figure 3-11 is shown the result running on the browser with and without possible outliers interference in the scene.
Figure 3-11: Example of color tracking technique. The black square represents the central color blob coordinate $C_b$. On the left, the magenta circle is tracked without outliers interference. On the right an outlier object of the same color is introduced in the scene without causing issues to the found circle.
Chapter 4

Evaluation

4.1 Evaluation methodology

This chapter presents the results of each technique described on Chapter 3. Two metrics were utilized to analyze the solutions available on tracking.js library:

1. Performance: frames per second (FPS) metric of how the implemented techniques perform on the web environment in order to reach real-time capability. On the United Kingdom popular video format known as Phase Alternating Line (PAL) [71], real-time video is represented by 25 FPS, therefore this value is used to define whether the tests can or cannot be considered real-time. The FPS metric was extracted from the frames rendered in the last second for the canvas element being tested only, that way only the important data were being computed in order to not affect the result numbers. Browsers have intrinsic performance limitations (Section 2.1), utilizing performance as a metric is important in order to prove that tracking techniques could be a reality on the web environment. All performance tests were executed inside the web browser. The browser JavaScript code interpretation latency is computed in the numbers presented, thus respecting the real usage performance running from the web environment.

2. Partial occlusion robustness: examples of how the visual tracking techniques be-
have under partial occlusion. Web users are usually novice, therefore, for those
users, requiring some training or calibration before using tracking solutions is
overwhelming. Web users can potentially have unexpected behaviors when us-
ing a tracking application in front of a computer, and partial occlusion is one of
them. Therefore the importance of measuring random partial occlusions on web
techniques is to understand how the implementation reacts to those situations.
This work considered robustness to partial occlusion situations that the tracked
object was still able to be identified with the addition of random occlusions
causd by the user fingers.

Several tracking techniques are already available in server-side languages, such as
C/C++; OpenCV is an example of a library with those capabilities. Integrating ex-
isting libraries in tracking solutions on the web was, at first glance, much doable, since
the code base was already available, on the other hand the web browsers are not able
to run C/C++ directly. In order to run those existing technologies, several approaches
were tested in [51]: using client-to-server requests in order to process video frames;
or through platform dependent plugins, such as OSAKit [72], that allowed OpenCV
library to run on the client-side [51]. A comparison between tracking.js and those
existing solutions involving client and server-side tracking is discussed in subsection
4.5 showing some benefits of a pure JavaScript client-side tracking solution.

Google Chrome browser is the current most popular web browser, for that reason,
all tests were executed on Google Chrome browser version 28.0.1500.71 [24], running
on Mac OS X 10.8.3, 2.6 GHz Intel Core i7 16 GB 1600 MHz RAM.

4.2 Rapid object detection (Viola Jones)

4.2.1 Description

Having Viola Jones rapid object detection as part of the library resulted in inter-
esting examples for web applications, such as detecting faces, mouths, eyes and any
other training data [63]. All training data tested were imported from OpenCV and
converted to JSON. Figure 4-1 illustrates different examples of training data being used by the library implementation of Viola Jones.

Figure 4-1: Library implementation of Viola Jones using different training data for detecting faces, eyes and mouth.

Figure 4-2: Library implementation of Viola Jones detecting multiple faces inside the real-time limit of 25 FPS.

Augmented reality and tracking applications for advertising and entertainment are gaining more space on the web environment. The medium used in this kind of application needs to be as appealing as possible in order to catch consumers’ attention, thus detecting faces, or augmenting the scene with objects are attractive possibilities. In order to demonstrate that concept, a simple chat application was created. In this chat application, while talking in real-time, the users could augment their faces with objects, such as a fake glass with mustache. In order to extract the users face coordinates Viola Jones was used. Listing 4.1 shows the simplified JavaScript API provided by tracking.js in order to extract face coordinates and draw the image. The fake glasses are positioned over $x$ and $y$ coordinates on the canvas axis based on the extracted values. Figure 4-3 demonstrates the described example.
Figure 4-3: Augmenting users faces with objects using *tracking.js* Viola Jones eyes detection.

```javascript
1 var img = new Image();
2 img.src = 'img/glasses.png';
3 var videoCamera = new tracking.VideoCamera();
4 videoCamera.track({
5   type: 'human',
6   data: 'frontal_face',
7   onFound: function(track) {
8     videoCamera.canvas.context.drawImage(img, track[0].x, track[0].y, track[0].size, track[0].size);
9   }
10 });
```

Listing 4.1: Example of *tracking.js* API of augmenting users faces with objects using Viola Jones face detection.

4.2.2 Results

Performance

The United Kingdom popular video format known as Phase Alternating Line (PAL) [71] defines that real-time video is represented by 25 FPS, therefore this value is used to define whether the tests can or cannot be considered real-time. In Figure
the Viola Jones implementation was tested with different numbers of detected faces. Fifteen faces were gradually added, for each addition the FPS average was recorded. Note that, until five faces detected the web implementation still runs inside the real-time limit defined by PAL.

![Figure 4-4: Library implementation of Viola Jones tested with different numbers of detected faces.](image)

**Oclusion robustness**

Viola Jones implementation of *tracking.js* is robust for random partial occlusions. Figure 4-5 demonstrates occlusions variations that still allow the face to be detected.

![Figure 4-5: Library implementation of Viola Jones partial occlusion robustness.](image)
4.2.3 Discussion

This section shows rapid object detection as an interesting technique to be available in tracking.js. It provides ways to detect user faces, eyes and any other training data available, resulting in attractive tracking and AR solutions on the web. Future work is required in order to leverage this technique to be robust enough in order to be used in real large applications. The first improvement that could be done is on performance. The average result performance is inside the real-time limit defined by PAL, although an optimization on the training JSON data structure can be still made in order to avoid nested arrays, where each array contains float numbers. That optimization allows the usage of typed float arrays to store the training numbers, resulting in an overall FPS speed improvement of 30%. The second improvement is to apply a Double Exponential Smoothing technique to the detection. It is an Alternative to Kalman Filter-Based Predictive Tracking [73]. Predictive tracking algorithms represent an important component of any tracking or AR system. Without these algorithms, tracking and AR systems must use image processing or pose calculation for each frame. This naïve approach can cause problems, such as display-to-user-motion synchronization mismatch. This mismatch degrades the user experience because dynamic tracking error produces perceived latency and possible cybersickness [74].

4.3 Color tracking algorithm

4.3.1 Description

Being able to use colored objects to control your browser through the camera is very appealing. Any colored object could serve as a tool for the user interaction through a simple and intuitive JavaScript API (Listing 4.2). Figure 4-6 illustrates different colored objects being tracked.
Figure 4-6: Library implementation of color tracking for different objects: On the left a red pencil marker; on the center a Rubik’s magic cube [12] from the red face; and on the right a red Ball of Whacks [13].

```javascript
var videoCamera = new tracking.VideoCamera();
videoCamera.track({
type: 'color',
color: 'magenta',
onFound: function(track) {
    // do your logic here.
}
});
```

Listing 4.2: Example of tracking.js color API.

Enabling entertainment web applications is also possible by using color tracking. Few examples were implemented using color tracking and a PlayStation move controller (Figure 4-7) that is basically a colored sphere that can emit light, the color of the sphere can be set via Bluetooth. This controller have four buttons, square, triangle, cross, circle, which are color coded as pink, green, blue and red. This controller has also three types of built-in sensors, temperature, accelerometer, gyroscope and magnetometer. In this work only the emitted light is used to track the scene.

In Figure 4-8, the two bottom images are examples of how games could be developed to the web through color tracking. On the bottom left, a multi-player game that allows the user to draw in order to competitors guess what is the drawing meaning is demonstrated. On the bottom right, multiple PlayStation move controllers are used...
to control the user interactions into a 3D environment rendered through the GPU using WebGL [19]. Note that, the available tracking.js techniques could be combined with WebGL rendering in order to reach real-time 3D rendering.

Figure 4-8: Library implementation of color tracking used in games running on the web. On the Bottom left, a multi-player game that allows the user to draw using the camera. On the bottom right, multiple PlayStation move controllers are used to control the user interactions into a 3D environment.

Another example of color tracking on user interactions is demonstrated in Figure 4-9. Using a HTML5 audio element [14] a music is played and through any colored
object, the user can control the volume of the player sliding the object from left
to right and vice-versa, left most coordinates mean volume set to zero, right most
coordinates mean volume set to maximum.

![Volume Slider]

Figure 4-9: Library implementation of color tracking controlling the HTML5 audio
element volume.

### 4.3.2 Results

**Performance**

In Figure 4-10 the color tracking implementation was tested with different numbers
of pixels detected. The size of the detect object was gradually increased, resulting
in a bigger number of pixels found, for each increment in the size the FPS average
was recorded. Note that, until 2138 pixels detected the web implementation still runs
inside the real-time limit defined by PAL [71].
Figure 4-10: Library implementation of color tracking technique tested with different numbers of pixels detected.

**Oclusion robustness**

Color tracking technique implementation of `tracking.js` is robust to random partial occlusions. Figure 4-11 demonstrates occlusions variations that still allow the colored object to be detected.

Figure 4-11: Library implementation of color tracking technique partial occlusion robustness.
4.3.3 Discussion

The color tracking technique could use any colored object to control your web browser in an simple and fast way, the results seem to be very attractive. Future work is required to leverage this technique to be robust enough in order to be used in real large applications. An important improvement is to automatically calculate colors threshold. In the current implementation, the distance threshold value for each color was empirically defined, and when drastic illumination changes happen the detection quality can be reduced since colors are directly affected by illumination variations. A threshold iteration test could be executed during the algorithm initialization in order to find the value that provides the highest number of pixels from the set color.

4.4 Markerless tracking algorithm

4.4.1 Description

Being able to track any object based on invariant natural features characteristics is also demonstrated by the markerless tracking technique. Figure 4-12 shows features extracted from different scenes. Note that most part of the keypoints are invariant to the camera rotation. Based on the features detected, the best $H$ homography matrix is estimated. All found points in the first frame are multiplied by $H$ in order to be plotted in the second frame. The found $H$ is defined as follows:

$$
H = \begin{pmatrix}
1.6101363130102753 & -0.5346783206945362 & -33.21640286774384 \\
0.18027586959550446 & 0.8414271531603306 & -7.530803625100704 \\
0.0021658540103673164 & -0.0025444273054841503 & 1
\end{pmatrix}.
$$

The markerless tracking web implementation has also showed to be robust for illumination and scaling differences. Figure 4-13 shows the features detected by FAST (top images) and features extracted by BRIEF (bottom images) plotted based on the estimated homography $H$. 
Figure 4-12: Library implementation of markerless tracking technique. Features are extracted from different scenes. On the first frame, 49 features were detected by FAST, on the second frame 17 of those were matched by BRIEF and plotted by the $H$ matrix.
Figure 4-13: Library implementation of markerless tracking technique. Illumination and scaling robustness for features detected using FAST (top images) and extracted using BRIEF (bottom images) plotted on the second frame by the estimated homography matrix $H$. 
4.4.2 Results

Performance

In Figure 4-14, the markerless tracking implementation was tested in an interval of 1000 seconds. The FPS average for this technique is 6 FPS, which is not ideal for real-time applications yet. Some optimizations could be applied in future work, such as implementing FAST-ER [56] for feature detection.

Figure 4-14: Library implementation of markerless tracking FPS metric. Maximum rate using this technique on the web is 6 FPS.

Occlusion robustness

The markerless tracking technique implementation of tracking.js is robust for random partial occlusions. Figure 4-15 demonstrates occlusions variations that still allow the object to be detected.
4.4.3 Discussion

Tracking based on natural features characteristics is promising since it does not require any artificial marker to facilitate tracking. Future work is required to leverage this technique to be robust enough in order to be used in real large applications. The first enhancement is to improve the overall performance of the feature detection phase. For feature detection FAST-ER can be used in replacement of the existing FAST detector in order to improve repeatability, resulting in better performance [56]. In the results subsection 4.4.2, this technique implementation on the web has presented an average of 6 FPS, which is below the PAL threshold of real-time rate. The second improvement is to provide a Perspective-\(n\)-Point problem (PnP) calculation. The aim of the PnP is to determine the position and orientation of a camera given its intrinsic parameters and a set of \(n\) correspondences between 3D points and their 2D projections. It has many applications in Computer Vision, Robotics, AR and Computer Vision [37] communities. One strong candidate algorithm is called EPnP proposed by Lepetit et al. on [75], as a non-iterative solution to the PnP problem, which is the estimation of the pose of a calibrated camera from \(n\) 3D-to-2D point correspondences, whose computational complexity grows linearly with \(n\). This is in contrast to state-of-the-art methods that are \(O(n^5)\) or even \(O(n^8)\). Lepetit’s method handles properly both planar and non-planar configurations and also has low computational complexity [75].
4.5 Benefits of a JavaScript tracking solution

Discussion

On Markerless Tracking Solutions for Augmented Reality on the Web [51], a server-side tracking solution was implemented and the developed solution showed to be not scalable, causing a delay in the exhibition of the AR result when having more than five simultaneous users. This way, the adopted distributed approach turned out to be not adequate to web-targeted applications, where hundreds of simultaneous users should be capable of using it. In the same work [51], Pablo et al proposed a client-side solution that requires a third-party plugin installation called OSAKit [72]. The OSAKit plugin allows desktop applications to run without loss of performance inside most current browsers on the Windows platform. The results were promising in terms of FPS reached (25 FPS), although the average load time of the application was 11 minutes (due to the size of the precomputed data, 22 MB), considering a broadband connection of 256 Kbps. Using a pure JavaScript tracking solution has shown to be very effective since the FPS average is the same with a smaller size. On Table 4.1 a comparison of the size, loading time and FPS between the OSAKit solution and tracking.js is presented.

<table>
<thead>
<tr>
<th></th>
<th>OSAKit</th>
<th>tracking.js + color</th>
<th>tracking.js + face</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average frame rate</td>
<td>25 FPS</td>
<td>30 FPS</td>
<td>25 FPS</td>
</tr>
<tr>
<td>Average file size</td>
<td>22 MB</td>
<td>8 KB</td>
<td>187 KB</td>
</tr>
<tr>
<td>Average load time (256 Kbps)</td>
<td>11 min</td>
<td>0.25 seconds</td>
<td>5 seconds</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison between tracking.js and OSAKit client-side tracking solution.
Chapter 5

Conclusion

In this dissertation, it was designed and implemented a tracking library for the web called tracking.js. This work aims to provide a common infrastructure to develop applications and to accelerate the use of those techniques on the web in commercial products.

In a second moment, several basic concepts were introduced for a better understanding of the tracking library solution proposed in this work.

Later on, a description of tracking.js were presented, such as the library concepts, explaining its base and advanced functionalities and modules. Three main techniques were explored, a Markerless Tracking Algorithm in the Section 3.2, a Rapid Object Detection (Viola Jones) in the Section 3.3 and a Color Tracking Algorithm in the Section 3.4.

In the evaluation of the library, were presented for each available library technique a description, results, performance metrics and discussions. Some real-world applications were prototyped in order to test the library running on the web browser.

For Rapid Object Detection, it was presented different training data being used by the library implementation of Viola Jones, and a simple chat application was created. In this chat application, while talking in real-time, the users could augment their faces with objects, such as a fake glass with mustache.

For the Color Tracking Algorithm, it was presented its usage for different colored objects, such as a red pencil marker, a Rubik’s magic cube [12] and a red Ball
of Whacks [13]. Also few examples were implemented using color tracking and a PlayStation move controller, such as a multi-player game that allows the user to draw using the camera, controlling a 3D environment through user interactions and an application that the user can control the volume of the browser audio player sliding a colored object in front of the camera.

For the Markerless Tracking Algorithm, it was demonstrated that the user is able to track any object based on invariant natural features characteristics. Then, benefits of a JavaScript tracking solution are presented bellow.

All the proposed modules run on native web browsers without requiring third-party plugins installation, therefore any browser-ready device can eventually use the proposed cross-platform code base to develop AR applications. The possibility to use tracking.js as a cross-platform library is a reality. The browser environment is evolving fast and due to the cross-platform ability, JavaScript is becoming a popular solution for multiple devices and platforms. In a near future, other devices and visual displays may, potentially, embed browser versions as well and they could all benefit from tracking.js library.

5.1 Contributions

There are several contributions of this work. First is to provide an academic material about web browser concepts and API and how they apply to visual tracking and AR applications. Second is to pioneering a library that brings state-of-the-art techniques for visual tracking, computer vision and AR solutions on the web browser without requiring any third-party plugin installation. Third is based on several optimizations for existing techniques in order to allow them to run with real-time rate on the web browser. The first optimization is how the Rapid Object Detection technique merges found rectangles, defined in Section 3.3. This work proposes the replacement of the disjoint set data structure with an alternative logic that is called “Minimum Neighbor Area Grouping” by this dissertation. Minimum Neighbor Area Grouping has $O(N^2)$ performance [67] and consists in a loop through the possible rectangle faces returned
by the scanning detector. The second optimization is a fast and robust color blob detection proposed in the color tracking technique defined in Section 3.4.

5.2 Future work

The web browser is an environment that still does not have the appropriate attention inside the academic world. This research has raised many possibilities. The first one is a publication detailing web browser concepts and APIs that can leverage visual tracking and AR applications to be developed into this platform. The second is another publication comparing client-side JavaScript-based tracking with client-side plugin-based and server-side solutions. The growth of the library modules is also part of future work plan, through bringing more related algorithms and techniques to tracking.js library, such as Double Exponential Smoothing [73], a Perspective-n-Point problem (PnP) calculation and an image processing layer capable of simple transformations and filters, such as saturation, sharpen, sobel, laplacian, gaussian and prewitt [35]. Those improvements could potentially help visual tracking and AR techniques to be implemented on top of tracking.js.
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